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EXISTENCE AND ASYMPTOTIC BEHAVIOR OF POSITIVE SOLUTIONS
OF FOURTH ORDER QUASILINEAR DIFFERENTIAL EQUATIONS

Kusano Takasi, Jelena Manojlovi¢ and Tomoyuki Tanigawa*

Abstract. The feature of the present work is to demonstrate that the method of
regular variation can be effectively applied to fourth order quasilinear differential
equations of the forms

(|x//|o¢—1x//)// + q(t)|x|6_1x — 0,

under the assumptions that & > 3 and ¢(¢) : [a, 00) — (0, 00) is regularly varying
function, providing full information about the existence and the precise asymptotic
behavior of all possible positive solutions.

1. INTRODUCTION
We consider fourth order quasilinear differential equation of the type
(A) (‘[B”‘a_lflfuyl+q(t>‘(13"8_1[13:0,

where « and [ are positive constants such that « > ( and ¢ : [a,00) — (0, c0),
a > 0 is a continuous function. Equation (A) is said to be half-linear, sub-half-linear
or super-half-linear according as o = 3, a > (§ or o > 3.

Beginning with the papers [5] and [6] of Kiguradze, oscillation theory of higher
order nonlinear differential equations of Emden-Fowler type has been the subject of
intensive investigations in recent years.
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A solution z(t) of (A) existing in an infinite interval of the form [T, c0) is said
to be proper if
sup{|z(t)| : t > T} >0 forany T > T,.

A proper solution is called oscillatory if it has an infinite sequence of zeros clustering
at infinity and nonoscillatory otherwise. Thus, a nonoscillatory solution is eventually
positive or eventually negative. It is clear that if x(¢) satisfies (A), then so does —xz(t),
and hence it suffices for us to restrict our attention to positive solutions of (A).

The oscillation situation of sub-half-linear equation (A) can be completely charac-
terized as the following theorem (see [17]) asserts:

Theorem 1. Let q(t) € Cla,o0). All solutions of equation (A) are oscillatory if
and only if

(1) /OO #2138 g(4)dt = co.

The question that naturally arises from Theorem 1 is: if (1) does not hold, is it
possible to characterize the existence of all possible positive solutions of (A) and
moreover to determine their asymptotic behavior at infinity accurately?

The oscillatory and asymptotic behavior of solutions of quasilinear differential equa-
tion of the form (A) has been considered by Naito and Wu in [16], [17] and Wu [19].
The aim of this paper is to obtain a more detailed information on the existence and
asymptotic behavior of nonoscillatory solutions of (A). So, we are interested in those
solutions z(t) of equation (A) which exist and are positive on infinite intervals of the
form [tg, 00). Let z(t) be one such solution. We use notations:

D3 (t) = (|2"|* L"), tliglo D3x(t) = Dsx(00), tliglo D) =29 (c0), i=0,1,2,
the symbols ~ and< to denote the asymptotic equivalence and asymptotic dominance
of two positive functions f(t), g(t) defined in a neighborhood of infinity:

gt
ft)~gt), t—oo <+ E&ﬁ‘l’
and "
. g
f(t) <g(t) or g(t) = f(t), t—oo <= lim o

It is known (see [19]) that for x(¢) one of the following two cases holds:

(i) 2'(t) >0, 2"(t) >0, Dsx(t) >0 for all large ¢,

2
(i) 2'(t) >0, 2”(t) <0, Dsz(t) >0 for all large ¢.
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Then, since (A) implies that Dsx(¢) is decreasing, there exists a finite limit Dsz(oc0) >
0. First suppose that solution z(t) is of type (i). If Dsxz(oco) > 0, then clearly
2 (00) = o0, i = 0,1, 2, so that from L’Hospital’s rule it follows that

t
il 2 =c> 0,
t—o0 t +3
which means that
(Py) 2(t) ~ct®a, as t— o0,

On the other hand, let Dsx(cc0) = 0. Since x”(t) is positive and increasing, z”/(o0) €
(0, 00]. Repeated integration of the inequality z”(t) > a”(t1) > 0 for t > t1 > tg
yields that z(o00) = 2’(00) = co. Thus, L’Hospital’s rule gives

i 70 _

2 o0) € (0, 0]

t—o00

In the case z'/(00) = oo, solution z(t) satisfies

(I) 2 <a(t) <2ta, as t— oo
while in the case x’(00) is finite, we have that

(Py) x(t) ~ct?, as t— oo,

Next, suppose that solution x(t¢) is of type (ii). Then, z”(¢) is negative, increasing
and must tend to 0 as ¢ — oo, because otherwise, integration of inequality = (t) <
2" (t1) < 0, holding for ¢ > t; > to, would lead to 2'(t) — —o0, t — oo, contradicting
positivity of 2/(t). Moreover, 2'(t) is positive and decreasing, so that 2’ (c0) € [0, 00).
If 2/(c0) > 0, then

t
lim & =c>0,
t—oo t
1.e.
(Pr) x(t) ~ct, as t— oo.

If 2/(00) = 0, then x(t)/t — 0 as t — oo, and there are two possibilities for x(¢):
either z(00) = oo or z(c0) = ¢ > 0. Therefore, solution z(t) satisfies either

(I) 1 <x(t)<t, as t— oo,

(Po) xz(t) ~e, as t— oo.
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Solutions of type (P;), j € {0, 1,2, 3} are collectively referred to as the primitive
positive solutions of (A) and the existence of such solutions for the equation with
continuous coefficient ¢(t) has been completely characterized in [16], [17] and [19]
for both sub-half-linear and super-half-linear cases.

Theorem 2. Let q(t) € Cla,o0). Equation (A) has a positive solution x(t) satis-
fying (Ps3) if and only if

3) / 12+3)84(1dt < oo
Theorem 3. Let q(t) € Cla,o0). Equation (A) has a positive solution x(t) satis-
fying (P) if and only if

() / T H28 () dt < oo,

Theorem 4. Let q(t) € Cla,o0). Equation (A) has a positive solution x(t) satis-
fying (P1) if and only if

(5) /aoo (/too(s - t)sﬁq(s)ds) : dt < c0.

Theorem 5. Let q(t) € Cla,0). Equation (A) has a positive solution x(t) satis-
fying (Po) if and only if

©) /ft(/too(s - t)q(s)ds) "t < oo,

Unlike solutions of type (P;), j € {0, 1,2, 3} almost nothing is known about the
existence and the asymptotic behavior of solutions of other two types of positive solu-
tions which is often called intermediate solutions. Facing the difficulty of providing
solution of this problem, the recent development of asymptotic analysis of differen-
tial equations by means of regular variation (see the monograph [15] and the papers
[2,3,4,7,8,9,10, 11, 12, 13, 14]) suggests investigating the problem in the framework
of regularly varying functions (or Karamata functions). Therefore, focusing our atten-
tion on equation (A) with regularly varying coefficient q(t) and to regularly varying
solutions of (A), it will turn out that the theory of regular variation could provide a
complete information about the structure of positive solutions of equation (A). In fact,
in virtue of the theory of regular variation one can determine the complete solution to
the problem of the existence and the asymptotic behavior of regularly varying solutions
of type (I1) and (I3).

Our main results are presented in Sections 3 and 4 which are devoted, respectively,
to solutions of type (I2) and (I;). In each section, we first partition the class of
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regularly varying solutions of type (I;), i € {1, 2} into three different subclasses, and
then characterize the membership of each subclass completely, establishing necessary
and sufficient condition for the existence and showing that all members of each subclass
enjoy one and the same accurate asymptotic behavior as ¢t — oo.

2. Basic RESULTS OF THEORY OF REGULAR VARIATION

At the beginning, let us recall the definition of regularly varying functions. A
measurable function f : (a,00) — (0,00) for some a > 0 is said to be regularly
varying of index p € R if

7) lim A _ AP, YA >0,

t—00 f(t)

or equivalently, if f(t) is expressed in the form

£(8) = cft) exp{/t:@ds}. Lt

some measurable functions ¢(¢) and 6(¢) such that

lim ¢(t) = ¢p € (0,00), lim 6(t) = p.
t—o0 t—o0
In what follows the symbol RV(p) is used to denote the set of all regularly varying
functions of index p. If in particular p = 0, we often use SV instead of RV(0) and
refer to members of SV as slowly varying functions. It is clear that an RV(p)-function
f(t) is expressed as f(t) = tPg(t) with g(t) € SV. So, the class SV of slowly varying
functions is of particular importance in the theory of regular variation. If

t
lim —~ = lim ¢(t) = const > 0,
t—00

then f(t) is said to be a trivial RV(p)-function of index p ( denoted by f(t) €
tr — RV(p)). Otherwise f(t) is said to be a nontrivial RV(p)-function (denoted by
f(t) € ntr — RV(p)). According to these terminologies solutions x(¢) of type (P;),
i =0,1,2,3 are trivial regularly varying of indices 0, 1, 2,2 + 1/, respectively.

Typical examples of slowly varying functions are: all functions tending to positive
constants as £ — oo,

N N
H(logn )", a, €R, and exp{ H(logn t)ﬁ"}, Bn € (0,1),

n=1 n=1

where log,, ¢ denotes the n-th iteration of the logarithm. Note that a slowly varying
function L(t) may oscillate in the sense that

limsup L(t) = co and litm inf L(t) = 0,
—00

t—o00
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which is exemplified by the function

L(t) = exp{(log t)% cos (log t)%} .
On the other hand its order of growth or decay is severely limited as is shown in the
following Proposition.

Proposition 1. If L(t) € SV, then for any € > 0,

lim t°L(t) = oo, lim ¢t~ °L(t) = 0.

t—o00 t—o00

For brevity of exposition the properties of regularly varying functions needed later
are not reproduced here, but will be cited where necessary, from the books of Bingham
et al. [1] and Mari¢ [15]. However, we state the following result, termed Karamata'’s
integration theorem, since it will play a central role in establishing our main results.

Proposition 2. Let L(t) € SV. Then,

() if o> —1,
t 1 +1
*“L ~ ——gotlp .
/a s*L(s)ds a—l—lt (t), t— oo
(ii) if < —1,
o 1
/t SaL(8>d8 ~ _Q——Hta+1L(t>’ t— oQ;
(iii) if . = —1,
‘L L(t
I(t) = / ﬂcls €SV and lim L) =0,
a S t=o0 1(2)
and o s
m(t) = / (8>ds €SV and lim Lit) =0.
¢S t—oo m(t)

3. EXISTENCE AND ASYMPTOTIC BEHAVIOR OF REGULARLY
VARYING SOLUTIONS OF TYPE (I3)

This section is devoted to the precise asymptotic analysis of intermediate regularly
varying solutions x(¢) of (A) of type (I2) under the assumption that (A) is sub-half-
linear equation with regularly varying coefficient ¢(¢) of index o expressed as

8) a(t) = t1(t), U(t) € SV.
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If 2(t) € RV(p), i.e. z(t) = tPE(t) with £(t) € SV, then it is clear that 2 < p < 2+ 1.
In the case p = 2, £(t) — oo as t — oo, while in the case p =2+ 1/a, £(t) — 0 as
t — oo, which means that z(t) belongs to one of the following three classes

1 1
(9)  ntr-RV <2 + a) , RV(p) for some p € <2, 2+ a) , ntr-RV(2).

Each of these three subclasses can be completely analyzed by means of regular variation
combined using fixed point techniques and the following lemma (see [18]).

Lemma 1. Let f, g € C'[a, ) and

lim g(t) =occ and ¢'(t) >0 foralllarget

t—o00
or
tlim ft) = tlim g(t)=0 and ¢'(t) <0 foralllarget.
Then ) )
t
lim inf ') < liminf & < lim sup &? < lim sup ')

t—o00 g’(t) t—o0 g(t) t—o0 g() t—o0 g/(t>.

3.1. Main results

The existence and asymptotic behavior of all members of classes listed in (9) are
fully understood as the following theorems assert.

Theorem 6. Let q(t) € RV (o). Equation (A) possesses nontrivial regularly vary-
ing solutions of index 2 + é if and only if

(10) o= <2 + é) B—1 and /aoot(”%)ﬁq(t)dt < 00,

in which case any such solution x(t) has the asymptotic behavior

2+1 a—pf (241 a;‘ﬁ
N e vrory AR O BN

Theorem 7. Let q(t) € RV (o). Equation (A) possesses regularly varying solutions
of index p € (2, 2+ é) if and only if

(12) J€<—2ﬂ—2,—<2+é)ﬂ—1),
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in which case p is given by
o+2a+2
(13) p=——""7"
a—p
and the asymptotic behavior of any such solution x(t) is governed by the unique
formula

1

(14) x(t) ~ [t%‘t\#] a__ﬁ, t — 00,
where
(15) A=[(1=(p—2)a)(p - 2)a]7 p(p - 1).

Theorem 8. Let q(t) € RV (o). Equation (A) possesses nontrivial regularly vary-
ing solutions of index 2 if and only if

o
(16) oc=-28-2 and / 25+ g (1) dt = oo,
a
in which case any such solution x(t) has the asymptotic behavior

— t a—7p
(17) z(t) ~ 12 [0;—25 swﬂq(s)ds] , t— o0.

3.2. Preliminaries

If z(t) is a solution of (A) on [tg, c0) such that t? < z(t) < #27% as t — oo, since
D3z (00) =0, 2”(00) = 2/(00) = z(0c0) = oo, integration of equation (A) first from ¢
to oo and then three times on [tg, t] gives

z(t) = z(to) + 2 (o) (t — to)

(18) ., /@_s (10 [ e ot dur) s,

implying the integral asymptotic relation

(19) z(t) ~ /t—s (// ﬁdudr)éds as t — 00.

Common way of determining the desired intermediate solution of (A) would be solving
the integral equation (18) with the help of fixed point technique. This is, however,
an extremely difficult task in general case of continuous coefficient ¢(¢), but in the
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framework of regular variation, the closed convex subset X' of C[T}, oo), which should
be chosen in a such way that appropriate integral operator F is a continuous self-map
on X and send X into a relatively compact subset of C[Ty, c0), can be found by
means of regularly varying functions satisfying the integral asymptotic relation. In fact,
regularly varying functions

(20) Xi(t) =% [a ((2+a§)_(1ﬂ+$>)a /toos(2+§)ﬁq(s)ds] & € RV (24%) :

[Pt P o+ 2a+2
(21) X2(t> = [T] € RV <W) s
(22) X3(t) =12 [0;;25 t swﬂq(s)ds] o € RV(2),

appearing, respectively, in the asymptotic formulas (11), (14), (17), satisfy the integral
asymptotic relation (19), which will be verified in the following three Lemmas.

Lemma 2. If q(t) € RV (o) satisfies (10), then the function X, (t) defined by (20)
satisfies the integral asymptotic relation (19).

Proof. Let (10) holds. Then, ¢(t) and X;(t) € RV (2+ 1) are expressed as
23)  qt) =t~ (DB, X () = A Ly(t), 1(t), Ly(t) € SV.

Using (23) we have
B
3

/too q(s)X1(s)ds = /too s7(s) [a © +04é>—<1ﬂ+ o /:O r_ll(r)dr] P s

a

(24) - ((2+é) <1+é>)aL1(t)°‘

Integrating the above from a to ¢ and using Karamata’s integration theorem (Proposition
2-(1)), we get

25) // ﬁdrdSN<(2+é><1+$>)atL1(t)a, t— .

From (25), applying Karamata’s integration theorem twice, we obtain

/t s (// ﬁdudr)%dSN( - //raL1 )drds

Nt+0L1(> X1(> t — 00,

proving that X (¢) satisfies the integral asymptotic relation (19). ]



1008 Kusano Takas$i, Jelena Manojlovi¢ and Tomoyuki Tanigawa

Lemma 3. If q(t) € RV (o) satisfies (12), then the function X(t) defined by (21)
satisfies the integral asymptotic relation (19).

Proof. Let q(t) be regularly varying of index o satisfying (12). Note that Xo(¢) €
RV (p) with p satisfying
1
P € <27 2 + _) 3
a

due to (12). We may express the regularly varying function X5(¢) by

1

(26) Xo(t) = tPA"aBl(t)a7
so that using (8)
27) () Xa(t)? = 7P NTTB (1) 3

Noting that o+ p§ = pa—2a—2 < —1, integration of (27) from ¢ to oo by Proposition
2-(ii) implies

[ aoxateas ~ — L,
q(s)Xa(s) as ~ a=B =B, — 0.
t —((p=2)a—-1)
Then, since (p — 2)ae — 1 > —1, application of Proposition 2-(i) yields
tp—2)a _ B _a
(28) / / rYPdrds ~ A aAl(t)sF, t— oo.
“G-2a-1p-2a"

Now, using that p — 2 > 0, from (28), applying Karamata’s integration theorem twice,
we obtain

/t—s (// ﬁdudr)%ds

~ 7 rP~ 2l )e- ﬁdrds
[(1—(/)—2) )(p — //

~ = 1 tpl(>ai %’ t— oo,
[(1=(p—2)a)(p—2)a]=(p — 1)p =

which due to (26) proves that X(t) satisfies the integral asymptotic relation (19). =

Lemma 4. Suppose that q(t) € RV (o) satisfies (16). Then, the function X3(t)
defines by (22) satisfies the integral asymptotic relation (19).
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Proof. Suppose that (16) holds. Using the expressions
qt) =t72721(t),  Xs(t) =t2La(t),  1(t), Ls(t) € SV,

and Proposition 2-(ii) we get

/tOOQ(S)Xs(S)ﬁds — /toos_Ql(s) [O‘;ﬁ Sr%“q(r)dr]a—fﬁds

a2* J,
1 o — B ¢ 26+1 aLiﬁ
(29) ~ t(t) e | 8 q(s)ds
a
_B_
_g rt 5
20+ g (1) [M swﬂq(s)ds] , t— o0.
a2% J,
Consequently,
=B [ iy ge] T
/ / rYPdrds ~ 20‘[ o / s20F q(s)ds]
(30) az ),
= 2aL3 , t — 00

which implies

/t s (// w) X3 (u ﬁdudr)ldSNQ//Lg (r)drds ~ t? Ls(t) = X3(t),

as t — oo, proving that X3(t) satisfies the integral asymptotic relation (19). ]

To simplify the proof of the “only if’parts of proof of our main results we first
prove the following lemma.

Lemma 5. If q(t) € RV(0) is expressed with (8) and z(t) = tP&(t), £(t) € SV is
a solution of (A) of type (I2), then one of the following three statements holds:

(i) o+ pB=—-1and

Q=

t2+é e8] . 5 1
(1) w(t) ~ AT DT (/t sL(s)€(s) ds) € RV(2+ E>’ t — 0.
(i) 2 <o+ pB < —1and

T ()

L

ol

o+pB+2
«

32)  a(t) ~ eRV( +2>, t— oo,

where
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a+pﬁ+2+2) <U+pﬂ+2+1>.

L:[—(U—FPB-FD(U"‘PB"‘Q)}%( a a

(iii) o + pf = —2 and

/t s—IZ(s>§(s>ﬁds) " ERV(2), o 0.

to

t2
(33) 2(t) ~ 5(

Proof. Let x(t) = tPE(t), £(t) € SV be a solution of (A) on [tg, co) satisfying
(I2). Then, using expression (8) we obtain from (A)

(34) Dsz(t) = /too q(s)x(s)Pds = /too s7HPB1(s)e(s)Pds,  t > ty.

The convergence of the last integral in (34) means that o + p3 < —1. We distinguish
the two cases 0 + pf = —1 and 0 + pf < —1.
(a) Let 0 4+ p8 = —1. Then, since

/too q(s)z(s)Pds = /too 571 (s)E(s)%ds € SV

(cf. (iii) of Proposition 2), integrating (34) on [to, t] and using Karamata’s integration
theorem ((i) of Proposition 2) we get

</t: /:O q(r)a:(r)ﬁdrds)% ~ i </too s_ll(s)f(s)ﬁds) “ ’ t o0,

which integrated twice over [to, t] gives (31).

(b) Let 0 + p8 < —1. Applying Karamata’s integration theorem ((ii) of Proposition
2) to the last integral in (34), we have

o HIE ()]
@+ pB+ DI

(35) Dy(t) = / " y(s)a(s)ds ~

Let us distinguish the following three cases:
(b-1) o+ pfB < =2, (b-2) o+ pB = -2, (b-3) 2<o+pB8< -1

The case (b-1) is impossible, because in this case the right-hand side of (35) is
integrable on [tp, c0), which means that

S ra(r)Pdrds ~ 1O IE()” — — 00
AN ACECK Cor Do) " 7>

contradicting the fact that 2"/ (c0) = oo.
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If (b-2) holds, from (35) we have

t
/ / r)Pdrds N/ s (s)E(s) ds € SV,
to /s to

so that

/to (t—s) </to/ ﬁdudrfdw g(/t:fll@)f(swdsy, t— oo,

which due to (19) implies (33).
Finally, if (b-3) holds, Karamata’s integration theorem applied to (35) gives

I

1 o+pB+2 1 8
t o« l(t)xE(t) e
<// ’erds) ~ (B)=£(t) -, t— 00,
to /s [—(c+pB+1)(0+pB+2)o
which integrated twice over [t, t] yields (32). [ ]

3.3. Proof of main results

Proof of the “only if"part of Theorem 6. Suppose that z(t) € ntr — RV (2 + é)

is a solution of (A) on [tg, 00) satisfying ([2). Let z(t) = t2+§§( ) &(t) € SV. For
such a:( ) only statement (i) in Lemma 5 is possible with p = 2 —|— =. This means that
—(2+1)B-1ie.

g(t) = -T2y, 1) e SV

and xz(t) must satisfy the asymptotic relation (31), which is equivalent to

1

(36) f(t)a ~ [(2+l)(1+l

AR RO

Let 7(t) denote the right-hand side of (36). Then, (36) is transformed into the differ-
ential asymptotic relation

iy () I S0
B T3 N (P STy A

Noting that o > (3 and
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integrating (37) on [t, 00), we see that the second condition in (10) must be satisfied
and

[e3

- c—p T D8y as| Lt oo
w0~ | ]

which since z(t) ~ t(2+é>’8n(t)§, t — oo, implies the validity of (11). |

Proof of the “only if”’part of Theorem 7. Suppose that z(t) € RV(p) for some
p € (2,2+ 1) is the solution of (A). Then, clearly only the statement (ii) of Lemma
5 could hold. Thus, x(¢) satisfy (32), so it must be

o+ pB+2
(38) p=TEIE2 Ly
o

which implies that p is given by (13). This combined with p € (2, 2+ é) determines
the range of ¢ with (12). Using (38) we have in (32) that L = X\, where X is given by
(15), so (32) can be rewritten as

2042 1 B
tTa q(t)ax(t)=
o(t) ~ q(t)=z(t) i ooo
A
verifying that asymptotic formula for z(¢) is be given by (14). [ ]

Proof of the “only if "part of Theorem 8. Suppose that z(t) € ntr-RV(2) is a solution
of (A) on [tg, 00). Let z(t) = t2£(t), £(t) € SV. It is clear that only statement (iii)
of Lemma 5 is admissible for z(¢). Therefore, 0 = —23 — 2 and z(t) satisfies (33)
which is equivalent to

1

— /t s7H(s)E(s)Pds, t — oo.

(39) €0~ 5 |

The right-hand side of (39), denoted by 7(t), satisfies the differential asymptotic relation

_8,

—1 28+1
(40) n() S (1) ~ I )

20 20 , t—o00.

Noting that ()}~ — oo as ¢ — oo, it follows from (40) that [ 2t g(t)dt = oo
and integration of (40) on [tg, ] gives

_ t =5 _ t Py

which since z(t) = t2£(t) ~ t2n(t)Y/* as t — oo, verify the truth of the asymptotic
formula (17). ]
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Proof of the “if”part of Theorems 6, 7 and 8. Suppose that ¢(t) € RV(o)
with o satisfying either (10) or (12) or (16). By Lemma 2, 3 and 4 the functions
X1(t), Xa(t), X3(t) defined, respectively, by (20), (21), (22) satisfy the asymptotic re-
lation (19). We perform the simultaneous proof for X;(t), i = 1,2, 3 so the subscripts
¢t = 1,2,3 will be deleted in the rest of the proof. By (19), there exists Ty > a such
that

1
(41) / (t—s) (/ / ﬁdudr)adSSQX(t), t>Tp.
TO TO T

Let such a Tj be fixed. We may assume that X (¢) is increasing on [Tj, c0). Since
from (19) we have

1
/ (t—s) <// ﬁdudr)adSNX(t), t — o0,
TO TO T

there exists 77 > Tj such that

1
@ X(t
(42) /t—s (// ﬁdudr) dsz—(>, t>T).
TO TO T 2

Let such a 7 be fixed. Let m € (0, 1) be a fixed positive constant such that

8 1
43 T < =
(43) m' <o
and choose a constant M/ > 1 such that
_B8 X(Th)
44 M'"a >4 and M >2m .
“4 X (To)

Let us define the set X' to be the set of continuous functions z(¢) on [Tp, o)
satisfying
45) mX(Th) < z(t) < MX(t), for To <t <Ty,

mX(t) <xz(t) < MX(t), for t>1.

It is clear that X’ is a closed convex subset of the locally convex space C[Tj, o0)
equipped with the topology of uniform convergence on compact subintervals of [T, 0o).
We now define the integral operator

(46)  Fx(t) = mX(Ty) + /Tt—s (/T/ ﬁdudr)_ds, t>T,

and let it act on the set X" defined above. It can be shown that F is a self-map on X
and sends X continuously on a relatively compact subset of C[T}, c0).
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(i) F(X) C X. Let z(t) € X. Using (41), (44), (45) and (46) we get

1
X(T1)+M t—s) </ / ﬁdudr)ads
TO TO T

M
5 X +7X() MX(t), t>T,.

Fa(t)

| /\

< % X(Ty) + % X(t) <

On the other hand, using (42), (43), (45) and (46) we have

Fz(t)>mX(Ty) for Top<t<Ty,

)[ (t—s) (/TO/ ﬁdudr)Lds

>mX (t), t>1.

and

|\/
QlQ

|\/
QlQ

This shows that Fz(t) € X, that is, 7 maps X into itself.

(if) F(X) is relatively compact. The inclusion F(X) C X ensures that F(X) is
locally uniformly bounded on [T, o). From the inequality

1
< (Fz)(t) < M </ / ’gdudr) ’ ds, t>Ty,
TO TO T

holding for all z(t) € X it follows that F(X) is locally equicontinuous on [Tp, c0).
The relative compactness of F(X') then follows from the Arzela-Ascoli.

(iii) F is continuous. Let {x,(t)} be a sequence in X converging to z(t) € X
uniformly on compact subintervals of [Tj, c0). Then, by (46) we have

@7) Fan(t) — Fa(t)] < /t (t— $)Fy(s)ds, t> T,

To

where

|</TO/ ﬁdrds) (/TO/ Bdrds)%|.

Using the inequality |2 — y*| < |z — y|*, =,y € RT holding for A € (0,1), we see
that

1
(48)  Fy( g(// )| (7) x(r)ﬁ\drds) . t>Ty, if a>1.
To
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On the other hand, using the mean value theorem we get

(49) E( <9/ / M@ (r)? — z(r)P|drds, t>Ty, if a<l,
To

where

11—«

(Mﬁ /T O / ﬁdrds) ’

Thus, using that q(t)’a:n(t)ﬁ —2(t)P| — 0 as n — oo at each point ¢ € [Ty, oo) and
)|zn ()P — z(t)P] < MPq(t)X (t)P for t > Tp, while q(t)X (t) is integrable on
[T, 00), the uniform convergence F),(t) — 0 on compact subinterval of [T, co) follows
by the application of the Lebesgue dominated convergence theorem. We conclude that
Frp(t) — Fx(t) uniformly on any compact subinterval of [T, co) as n — oo, which
proves the continuity of F.
Thus all the hypotheses of the Schauder-Tychonoff fixed point theorem are fulfilled,
and there exists a fixed point z(t) € X of F, which satisfies the integral equation

(50)  x(t) =mX (1)) + /Tt—s (/T/ ﬁdudr>gds, t>Tp.

Differentiating the above four times we show that z(¢) is a solution of (A) on [Tp, o),
which due to (45) satisfies

(51) mX(t) <az(t) < M X(t), for t > 1.

Therefore,

t
0< hm inf —= z(1) < lim sup z(t)

S 0 RS 0 I

or in view of the fact that

(52) X(@t) ~xi(t) = /t—s (// ﬁdudr) ds, t— o0,

we have

t
0 < lim inf z(t) < lim sup z(t) < 00.

t—oo x1(t) T tooo x1(1)

Application of Lemma 1 four times, using (50) and (52), yields
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/ 1
K = limsup z(t) < lim sup 7(t) < limsup ——+—= z(t)
t—oo X1(t) T imoo X1(E) T oo X1 (1)

1
(fTo foo ﬁdrds>a
lim sup
fee (fit“o [ a(r) X (r ﬁdrds)
fT f q(r)z(r)Pdrds
lim sup —=2

Q=

t—00 fTo [ a(r) X (r)Pdrds
1
. —q(t)x(t)” ) g
limsup — <75
( o —a(DX (1)
8
, x(t) ) < , x(t) )5
= [ limsu = | limsu
( el X (1) el xa(t)
Since §/a < 1, from above we conclude that

(53)

IN

ol

ol

K

0<K<L1.

Similary, we can see that

k = lim inf z(t)
t—oo x1(t)

satisfies

(54) 1<k <.

From (53) and (54) we obtain that k¥ = K = 1, which means that

z(t) ~xa(t) ~ X (1),

and ensures that x(¢) is a regularly varying solution of (A) with requested regularity
index and the asymptotic behavior (11), (14), (17) depending on if ¢(t) € RV(o)
satisfies, respectively, (10) or (12) or (16). ]

4. EXISTENCE AND ASYMPTOTIC BEHAVIOR OF REGULARLY VARYING
SOLUTIONS OF (A) ofF TYPE (1)

It remains to study intermediate regularly varying solutions x(¢) of (A) satisfying
(I1). Let z(t) be one such solution and write it as z(t) = tP£(t) with {(t) € SV. Thus,
the regularity index p must lie in the interval [0, 1], and if p = 0 (or p = 1), then the
slowly varying part £(¢) of x(¢) must satisfy lim; . £(t) = oo (or limy .~ &(t) = 0).
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It follows that the class of regularly varying solutions of type (I;) consists of three
different types of regularly varying solutions:

(55) z(t) e ntr —RV(1), x(t) € RV(p) for some p € (0,1), z(t) € ntr — SV.

We establish necessary and sufficient for the existence of these three types of
regularly varying solutions with precise asymptotic behavior at infinity and show that
the regularity index p of such solution is uniquely determined by «, 3 and the regularity
index o of ¢(t).

4.1. Main results

The main result of this section asserts that the membership of three classes of
regularly varying solutions of (A) listed in (55) can be characterized completely.

Theorem 9. Let ¢(t) € RV (o). Equation (A) possesses nontrivial regularly vary-
ing solutions of index 1 if and only if

(56) c=—a—03—-2 and /OO (t’8+2q(t))édt < 00,

in which case any such solution x(t) has the asymptotic behavior

0o ] a=pB
(57) x(t) ~t [Lﬂl/ (3’8+2q(s))5ds] , t—o0.
t

Theorem 10. Let ¢(t) € RV (o). Equation (A) possesses regularly varying solu-
tions of index p € (0,1) if and only if

(58) o€ (2a—2,—a—[-2),
in which case p is given by (13) and the asymptotic behavior of any such solution x(t)

is governed by the unique formula

1
t2a+2 )] a=8
7(1( >] , 1 — 00,

wOé

(59 o)~ |
where

(60) w=(1-(p—2)a)(2~ p)a]= p(1 - p).
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Theorem 11. Let q(t) € RV(o). Equation (A) possesses nontrivial slowly varying
solutions if and only if

(61) o=-2a—2 and / (to‘+2q(t))édt = 00,

in which case any such solution x(t) has the asymptotic behavior

[e3

(62) 2(t) ~ [apa(o;;f T /:(sawq(s))%ds] SN

4.2. Preliminaries

Let x(t) be a solution of (A) on [tg, c0) such that 1 < z(¢) < t as t — oo. Since
D3x(00) = 2(00) = 2'(00) = 0 and z(c0) = oo, integration of equation (A) three
times from ¢ to co and then on [ty, ¢] implies the integral asymptotic relation

(63) a:(t)w/at/:o </Too(u—r)q(u)x(u)ﬁdu)édrds as t— oo,

We first prove that regularly varying functions appearing on the righ-hand side of
asymptotic formula (57), (59) and (62), satisfy the integral asymptotic relation (63).

Lemma 6. Suppose that q(t) € RV (o) satisfies (56). Then, the function

o3 o0 L 157
(64) Xy(t)=t [—L (sﬁ+2q(s)) ads] , t>a
a(a(a+ 1)) /t

satisfies the integral asymptotic relation (63).

Proof. Suppose that (56) holds. Using that q(t) = t=*=572](t), I(t) € SV
and X4(t) = tL4(t) € RV(1), Ly(t) € SV, we get q(t)X4(t)? = t=721(t) L4(t)?, so
integration on [t, c0) two times gives

> t=1(t) La(t)P
(65) /t (s—t)q(s)X4(s)’8ds~W, t— 0.
Then,
h Oor—s r 4r’8r%s~71 008_1854853
[ e smexiora s~ o [Tt o
1 0 1 Ck—ﬂ 0 1 a—3
66) = ——-—7-— sP12q(s a[ - rB2q(r adr]
[(a+1)afe /t ( & >) a(a(a—i— 1))0 /S ( i >)

= L4(t>, t — 0.
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Therefore, integration of above on [a, t] and application of Proposition 2-(i) yields the
desired conclusion that X4(¢) satisfies (63). |

Lemma 7. Let p, w be defined by (13) and (60), respectively. Suppose that
q(t) € RV (o) satisfies (58). Then, the function

(67) Xa(t) = [ﬂlﬂ]_ﬁ i>a,

satisfies the integral asymptotic relation (63).

Proof. Function X5(t) is regularly varying of index p and using (8) it may be
expressed as

(68) X5(t) = thw =B I(t) =P,

Then, q(t)X5(t)? = tPe—24=24,"a-53](t)=-5, so that integration two times on [, 00)
gives

~ tp=2a ) "a=5 | (¢)a-5
s —1)q(s)X $)3ds ~ , t—o00,
/t (s —1)q(s)X5(s) [—(pa — 2a — D)]a(2 — p)
implying that
1
[T 0ty "o
t S
_%ﬁ 0
- ud 1 / s*21(s) TP ds
[—(pa — 20 = (2 — p)]= Je
W B =1 L
N l(t)e=8, t— o0

Therefore, integrating above on [a, t] it follows that

1

/at /:o [/Too(u - T’)Q(u)X5(u)’8du] %drds ~ tpw_(%ﬁl(t)a—_ﬁ = X5(t), t— o0,

w

verifying that X5(¢) satisfies the integral asymptotic relation (63). ]

Lemma 8. Suppose that q(t) € RV (o) satisfies (61). Then, the function

a—pf b et 1 ]a_gﬁ
ad
1)]% /a (s q(s)) s , t>a

) Xolt) = [a[Qa(Qa +

satisfies the integral asymptotic relation (63).
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Proof. Suppose that (61) holds. The function X¢(¢) is a slowly varying, so

since
(70) (O Xs(0)" = 222U X(1)", 1(8), Xe(t) € SV,
application of Proposition 2-(ii) gives

/Oo(s _ t)q(s)XG(s)ﬁds ~ M

Qa+1)2a *
which implies
oo oo a % ¢=2](g)% Xe(s)a
/ [/ (r—s)q( )Xe(r)’gdr] dSN/ O 6(82 ds
t s t [(2a+1)2a]=
-1 1 s
aX o
(71) r~ i) () , t — o0.

Integration on [a, ¢] then implies

/at /:O [/TOO(“ - ’”>‘1(“>X6(u>ﬁdu] %drds
1

T 20+ 1)2a]% / 5 o) Xa(s)

2w

ds

- m /at(swq(sné [a[m(a?;il)]% / (rwqw)%dr]

NXG(t>, t— oo,

and completes the proof of Lemma 8.

The next Lemma will be used in the proof of the “only if’part of Theorems 9, 10

and 11.

Lemma 9. If ¢q(t) € RV(0) is expressed with (8) and z(t) = tP£(t), £(t) € SV is
a solution of (A) satisfying (I1), then only one of the following three statements can

be valid:
(1) o+ pB=—2a—2 and
1 t
(72) fL’(t) ~ m/t S_ll(8>é§(8>§d8 € SV, t — oo.
al2a+ @ Jig

(i) 2a—2< o0+ pB < —a—2and

otpft2 1o 1 B
(e «@ «@ 2
() _ py (%

73 x() ~

w

+2), t — o0,
o
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where
W= [(—(U—i-pﬁ—i-Q))(—(a—i-pﬁ—i-l))}% <— <U++ﬂ+2+1)) <U+’)Tﬂ+2+2) :
(i) o + pB = —a — 2 and
t < 1 8
(74) (1) ~ m/t s UU(s)5e(s) 2 ds € RV (1),

Proof. Let x(t) = tPE(t), £(t) € SV be a solution of (A) on [tg, c0) such that
1 < xz(t) <t, t — oco. Then, x(t) satisfies (63) and integration of (A) two times from
t to oo implies

(1) = / (s — t)g(s)a(s)’ds = / (s — 1) 0()6(s) s,

implying that o + p8 < —2. Via Karamata’s integration theorem we obtain

a+pB+2 1 8
t7 «a

L(t)=&(t)«
[(=(o+pB+2))(—(0+pB+1))]

, t— o0.

(75) </too(s—t)q(s)x(s)f8ds) : ~

Q=

. e . . . . +pB+2
The integrability of the right-hand side of (75) on [tg, c0) implies that 2= < —1.

(a) If ‘TJ"’TW = —1, then we integrate (75) first on [¢,00) and then on [tg,t] to
obtain o N
/ </ (u— r)q(u)a:(u)ﬁdu) drds
to Js T
t o0
~N— s_ll(s)éf(s)gds, t — oo,
fa(a+ 1)) i

which combined with (63) gives (74).
(b) If "J")TW < —1, integration of (75) on [t, c0) yields

/too </:O(r - 3>q(’“>$(r>ﬁdr) " do

6 . to+gaﬁ+2 +1l(t>§§(t2 o ool
[(~(0+ pB+2)(—(+ pB+1))]7 (- (ZLE2 4 1))

We distinguish the three cases

+pB+2 +pB+2 +pB+2 _
(b-1) 2 < 9 (b2) —2 < ZHHE2 o 1 (b-3) THHEE — o
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The case (b-1) is impossible, since then the right-hand side of (76) is integrable on
[to, 00), contradicting the fact that x(co0) = oco. If case (b-2) occurs, then integrating
(76) on [ty, t], we obtain (73). If case (b-3) occurs, then (76) takes the form

s

(2a(2a+ 1))

Q=

which integrated on [to, t] gives (72). [ ]
4.3. Proof of main results

Proof of the “only if”part of Theorem 9. Suppose that (A) has a solution z(t) €
ntr — RV(1) defined on [tp, 00). Then, z(t) = t&(t), £(t) € SV, &(t) = z(t)/t — O
as t — oo. It is clear that only the statement (iii) of Lemma 9 could hold. Therefore,
o =—a— -2 and x(t) satisfies (74), which is equivalent to

1 & 1 8
78 t) v ——— s7H(s)a&(s)ads, t— .
79 €0~ —— o7 [ s

Let n(t) denote the right-hand side of (78). Then, (78) can be transformed into the
following differential asymptotic relation for 7(t):

Lo FUmE ()"
(79) —n(t)"an'(t) ~ _ = .t — 0.
MO D fata+ 1)

Q=

Since n(t)l_g — 0 as t — oo, it is clear that the second condition in (56) holds and
integrating (79) from ¢ to co, we obtain

7(t) ~ [ﬁ [yt T,

proving the truth of the asymptotic formula (57). ]

Proof of the “only if”part of Theorem 10. Suppose next that x(t) € RV (p) for
some p € (0,1). Then, we find that z(¢) must falls into the case (ii) of Lemma 9
satisfying (73), so that the regularity index p of z(t) is given by

2 2 2
po IHPBE2 L o020t 2
o a— 0
which yields that in (73) is W = w, with w given by (60). Taking the assumption
p € (0,1), the range of o is determined with (58). It follows from (73) that

2042 1 8
t a tax(t)ea
o(t) ~ q(t)=x(t) i oo

w
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which is equivalent to (59). u

Proof of the “only if”’part of Theorem 11. Suppose that (A) has a nontrivial slowly
varying solution z(t) defined on [¢p, 00). For this solution only the statement (i) of
Lemma 9 could hold, so that 0 = —2a — 2 and z(t) must satisfy (72). Denoting by
n(t) the right hand side of (72) we obtain the differential asymptotic relation

- CHOREOE | CiwEs

(2a(2c + 1))% (2a(2c + 1))%

implying the differential asymptotic relation

wiy ~ A

(20(2a+ 1))

(80) n(t)

From (80) one easily observes that the second condition in (61) must hold and integra-
tion of (80) on [tg, t] then shows that z(t) satisfies (62). |

Proof of the “if”part of Theorems 9, 10 and 11. Suppose that ¢(t) € RV(o)
satisfies either (56) or (58) or (61). By Lemma 6, 7 and 8 functions X4(¢), X5(¢),
X¢(t) defined, respectively, by (64), (67), (69) satisfy the asymptotic relation (63).
Therefore, omitting index i € {4,5,6} in the rest of the proof, there exists ¢; > a so
that

(81) /tt /OO [/Oo(u - r)q(u)X(u)ﬁdu] Edrds <2X(t), fort>ty,

and that X (¢) is increasing on [t1,00). Let such a ¢; be fixed. Since from (63) we

have 1
/tt /:O [/:O(“ — (X ()’ du] “drds ~ X (1), t— oo,

there exists to > ¢1 such that

/tlt /:O [/Too(u - r>q(u>X(u)ﬁdu] %drds > XT(t) t >ty

Let such a t5 be fixed and let & € (0, 1) be a fixed positive constant such that k'~
1/2. Choose a constant K > 1 such that

B
o <

X(t2)
X(t)

K'"%>4 and K>2
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Considering the integral operator

(82)  Ga(t) = kX (ty) + /tlt /:O [/Too(u— rYq(u)z(u)’du édrds, t>ty,

we may verify that G is a continuous self-map on the set ) consisting of continuous
functions z(t) on [t1, co) satisfying

) { kX (t2) < x(t) < KX(t), for t; <t <ty,

EX(t) <az(t) < KX(t), for t>ts,
and that G sends ) into relatively compact subset of C[t1,00). Thus, G has a fixed

point z(t) € ), which generates a solution of equation (A) of type ([;) satisfying
inequalities (83) and thus yields that

ezt z(t)
— <<
0 <liminf a5 < lmsup a5

xa(h) :/tt /:O [/Too(u—r)q(u)X(u)’Bdu " drds

and using that X (¢) ~ x2(t), t — oo, we get

0 < lim inf z(t) < lim sup z(t)
t=oo Xa(t) T t—oo x2(t)

< 0.

Denoting

< 0.

Then, proceeding exactly as in the proof of the “if’part of Theorems 6-8, with appli-
cation of Lemma 1, we conclude that z(t) ~ x2(t) ~ X (¢), t — oco. Therefore, z(t)
is regularly varying solution of (A) with the asymptotic behavior given by (57), (59),
(62), respectively, if g(t) satisfies either (56) or (58) or (61). [ ]

5. OVERALL STRUCTURE OF REGULARLY VARYING SOLUTIONS OF EQUATION (A)

In Sections 3 and 4 thorough and accurate analysis has been made of the exis-
tence and asymptotic behavior of regularly varying solutions of the fourth order non-
linear differential equation (A) under the hypotheses that o« > (3 and ¢(t) is a regularly
varying function of index 0. We have started on the premise that condition (1) does not
hold, which means by Theorem 2 that (A) always possesses trivial regularly varying
solutions of index 2+ 1 /. From Theorems 2, 3, 4 and 5 we easily see that as the value
of o decreases the remaining classes tr — RV(j), j = 2, 1, 0, become non-void one by
one until all the four classes of primitive positive solutions of (A) have members. On
the other hand, the set of intermediate positive solutions of (A) is divided into the
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six subsets of regularly varying listed in (9) and (55), which have been the object of
our accurate analysis carried out in Sections 3 and 4. It turns out that equation (A)
does not always possess intermediate solutions, but that the totality of such solutions,
if exist, is identical to only one of the six subsets. As the main results (Theorems 3.1
- 3.3 and Theorems 4.1 - 4.3) clarify, the membership of each of the six subsets can
be completely characterized and all the members are shown to have one and the same
precise asymptotic behavior at infinity.

Denote with R the set of all regularly varying solutions of (A), and define the
subsets

R(p) =RNRV(p), tr—R(p)=RNtr-RV(p), ntr—R(p)=R Nntr-RV(p).

By combining our main theorems with Theorems 2-5 one can depict a simple and clear
picture of the overall structure of regularly varying solutions of equation (A) as follows:

1 o
olfo = — <2 + —) 6 —1 and / t(2+%>’8q(t)dt < 00, then
« a

1 1
R =1tr-R <2 + —) U ntr-R <2—|— —) .
« «

olfoe(—28-2,—(2+21)3-1), then

1 2 2
R:tr-R<2+_)UR<M) .
o a— 0

o
elfoc =-26—-2 and / 29+ 4(t)dt = oo, then

a

1
R =1tr-R <2 + a) Untr-R(2) .

o
elfoc =—-28—-2 and / tw“q(t)dt < 00, then

a

1
R =1tr-R <2 + —) Utr-R(2) .

Q

elfoc(—a—pF—2,-26—2), then

—_

R =1tr-R <2 + ) Utr-R(2) .

a
o0 1
elfo=—a—p3—-2 and / (t7T2¢(t)) = dt = oo, then
a

1
R =1tr-R <2 + a) Utr-R(2) .
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o0 1
elfo=—a—p3—-2 and / (t7T2¢(t)) = dt < oo, then
a

1
R =1tr-R <2 + 5) Utr-R(2) Utr-R(1) Untr-R(1) .
oelfo € (—2a—2,—a— [ —2), then

1 20 + 2
R = t-R <2 + 5) Ut-R(2) Ut-R(1) UR (M) .

a—f
o0 1
elfc =—2a—2 and / (t*+2q(t)) = dt = oo, then

R =t-R (2 + l) Ut-R(2) U =R (1) U ntr-R(0) .
«

o0

1
elfo =—2a—2 and (t*+2q(t)) > dt < oo, then

s~

1
R =tr-R <2 + 5) Utr-R(2) U tr-R(1) U tr-R(0) .
o If 0 < —2a — 2, then
1
R =1tr-R <2 + 5) Utr-R(2) U tr-R(1) U tr-R(0) .

The following examples illustrate the main results proven in Sections 3 and 4.

Example 1. Consider the sub-half-linear differential equation

(A1> 1
ke logt)2
(‘x//‘a—lx//>// 4 ql(t)\x\’g_la: — 0’ Q1(t) — Xp(u( 8 ) )

7 €RV(—y), t>e,
t7(logt)2

where v > 0, £ > 0 and u are constants.

(i) Lety = (2+2)B+1. If u > 0, then since [ #(2+3)8¢, (t)dt = oo, by Theorem
2 and Theorem 6 equation (A1) has neither trivial nor nontrivial RV (2 + é)-solution.
If, on the other hand, u < 0, then

o0 2k
|58 ds = 2 exp (—Jullos)
t |l
and so from Theorem 2 equation (A;) possesses trivial RV (2 + é)-solutions, but
also by Theorem 6 nontrivial RV (2 + é)-solutions x(t), all of which have the same
asymptotic behavior

=

x(t) ~ At?ta exp(—%(logtﬁ), t — oo,
a_
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where

2k(a — B) a7
A= 7 .
alu[((2+ )1+ 3)”
(ii) Let (2 + é)ﬂ +1 <7 <28+ 2. Then, from Theorem 7 it follows that (A1)

has RV(p)-solutions z(t), with p = (2a 4+ 2 —v)/(a — B8) € (2,24 1), all of which
behave exactly like

x(t) ~ (k/\_o‘)a;—ﬁtp(logt)_ﬂal—ﬁ) exp( a (logt)%> t — o0,
a—

g

where )\ is a constant given by (15).

(iii) Let v = 23 + 2. Theorem 8§ implies that if ;1 < 0, then (A;) admits no
nontrivial RV (2)-solutions because [ ¢*T1qy(¢)dt < oo, but by Theorem 3 (A;)
does possess trivial RV (2)-solutions and that if > 0, then since

¢ 2k
/ 2Pt q (s)ds ~ m exp( (log t)%> t — o0,

(A1) possesses nontrivial RV (2)-solutions and the asymptotic behavior of any such
solution z(t) is governed by the unique formula

z(t) ~ <M) = 2 exp(

Qa—lua

B(logtﬁ) t— o00.

Example 2. Consider the sub-half-linear differential equation
(A2)

_ . k
(|1 ") +ga ()]t = 0, ga(t) =

t7(logt)*(loglogt)v’

t >t.=exp(e),

where v > 0, kK > 0 and v > 0 are constants.
(1) Let v = o« + 8 + 2. By Theorem 4 and Theorem 9, if v < 1, then since
1

(tf8+2q2 )5 = oo, equation (Ag) has neither trivial nor nontrivial RV (1)-
solutlon but if v 1, then

1
= (B2 “ds = i
/t (s"qa(s)) ~ds (v —1)(loglogt)»—!

and hence together with trivial RV (1)-solution, equation (Ag) possesses nontrivial
RV (2)-solutions x(t) all of which exhibit the unique asymptotic behavior

a(v—1)

x(t) ~ Bt(loglogt)” =7 , t— oo,
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([Leta+8+2<y<2a+2 Putp=(2a+2—7)/(a— )€ (0,1). From
Theorem 10 equation (Ag) possesses RV(p)-solutions z(¢) all of which behave exactly
like

where

(6374

x(t) ~ w_a_gﬁtp(logt)_%—ﬁ(loglogt)_a_—ﬁ, t — o0,

where w is given by (60).
1
(iii) Let v = 2c + 2. If v > 1, then [°(¢t*"2ga(t))@dt < o0, and so by Theorem
11 equation (As) has no nontrivial nontrivial SV-solution. If v < 1, then since

[ aetas~ {0 it <
te kw logloglogt ifv =1,

we conclude from Theorem 11 that equation (Ag) possesses nontrivial SV-solutions
and any such solution x(¢) enjoys the same asymptotic behavior

a(l—v) i
a—F3 .
x(t) ~ {Cy(loglogt) ity <1; as t— oo,

(4 (loglog logt)%—ﬁ ifv=1,

where

k P a—pF \oPB . )

C - <2a(2a+1)) ) <a(1—y)) ity <1;
_k )a—_ﬁ<o‘_ﬂ)r ifr=1

2a(2a + 1) a -
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