# GENERALIZATIONS OF STURM-PICONE THEOREM FOR SECOND-ORDER NONLINEAR DIFFERENTIAL EQUATIONS 

## J. Tyagi


#### Abstract

The goal of this paper is to show a generalization to Sturm-Picone theorem for a pair of second-order nonlinear differential equations $$
\begin{aligned} & \left(p_{1}(t) x^{\prime}(t)\right)^{\prime}+q_{1}(t) f_{1}(x(t))=0 . \\ & \left(p_{2}(t) y^{\prime}(t)\right)^{\prime}+q_{2}(t) f_{2}(y(t))=0, t_{1}<t<t_{2} . \end{aligned}
$$

This work generalizes well-known comparison theorems [C. Sturm, J. Math. Pu res. Appl. 1 (1836), 106-186; M. Picone, Ann. Scoula Norm. Sup. Pisa 11 (1909) 39; W. Leighton, Proc. Amer. Math. Soc. 13 (1962), 603-610], which play a key role in the qualitative behavior of solutions. We establish the generalization to a pair of nonlinear singular differential equations and elliptic partial differential equations also. We show generalization via the quadratic functionals associated to the above pair of equations. The celebrated Sturm-Picone theorem for a pair of linear differential equations turns out to be a particular case of our result.


## 1. Introduction

In the qualitative theory of ordinary differential equations (ODEs), celebrated SturmPicone theorem plays a crucial role. In 1836, the first important comparison theorem was established by C.Sturm [19], which deals with a pair of linear ODEs

$$
\begin{equation*}
\left(p_{1}(t) x^{\prime}(t)\right)^{\prime}+q_{1}(t) x(t)=0 . \tag{1.1}
\end{equation*}
$$

$$
\begin{equation*}
\left(p_{2}(t) y^{\prime}(t)\right)^{\prime}+q_{2}(t) y(t)=0, \tag{1.2}
\end{equation*}
$$

on a bounded interval $\left(t_{1}, t_{2}\right)$, where $p_{1}, p_{2}, q_{1}, q_{2}$ are real-valued continuous functions and $p_{1}(t)>0, p_{2}(t)>0$ on $\left[t_{1}, t_{2}\right]$. The original Sturm's comparison theorem [19] reads as

[^0]Theorem 1.1. (Sturm's comparison theorem). Suppose $p_{1}(t)=p_{2}(t)$ and $q_{1}(t)>$ $q_{2}(t), \forall t \in\left(t_{1}, t_{2}\right)$. If there exists a nontrivial real solution $y$ of (1.2) such that $y\left(t_{1}\right)=0=y\left(t_{2}\right)$, then every real solution of (1.1) has at least one zero in $\left(t_{1}, t_{2}\right)$.

In 1909, M.Picone [17] modified Sturm's theorem. The modification reads as
Theorem 1.2. (Sturm-Picone theorem). Suppose that $p_{2}(t) \geq p_{1}(t)$ and $q_{1}(t) \geq$ $q_{2}(t), \forall t \in\left(t_{1}, t_{2}\right)$. If there exists a nontrivial real solution $y$ of (1.2) such that $y\left(t_{1}\right)=0=y\left(t_{2}\right)$, then every real solution of (1.1) unless a constant multiple of $y$ has at least one zero in $\left(t_{1}, t_{2}\right)$.

Theorem 1.2 is in fact a special case of Leighton's theorem (see[15]). For a detailed study and earlier developments of this subject, we refer the reader to Swanson's book [20]. Though Sturm-Picone theorem is extended in several directions, see, S . Ahmad and A. C.Lazer [2] and S. Ahmad [3] for linear systems, E.Müller-Pfeiffer [16] for non-selfadjoint differential equations, the present author and V.Raghavendra [22] for implicit differential equations, W.Allegretto[6] for degenerate elliptic equations, C.Zhang and S.Sun [25] for linear equations on time scales, there is no natural generalization of Sturm-Picone theorem for a pair of nonlinear differential equations. To obtain nonoscillation results for perturbed nonlinear differential equations, J.Graef and P.Spikes [11] established Sturm-Picone type comparison theorem for the same class of equations. This comparison theorem works nicely in getting nonoscillation results but it cannot be viewed as a natural generalization of Sturm-Picone theorem as the zeros of the solutions of a pair of equations may coincide. We emphasize that the classical proof of Sturm-Picone theorem heavily depends on a variational lemma due to W.Leighton[15] (see [20] also). Since when it was proved, it has been extended in different contexts, see, for instance, Jaros et. al. [12], V.Komkov [14], O.Doslý and J.Jaros [8]. As far as our understanding goes, there is no natural generalization of Leighton's variational lemma for nonlinear differential equations.

Since 1962, when W.Leighton proved a theorem ([15]), so called "Leighton's theorem", there has been a good interest to generalize Leighton's theorem for a class of nonlinear differential equations. In this article, we prove a nonlinear analogue of Leighton's theorem. In fact, via this analogue, we give a generalization to SturmPicone theorem. In order to give a nonlinear analogue of Leighton's theorem, our strategy is to first establish a nonlinear version of Leighton's variational lemma.

When $p_{1}, p_{2}, q_{1}, q_{2}$ (some of them or all) are not continuous at $t_{1}$ or $t_{2}$ or at $t_{1}$ and $t_{2}$ both, then (1.1), (1.2) are called singular differential equations. Analogs of Theorems 1.1, 1.2 and other related theorems for singular differential equations have been obtained earlier (see [20]). Recently, D.Aharonov and U.Elias [1] proved Sturm's theorem for a pair of singular linear differential equations assuming that the solution of minorant equation is principal at both end points of the interval. By the older approach, we give the generalization of these theorems to a pair of nonlinear singular differential equations also.

There is also a good amount of interest in the qualitative theory of PDEs to determine whether the given equation is oscillatory or not. In this direction, Sturm-Picone theorem plays an important role. We also give a generalization to Sturm-Picone comparison theorem to nonlinear elliptic equations. There is an enormous excellent work about Sturm's comparison theorem/oscillation theory but for convenience, we just name a few articles. For the earlier developments about Sturm-Picone comparison theorem and oscillation theory, we refer to $[17,19,20]$ and for recent developments, we refer to Yoshida's book [23]. For sturm comparison theorem to quasilinear elliptic equation, we refer to $[4,5,6]$ and for Picone type identities, we refer to $[7,10,13,21,24]$.

Let us consider a pair of second-order nonlinear ODEs

$$
\begin{equation*}
l x \equiv\left(p_{1}(t) x^{\prime}(t)\right)^{\prime}+q_{1}(t) f_{1}(x(t))=0 \tag{1.3}
\end{equation*}
$$

$$
\begin{equation*}
L y \equiv\left(p_{2}(t) y^{\prime}(t)\right)^{\prime}+q_{2}(t) f_{2}(y(t))=0, t_{1}<t<t_{2} \tag{1.4}
\end{equation*}
$$

where $p_{1}, p_{2} \in C^{1}\left(\left[t_{1}, t_{2}\right],(0, \infty)\right), q_{1}, q_{2} \in C\left(\left[t_{1}, t_{2}\right], \mathbb{R}\right), f_{1}, f_{2} \in C(\mathbb{R}, \mathbb{R}), l$ and $L$ are differential operators or mappings whose domains consist of all real-valued functions $x \in C^{1}\left[t_{1}, t_{2}\right]$ such that $p_{1} x^{\prime}$ and $p_{2} x^{\prime} \in C^{1}\left[t_{1}, t_{2}\right]$, respectively.

We make the following hypotheses on nonlinearity $f_{1}, f_{2}$ and $q_{2}$ :
(H1) Let $f_{1} \in C^{1}(\mathbb{R}, \mathbb{R})$ and there exist $\alpha_{1}>0, M>0$ such that $0<\alpha_{1} \leq f_{1}^{\prime}(y) \leq M, \forall 0 \neq y \in \mathbb{R}$.
(H2) $f_{1}(y) \neq 0, \forall 0 \neq y \in \mathbb{R}, f_{1}(0)=0$.
(H3) Let $f_{2} \in C(\mathbb{R}, \mathbb{R})$ and there exist $\alpha_{2}, \alpha_{3} \in(0, \infty)$ such that $\alpha_{3} y^{2} \leq f_{2}(y) y \leq \alpha_{2} y^{2}, \forall 0 \neq y \in \mathbb{R}$.

Remark 1.3. (H1) motivates us to take the nonlinearity of the form

$$
f_{1}(y)=\text { "linear part in } y " \pm \text { "nonlinear part in } y ",
$$

where "nonlinear" part is decaying at $\infty$. One can take the following examples of $f_{1}$ like, $f_{1}(y)=2 y-\frac{y}{y^{2}+1} ; y+y e^{-y^{2}}$ etc.

Remark 1.4. (H3) simply says that $\frac{f_{2}(y)}{y}$ is bounded, $\forall 0 \neq y \in \mathbb{R}$.
We organize this paper as follows. Section 2 deals with the generalizations of comparison theorems to nonlinear ODEs.

Section 3 contains the generalizations to singular ODEs. In Section 4, we show the generalizations to nonlinear elliptic equations.

## 2. Generalizations

We begin with the following quadratic functionals corresponding to (1.3) and (1.4), respectively

$$
\begin{aligned}
j[u] & =\int_{t_{1}}^{t_{2}}\left[p_{1}(t)\left(u^{\prime}(t)\right)^{2}-\alpha_{1} q_{1}(t)(u(t))^{2}\right] d t \\
J[u] & =\int_{t_{1}}^{t_{2}}\left[p_{2}(t)\left(u^{\prime}(t)\right)^{2}-\left(\alpha_{2} q_{2}^{+}(t)-\alpha_{3} q_{2}^{-}(t)\right)(u(t))^{2}\right] d t
\end{aligned}
$$

where the domain $D$ of $j$ and $J$ is defined to be the set of all real-valued functions $u \in C^{1}\left[t_{1}, t_{2}\right]$ such that $u\left(t_{1}\right)=u\left(t_{2}\right)=0\left(t_{1}, t_{2}\right.$ are consecutive zeros of $\left.u\right)$ and $q_{2}^{+}=\max \left\{q_{2}, 0\right\}$ and $q_{2}^{-}=\max \left\{-q_{2}, 0\right\}$. The variation $V(u)$ is defined as $V[u]=$ $J[u]-j[u]$, i.e.,

$$
\begin{align*}
& V[u] \\
= & \int_{t_{1}}^{t_{2}}\left[\left(p_{2}(t)-p_{1}(t)\right)\left(u^{\prime}(t)\right)^{2}+\left(\alpha_{1} q_{1}(t)-\left(\alpha_{2} q_{2}^{+}(t)-\alpha_{3} q_{2}^{-}(t)\right)\right)(u(t))^{2}\right] d t . \tag{2.1}
\end{align*}
$$

The next lemma deals with a generalization of Leighton's variational lemma.
Lemma 2.1. (Generalization of Leighton's variational lemma). Let $u \in D$ and $j[u] \leq 0$. Let $x$ be a nontrivial solution of (1.3), then under hypotheses $(\mathrm{H} 1)-(\mathrm{H} 2), x$ vanishes at least once in $\left(t_{1}, t_{2}\right)$ unless $f_{1}(x)$ is a constant multiple of $u$.

Proof. We establish this result by contradiction. Suppose $x(t) \neq 0, \forall t \in\left(t_{1}, t_{2}\right)$. $\mathrm{By}(\mathrm{H} 2), f_{1}(x(t)) \neq 0, \forall t \in\left(t_{1}, t_{2}\right)$. We observe that the following is valid on $\left(t_{1}, t_{2}\right)$ :

$$
\begin{align*}
& {\left[\frac{(u(t))^{2}}{f_{1}(x(t))} p_{1}(t) x^{\prime}(t)\right]^{\prime}} \\
& =\frac{(u(t))^{2}}{f_{1}(x(t))}\left(p_{1}(t) x^{\prime}(t)\right)^{\prime}+p_{1}(t) x^{\prime}(t)\left[\frac{2 f_{1}(x(t)) u(t) u^{\prime}(t)-(u(t))^{2} f_{1}^{\prime}(x(t)) x^{\prime}(t)}{\left(f_{1}(x(t))^{2}\right.}\right] \\
& =-q_{1}(t)(u(t))^{2}+\frac{2 p_{1}(t) u(t) u^{\prime}(t) x^{\prime}(t)}{f_{1}(x(t))}-\frac{p_{1}(t)(u(t))^{2}\left(x^{\prime}(t)\right)^{2} f_{1}^{\prime}(x(t))}{\left(f_{1}(x(t))\right)^{2}}  \tag{2.2}\\
& =-q_{1}(t)(u(t))^{2}-p_{1}(t)\left(\frac{u(t) x^{\prime}(t) \sqrt{f_{1}^{\prime}(x(t))}}{f_{1}(x(t))}-\frac{u^{\prime}(t)}{\sqrt{f_{1}^{\prime}(x(t))}}\right)^{2}+\frac{p_{1}(t)\left(u^{\prime}(t)\right)^{2}}{f_{1}^{\prime}(x(t))} \\
& \leq-q_{1}(t)(u(t))^{2}-p_{1}(t)\left(\frac{u(t) x^{\prime}(t) \sqrt{f_{1}^{\prime}(x(t))}}{f_{1}(x(t))}-\frac{u^{\prime}(t)}{\sqrt{f_{1}^{\prime}(x(t))}}\right)^{2}+\frac{p_{1}(t)\left(u^{\prime}(t)\right)^{2}}{\alpha_{1}} .
\end{align*}
$$

This implies that

$$
\begin{align*}
& p_{1}(t)\left(u^{\prime}(t)\right)^{2}-\alpha_{1} q_{1}(t)(u(t))^{2} \\
& \geq \alpha_{1}\left[\frac{(u(t))^{2}}{f_{1}(x(t))} p_{1}(t) x^{\prime}(t)\right]^{\prime}+\alpha_{1} p_{1}(t)\left(\frac{u(t) x^{\prime}(t) \sqrt{f_{1}^{\prime}(x(t))}}{f_{1}(x(t))}-\frac{u^{\prime}(t)}{\sqrt{f_{1}^{\prime}(x(t))}}\right)^{2} . \tag{2.3}
\end{align*}
$$

So an integration of (2.3) over $\left(t_{1}, t_{2}\right)$ yields

$$
\begin{align*}
& \int_{t_{1}}^{t_{2}}\left(p_{1}(t)\left(u^{\prime}(t)\right)^{2}-\alpha_{1} q_{1}(t)(u(t))^{2}\right) d t \\
\geq & \alpha_{1}\left[\frac{(u(t))^{2} p_{1}(t) x^{\prime}(t)}{f_{1}(x(t))}\right]_{t_{1}}^{t_{2}}+\alpha_{1} \int_{t_{1}}^{t_{2}} p_{1}(t)\left(\frac{u(t) x^{\prime}(t) \sqrt{f_{1}^{\prime}(x(t))}}{f_{1}(x(t))}-\frac{u^{\prime}(t)}{\sqrt{f_{1}^{\prime}(x(t))}}\right)^{2} d t . \tag{2.4}
\end{align*}
$$

Now there are three cases.
Case 1. If $x\left(t_{1}\right) \neq 0$ and $x\left(t_{2}\right) \neq 0$, it follows from (2.4) and $u\left(t_{1}\right)=0=u\left(t_{2}\right)$ that $j[u] \geq 0$ and

$$
\begin{gathered}
\int_{t_{1}}^{t_{2}} p_{1}(t)\left(\frac{u(t) x^{\prime}(t) \sqrt{f_{1}^{\prime}(x(t))}}{f_{1}(x(t))}-\frac{u^{\prime}(t)}{\sqrt{f_{1}^{\prime}(x(t))}}\right)^{2} d t=0 \text { if and only if } \\
\frac{u(t) x^{\prime}(t) \sqrt{f_{1}^{\prime}(x(t))}}{f_{1}(x(t))}-\frac{u^{\prime}(t)}{\sqrt{f_{1}^{\prime}(x(t))}} \equiv 0 .
\end{gathered}
$$

This implies that

$$
\begin{gathered}
{\left[\frac{u(t)}{f_{1}(x(t))}\right]^{\prime}=0, \text { i.e., }} \\
u(t)=C f_{1}(x(t)), \forall t \in\left(t_{1}, t_{2}\right) \text { for some constant } C .
\end{gathered}
$$

$u \in C^{1}\left[t_{1}, t_{2}\right]$ is such that $u\left(t_{1}\right)=u\left(t_{2}\right)=0\left(t_{1}, t_{2}\right.$ are consecutive zeros of $\left.u\right)$. This implies that $u(t) \neq 0, \forall t \in\left(t_{1}, t_{2}\right)$. So $C$ is a non-zero constant. Using this fact, one can obtain that

$$
\begin{equation*}
f_{1}(x(t))=C_{1} u(t), \forall t \in\left(t_{1}, t_{2}\right) \text { for some another non-zero constant } C_{1}=\frac{1}{C} . \tag{2.5}
\end{equation*}
$$

Now as $t \rightarrow t_{1}$ or $t \rightarrow t_{2}$, L.H.S of (2.5) is non-zero while R. H.S. is zero. Therefore, $j[u]>0$, which leads a contradiction. This contradiction shows that $x$ vanishes at least once in $\left(t_{1}, t_{2}\right)$.

Case 2. If $x\left(t_{1}\right)=0$ and $x\left(t_{2}\right)=0$ then $x^{\prime}\left(t_{1}\right) \neq 0$ and $x^{\prime}\left(t_{2}\right) \neq 0$. Suppose if $x^{\prime}\left(t_{1}\right)=0$ or $x^{\prime}\left(t_{2}\right)=0$, then by (H2), $x(t)=0$ is a solution of (1.3) and by uniqueness theorem (in view of (H1)), $x(t) \equiv 0$, which is not possible as $x$ is a nontrivial solution of (1.3). An application of L'Hospital rule implies that

$$
\lim _{t \rightarrow t_{1}^{+}} \frac{(u(t))^{2} p_{1}(t) x^{\prime}(t)}{f_{1}(x(t))}=\lim _{t \rightarrow t_{1}^{+}} \frac{(u(t))^{2}\left(p_{1}(t) x^{\prime}(t)\right)^{\prime}+2 p_{1}(t) x^{\prime}(t) u(t) u^{\prime}(t)}{f_{1}^{\prime}(x(t)) x^{\prime}(t)}=0
$$

and

$$
\lim _{t \rightarrow t_{2}^{-}} \frac{(u(t))^{2} p_{1}(t) x^{\prime}(t)}{f_{1}(x(t))}=\lim _{t \rightarrow t_{2}^{-}} \frac{(u(t))^{2}\left(p_{1}(t) x^{\prime}(t)\right)^{\prime}+2 p_{1}(t) x^{\prime}(t) u(t) u^{\prime}(t)}{f_{1}^{\prime}(x(t)) x^{\prime}(t)}=0 .
$$

Therefore, we obtain from (2.4) that $j[u] \geq 0$ and hence we get a contradiction $j[u]>0$ unless $f_{1}(x)$ is a constant multiple of $u$.

Case 3. If $x\left(t_{1}\right)=0, x\left(t_{2}\right) \neq 0$ or $x\left(t_{1}\right) \neq 0, x\left(t_{2}\right)=0$, then from the proof of Case 1 , it is clear that $j[u]>0$, which leads a contradiction and hence $x$ vanishes at least once in $\left(t_{1}, t_{2}\right)$. This completes the proof.

Corollary 2.2. Let $f_{1}(x)=x$ in (1.3) and

$$
\int_{t_{1}}^{t_{2}}\left[p_{1}(t)\left(u^{\prime}(t)\right)^{2}-q_{1}(t)(u(t))^{2}\right] d t \leq 0
$$

where $u \in C^{1}\left[t_{1}, t_{2}\right]$ such that $u\left(t_{1}\right)=u\left(t_{2}\right)=0\left(t_{1}, t_{2}\right.$ are consecutive zeros of $\left.u\right)$. Let $x$ be any nontrivial solution of (1.3), then $x$ vanishes at least once in $\left(t_{1}, t_{2}\right)$ unless $x$ is a constant multiple of $u$.

Proof. It is trivial to see that $f_{1}$ satisfies (H1)-(H2). In this case, $\alpha_{1}=1=M$ and $j[u] \leq 0$. An application of Lemma 2.1 implies that $x$ vanishes at least once in $\left(t_{1}, t_{2}\right)$ unless $x$ is a constant multiple of $u$. For a proof of this corollary, we refer the reader to [15, 20].

Lemma 2.1 plays a very crucial role to establish the following
Theorem 2.3. (Generalization of Leighton's theorem). Suppose there exists a nontrivial solution $u$ of $L u=0$ in $\left(t_{1}, t_{2}\right)$ such that $u\left(t_{1}\right)=0=u\left(t_{2}\right)$. Let (H1)(H3) hold and $V[u] \geq 0$, then every nontrivial solution $v$ of $l v=0$ has at least one zero in $\left(t_{1}, t_{2}\right)$ unless $f_{1}(v)$ is a constant multiple of $u$.

Proof. Since $u\left(t_{1}\right)=0=u\left(t_{2}\right)$ and $L u=0$, so by an application of Green's identity, we have

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}}\left(q_{2}(t) f_{2}(u(t)) u(t)-p_{2}(t)\left(u^{\prime}(t)\right)^{2}\right) d t=0 \tag{2.6}
\end{equation*}
$$

In view of (H3), one can see that

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}}\left(q_{2}(t) f_{2}(u(t)) u(t)-\left(\alpha_{2} q_{2}^{+}(t)-\alpha_{3} q_{2}^{-}(t)\right)(u(t))^{2}\right) d t \leq 0 \tag{2.7}
\end{equation*}
$$

By (2.6), (2.7), we get $J[u] \leq 0$. Since $V[u] \geq 0$, so this implies that

$$
j[u] \leq J[u] \leq 0
$$

and hence by an application of Lemma 2.1, every nontrivial solution $v$ of $l v=0$ has at least one zero in $\left(t_{1}, t_{2}\right)$ unless $f_{1}(v)$ is a constant multiple of $u$. This completes the proof.

Corollary 2.4. (Leighton's theorem). Let us consider (1.3) and (1.4) with $f_{1}(u)=$ $u=f_{2}(u)$. Let

$$
\begin{equation*}
V_{1}[u]=\int_{t_{1}}^{t_{2}}\left[\left(p_{2}(t)-p_{1}(t)\right)\left(u^{\prime}(t)\right)^{2}+\left(q_{1}(t)-q_{2}(t)\right)(u(t))^{2}\right] d t \geq 0 \tag{2.8}
\end{equation*}
$$

If there exists a nontrivial solution $u$ of $(1.4)$ in $\left(t_{1}, t_{2}\right)$ such that $u\left(t_{1}\right)=0=u\left(t_{2}\right)$, then every nontrivial solution $v$ of (1.3) has at least one zero in $\left(t_{1}, t_{2}\right)$ unless $v$ is a constant multiple of $u$.

Proof. Since $f_{1}(u)=u=f_{2}(u)$, it is easy to see that $\alpha_{1}=\alpha_{2}=\alpha_{3}=1=M$. In view of (2.8), $V[u] \geq 0$ and hence by an application of Theorem 2.3, the required conclusion follows. For a proof of this corollary, we refer the reader to [15].

The following generalization is a special case of Theorem 2.3.
Theorem 2.5. (Generalization of Sturm-Picone theorem). Suppose there exists a nontrivial solution $u$ of $L u=0$ in $\left(t_{1}, t_{2}\right)$ such that $u\left(t_{1}\right)=0=u\left(t_{2}\right)$. Let (H1)-(H3) hold. Suppose $p_{2}(t) \geq p_{1}(t)$ and

$$
\begin{equation*}
\alpha_{1} q_{1}(t)-\left(\alpha_{2} q_{2}(t)-\left(\alpha_{3}-\alpha_{2}\right) q_{2}^{-}(t)\right) \geq 0, \quad \forall t \in\left(t_{1}, t_{2}\right) \tag{2.9}
\end{equation*}
$$

then every nontrivial solution $v$ of $l v=0$ has at least one zero in $\left(t_{1}, t_{2}\right)$ unless $f_{1}(v)$ is a constant multiple of $u$.

Proof. In view of (2.9), it is easy to see that $V[u] \geq 0$ and the proof of this theorem follows from Theorem 2.3.

The celebrated Sturm-Picone theorem can be seen as a particular case of Theorem 2.5 in

Corollary 2.6. (Celebrated Sturm-Picone theorem). Consider (1.3) and (1.4) with $f_{1}(u)=u=f_{2}(u)$. Let $p_{2}(t) \geq p_{1}(t)$ and $q_{1}(t) \geq q_{2}(t), \forall t \in\left(t_{1}, t_{2}\right)$. If there exists a nontrivial solution $u$ of $(1.4)$ in $\left(t_{1}, t_{2}\right)$ such that $u\left(t_{1}\right)=0=u\left(t_{2}\right)$, then every nontrivial solution $v$ of (1.3) has at least one zero in $\left(t_{1}, t_{2}\right)$ unless $v$ is a constant multiple of $u$.

Proof. Since $f_{1}(y)=y=f_{2}(y)$ in (1.3) and (1.4) so in this case $\alpha_{1}=\alpha_{2}=$ $\alpha_{3}=1=M$. It is easy to see that $f_{1}$ and $f_{2}$ satisfy (H1)-(H2).

An application of Theorem 2.5 leads the required conclusion. For a proof of Corollary 2.6, we refer the reader to [17] or Theorem 1.6 [20].

Remark 2.7. Let $p_{1}(t)=p_{2}(t), q_{1}(t)>q_{2}(t), \forall t \in\left(t_{1}, t_{2}\right)$ in Corollary 2.6, then Corollary 2.6 is indeed original Sturm's theorem (see [19]).

## 3. Singular Sturm-picone Theorem for Nonlinear Equations

In this section, we consider a pair of singular equations (1.3) and (1.4). More precisely, we consider a pair of singular nonlinear ODEs

$$
\begin{align*}
& l_{s} x \equiv\left(p_{1}(t) x^{\prime}(t)\right)^{\prime}+q_{1}(t) f_{1}(x(t))=0 .  \tag{3.1}\\
& L_{s} y \equiv\left(p_{2}(t) y^{\prime}(t)\right)^{\prime}+q_{2}(t) f_{2}(y(t))=0, t_{1}<t<t_{2} \tag{3.2}
\end{align*}
$$

where $p_{1}, p_{2} \in C^{1}\left(\left(t_{1}, t_{2}\right),(0, \infty)\right), q_{1}, q_{2} \in C\left(\left(t_{1}, t_{2}\right), \mathbb{R}\right), p_{1}, p_{2}, q_{1}, q_{2}$ (some of them or all) may not be continuous at $t_{1}$ or $t_{2}$ or at $t_{1}$ and $t_{2}$ both. Let $f_{1}, f_{2} \in$ $C(\mathbb{R}, \mathbb{R}), l_{s}$ and $L_{s}$ are differential operators or mappings whose domains consist of all real-valued functions $x \in C^{1}\left(t_{1}, t_{2}\right)$ such that $p_{1} x^{\prime}$ and $p_{2} x^{\prime} \in C^{1}\left(t_{1}, t_{2}\right)$, respectively. We make the following hypotheses on nonlinearity $f_{1}$ :
(H1)' Let $f_{1} \in C^{1}(\mathbb{R}, \mathbb{R})$ and there exists $\alpha_{1}>0$ such that

$$
0<\alpha_{1} \leq f_{1}^{\prime}(y), \forall 0 \neq y \in \mathbb{R}
$$

(H2)' $f_{1}(y) \neq 0, \forall 0 \neq y \in \mathbb{R}$.
We begin with the following quadratic functionals corresponding to (3.1) and (3.2), respectively. Let $t_{1}<\xi<\eta<t_{2}$ and let

$$
\begin{gathered}
j_{\xi \eta}[u]=\int_{\xi}^{\eta}\left[p_{1}(t)\left(u^{\prime}(t)\right)^{2}-\alpha_{1} q_{1}(t)(u(t))^{2}\right] d t \text { and } \\
J_{\xi \eta}[u]=\int_{\xi}^{\eta}\left[p_{2}(t)\left(u^{\prime}(t)\right)^{2}-\left(\alpha_{2} q_{2}^{+}(t)-\alpha_{3} q_{2}^{-}(t)\right)(u(t))^{2}\right] d t .
\end{gathered}
$$

Let us define $j_{s}[u]=\lim _{\xi \rightarrow t_{1}^{+}, \eta \rightarrow t_{2}^{-}} j_{\xi \eta}[u], J_{s}[u]=\lim _{\xi \rightarrow t_{1}^{+}, \eta \rightarrow t_{2}^{-}} J_{\xi \eta}[u]$, whenever the limits exist. The domain $D_{j_{s}}$ of $j_{s}$ and $D_{J_{s}}$ of $J_{s}$ are defined to be the set of all real-valued continuous functions $u \in C^{1}\left(t_{1}, t_{2}\right)$ with $u\left(t_{1}\right)=0=u\left(t_{2}\right)$ such that $j_{s}[u]$ and $J_{s}[u]$ exist. Let us define

$$
A_{t_{1} t_{2}}[u, x]=\lim _{t \rightarrow t_{2}^{-}} \frac{(u(t))^{2} p_{1}(t) x^{\prime}(t)}{f_{1}(x(t))}-\lim _{t \rightarrow t_{1}^{+}} \frac{(u(t))^{2} p_{1}(t) x^{\prime}(t)}{f_{1}(x(t))}
$$

whenever the limits on the right side exist. The variation $V_{s}(u)$ is defined as $V_{s}[u]=$ $J_{s}[u]-j_{s}[u]$, i.e.,

$$
\begin{align*}
& V_{s}[u] \\
= & \int_{t_{1}}^{t_{2}}\left[\left(p_{2}(t)-p_{1}(t)\right)\left(u^{\prime}(t)\right)^{2}+\left(\alpha_{1} q_{1}(t)-\left(\alpha_{2} q_{2}^{+}(t)-\alpha_{3} q_{2}^{-}(t)\right)\right)(u(t))^{2}\right] d t . \tag{3.3}
\end{align*}
$$

The next lemma deals with a generalization of Leighton's variational lemma.

Lemma 3.1. (Generalization of singular Leighton's variational lemma). Suppose there exists a function $u \in D_{j_{s}}$ not identically zero in any open subinterval of $\left(t_{1}, t_{2}\right)$ such that $j_{s}[u] \leq 0$. Let $x$ be any nontrivial solution of $(3.1)\left(l_{s} x=0\right)$ and $A_{t_{1} t_{2}}[u, x] \geq 0$, then under hypotheses (H1)', (H2)', x has at least one zero in $\left(t_{1}, t_{2}\right)$ unless $f_{1}(x)$ is a constant multiple of $u$.

Proof. We establish this result by contradiction. Suppose $x(t) \neq 0, \forall t \in\left(t_{1}, t_{2}\right)$. $\operatorname{By}(\mathrm{H} 2)^{\prime}, f_{1}(x(t)) \neq 0, \forall t \in\left(t_{1}, t_{2}\right)$. Along the same lines of proof of Lemma 2.1, we see that the following is valid on $\left(t_{1}, t_{2}\right)$ :

$$
\begin{align*}
& p_{1}(t)\left(u^{\prime}(t)\right)^{2}-\alpha_{1} q_{1}(t)(u(t))^{2} \\
\geq & \alpha_{1}\left[\frac{(u(t))^{2}}{f_{1}(x(t))} p_{1}(t) x^{\prime}(t)\right]^{\prime}+\alpha_{1} p_{1}(t)\left(\frac{u(t) x^{\prime}(t) \sqrt{f_{1}^{\prime}(x(t))}}{f_{1}(x(t))}-\frac{u^{\prime}(t)}{\sqrt{f_{1}^{\prime}(x(t))}}\right)^{2} . \tag{3.4}
\end{align*}
$$

An integration of (3.4) over $(\xi, \eta)$ yields

$$
\begin{aligned}
& \int_{\xi}^{\eta}\left(p_{1}(t)\left(u^{\prime}(t)\right)^{2}-\alpha_{1} q_{1}(t)(u(t))^{2}\right) d t \\
\geq & \alpha_{1}\left[\frac{(u(t))^{2} p_{1}(t) x^{\prime}(t)}{f_{1}(x(t))}\right]_{\xi}^{\eta}+\alpha_{1} \int_{\xi}^{\eta} p_{1}(t)\left(\frac{u(t) x^{\prime}(t) \sqrt{f_{1}^{\prime}(x(t))}}{f_{1}(x(t))}-\frac{u^{\prime}(t)}{\sqrt{f_{1}^{\prime}(x(t))}}\right)^{2} d t
\end{aligned}
$$

or we have

$$
j_{\xi \eta}[u] \geq \alpha_{1}\left[\frac{(u(t))^{2} p_{1}(t) x^{\prime}(t)}{f_{1}(x(t))}\right]_{\xi}^{\eta}+\alpha_{1} \int_{\xi}^{\eta} p_{1}(t)\left(\frac{u(t) x^{\prime}(t) \sqrt{f_{1}^{\prime}(x(t))}}{f_{1}(x(t))}-\frac{u^{\prime}(t)}{\sqrt{f_{1}^{\prime}(x(t))}}\right)^{2} d t .
$$

Letting $\xi \rightarrow t_{1}^{+}, \eta \rightarrow t_{2}^{-}$and using $A_{t_{1} t_{2}}[u, x] \geq 0$, we get

$$
\begin{equation*}
j_{s}[u] \geq \alpha_{1} \int_{t_{1}}^{t_{2}} p_{1}(t)\left(\frac{u(t) x^{\prime}(t) \sqrt{f_{1}^{\prime}(x(t))}}{f_{1}(x(t))}-\frac{u^{\prime}(t)}{\sqrt{f_{1}^{\prime}(x(t))}}\right)^{2} d t \tag{3.5}
\end{equation*}
$$

and

$$
\begin{gathered}
\int_{t_{1}}^{t_{2}} p_{1}(t)\left(\frac{u(t) x^{\prime}(t) \sqrt{f_{1}^{\prime}(x(t))}}{f_{1}(x(t))}-\frac{u^{\prime}(t)}{\sqrt{f_{1}^{\prime}(x(t))}}\right)^{2} d t=0 \text { if and only if } \\
\frac{u(t) x^{\prime}(t) \sqrt{f_{1}^{\prime}(x(t))}}{f_{1}(x(t))}-\frac{u^{\prime}(t)}{\sqrt{f_{1}^{\prime}(x(t))}} \equiv 0
\end{gathered}
$$

This implies that

$$
\left[\frac{u(t)}{f_{1}(x(t))}\right]^{\prime}=0, \text { i.e., }
$$

$$
u(t)=C f_{1}(x(t)), \forall t \in\left(t_{1}, t_{2}\right) \text { for some constant } C .
$$

Since $u \in C^{1}\left(t_{1}, t_{2}\right)$ such that $u\left(t_{1}\right)=u\left(t_{2}\right)=0\left(t_{1}, t_{2}\right.$ are consecutive zeros of $\left.u\right)$. This implies that $u(t) \neq 0, \forall t \in\left(t_{1}, t_{2}\right)$. So $C$ is a non-zero constant. Using this fact, one can obtain that

$$
f_{1}(x(t))=C_{1} u(t), \forall t \in\left(t_{1}, t_{2}\right) \text { for some another non-zero constant } C_{1}=\frac{1}{C}
$$

and unless $f_{1}(x)$ is a constant multiple of $u$, by (3.5), we have $j_{s}[u]>0$, which leads a contradiction. This contradiction shows that $x$ vanishes at least once in $\left(t_{1}, t_{2}\right)$. This completes the proof.

Corollary 3.2. Let $f_{1}(x)=x$ in (3.1) and

$$
\lim _{\xi \rightarrow t_{1}^{+}, \eta \rightarrow t_{2}^{-}} \int_{\xi}^{\eta}\left[p_{1}(t)\left(u^{\prime}(t)\right)^{2}-q_{1}(t)(u(t))^{2}\right] d t
$$

exists and is nonpositive, where $u \in C^{1}\left(t_{1}, t_{2}\right)$ not identically zero in any open subinterval of $\left(t_{1}, t_{2}\right)$ with $u\left(t_{1}\right)=0=u\left(t_{2}\right)$. Let $x$ be any nontrivial solution of (3.1) and $A_{t_{1} t_{2}}[u, x] \geq 0$, then $x$ vanishes at least once in $\left(t_{1}, t_{2}\right)$ unless $x$ is a constant multiple of $u$.

Proof. It is trivial to see that $f_{1}$ satisfies (H1)',(H2)'. In this case, $\alpha_{1}=1$ and $j_{s}[u] \leq 0$. An application of Lemma3.1 implies that $x$ vanishes at least once in $\left(t_{1}, t_{2}\right)$ unless $x$ is a constant multiple of $u$. For a proof of this corollary, we refer the reader to [15, 20].

Lemma 3.1 plays an important role to establish the following
Theorem 3.3. (Generalization of singular Leighton's theorem). Suppose there exists a nontrivial solution $u$ of $(3.2)\left(L_{s} u=0\right)$ in $\left(t_{1}, t_{2}\right)$ such that $u\left(t_{1}\right)=0=u\left(t_{2}\right)$. Let $x$ be any nontrivial solution of (3.1) $\left.l_{s} x=0\right)$. Let $A_{t_{1} t_{2}}[u, x] \geq 0$, and

$$
\begin{equation*}
\lim _{t \rightarrow t_{1}^{+}} p_{2}(t) u(t) u^{\prime}(t) \geq 0, \lim _{t \rightarrow t_{2}^{-}} p_{2}(t) u(t) u^{\prime}(t) \leq 0 \tag{3.6}
\end{equation*}
$$

Let (H1)',(H2)',(H3), hold and $V_{s}[u] \geq 0$, then $x$ has at least one zero in $\left(t_{1}, t_{2}\right)$ unless $f_{1}(x)$ is a constant multiple of $u$.

Proof. Since $u$ is a solution of $L_{s} u=0$, so by an application of Green's identity, we have

$$
\begin{equation*}
\int_{\xi}^{\eta} u L_{s} u d t=\left[u(t) p_{2}(t) u^{\prime}(t)\right]_{\xi}^{\eta}-\int_{\xi}^{\eta} p_{2}(t)\left(u^{\prime}(t)\right)^{2} d t+\int_{\xi}^{\eta} q_{2}(t) f_{2}(u(t)) u(t) d t . \tag{3.7}
\end{equation*}
$$

In view of (H3), one can see that

$$
\begin{equation*}
\int_{\xi}^{\eta} q_{2}(t) f_{2}(u(t)) u(t) d t \leq \int_{\xi}^{\eta}\left(\alpha_{2} q_{2}^{+}(t)-\alpha_{3} q_{2}^{-}(t)\right)(u(t))^{2} d t . \tag{3.8}
\end{equation*}
$$

From (3.7) and (3.8), we get

$$
\begin{equation*}
J_{\xi \eta}[u] \leq\left[u(t) p_{2}(t) u^{\prime}(t)\right]_{\xi^{\prime}}^{\eta} . \tag{3.9}
\end{equation*}
$$

Letting $\xi \rightarrow t_{1}^{+}, \eta \rightarrow t_{2}^{-}$in (3.9) and by (3.6), we get $J_{s}[u] \leq 0$. Since $V_{s}[u] \geq 0$, we get $j_{s}[u] \leq 0$ and hence by an application of Lemma3.1, every solution $x$ of $l_{s} x=0$ has at least one zero in $\left(t_{1}, t_{2}\right)$ unless $f_{1}(x)$ is a constant multiple of $u$. This completes the proof.

Corollary 3.4. (Singular Leighton's theorem). Let us consider (3.1) and (3.2) with $f_{1}(u)=u=f_{2}(u)$. Let $x$ be any nontrivial solution of (3.1). Let

$$
\begin{align*}
& A_{t_{1} t_{2}}[u, x] \geq 0, \lim _{t \rightarrow t_{1}^{+}} p_{2}(t) u(t) u^{\prime}(t) \geq 0, \lim _{t \rightarrow t_{2}^{-}} p_{2}(t) u(t) u^{\prime}(t) \leq 0 \text { and } \\
& \bar{V}_{s}[u]=\int_{t_{1}}^{t_{2}}\left[\left(p_{2}(t)-p_{1}(t)\right)\left(u^{\prime}(t)\right)^{2}+\left(q_{1}(t)-q_{2}(t)\right)(u(t))^{2}\right] d t \geq 0 . \tag{3.10}
\end{align*}
$$

Suppose there exists a nontrivial solution $u$ of (3.2) in $\left(t_{1}, t_{2}\right)$ such that $u\left(t_{1}\right)=0=$ $u\left(t_{2}\right)$, then $x$ has at least one zero in $\left(t_{1}, t_{2}\right)$ unless $x$ is a constant multiple of $u$.

Proof. Since $f_{1}(u)=u=f_{2}(u)$, it is easy to see that $\alpha_{1}=\alpha_{2}=\alpha_{3}=1$ and (H1)', (H2)', (H3) are satisfied. In view of (3.10), $V_{s}[u] \geq 0$ and hence by an application of Theorem 3.3, the required conclusion follows. For a proof of this corollary, we refer the reader to [15], Theorem 1.19[20].

The following generalization is a special case of Theorem 3.3.
Theorem 3.5. (Generalization of singular Sturm-Picone theorem). Suppose there exists a nontrivial solution $u$ of (3.2) in $\left(t_{1}, t_{2}\right)$ such that $u\left(t_{1}\right)=0=u\left(t_{2}\right)$. Let (H1)', (H2)', (H3), hold. Suppose $p_{2}(t) \geq p_{1}(t)$. Let $x$ be any nontrivial solution of (3.1).

$$
\begin{equation*}
\text { Let } A_{t_{1} t_{2}}[u, x] \geq 0, \lim _{t \rightarrow t_{1}^{+}} p_{2}(t) u(t) u^{\prime}(t) \geq 0, \lim _{t \rightarrow t_{2}^{-}} p_{2}(t) u(t) u^{\prime}(t) \leq 0 \text { and } \tag{3.11}
\end{equation*}
$$ $\alpha_{1} q_{1}(t)-\left(\alpha_{2} q_{2}(t)-\left(\alpha_{3}-\alpha_{2}\right) q_{2}^{-}(t)\right) \geq 0, \forall t \in\left(t_{1}, t_{2}\right)$,

then every solution $x$ of (3.1) has at least one zero in $\left(t_{1}, t_{2}\right)$ unless $f_{1}(x)$ is a constant multiple of $u$.

Proof. In view of (3.11), it is easy to see that $V_{s}[u] \geq 0$ and the proof of this theorem follows from Theorem 3.3.

The singular Sturm-Picone theorem can be seen as a particular case of Theorem 3.5 in next corollary.

Corollary 3.6. (Singular Sturm-Picone theorem). Consider (3.1) and (3.2) with $f_{1}(u)=u=f_{2}(u)$. Let $p_{2}(t) \geq p_{1}(t)$ and $q_{1}(t) \geq q_{2}(t), \forall t \in\left(t_{1}, t_{2}\right)$. Let $x$ be any nontrivial solution of (3.1). Let $A_{t_{1} t_{2}}[u, x] \geq 0$ and

$$
\lim _{t \rightarrow t_{1}^{+}} p_{2}(t) u(t) u^{\prime}(t) \geq 0, \quad \lim _{t \rightarrow t_{2}^{-}} p_{2}(t) u(t) u^{\prime}(t) \leq 0
$$

Suppose there exists a nontrivial solution $u$ of (3.2) in $\left(t_{1}, t_{2}\right)$ such that $u\left(t_{1}\right)=0=$ $u\left(t_{2}\right)$, then every solution $x$ of (3.1) has at least one zero in $\left(t_{1}, t_{2}\right)$ unless $x$ is a constant multiple of $u$.

Proof. Since $f_{1}(u)=u=f_{2}(u)$ in(3.1) and (3.2) so in this case $\alpha_{1}=\alpha_{2}=$ $\alpha_{3}=1$. It is easy to see that $f_{1}$ and $f_{2}$ satisfy (H1)',(H2)',(H3) and Inequality (3.11) is also satisfied. An application of Theorem 3.5 leads the required conclusion. For a proof of Corollary 3.6, we refer the reader to [17] or a singular version of Theorem 1.6 [20].

## 4. Nonlinear Elliptic Version of Sturm-picone Theorem

In this section, we give a nonlinear analogue of Leighton's theorem to $n$-dimensions. In fact, via this analogue, we give a generalization to Sturm-Picone theorem for semilinear elliptic PDEs in $n$-dimensions. In order to prove a nonlinear analogue of Leighton's theorem, we first establish a nonlinear version of Leighton's variational lemma.

Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$ with boundary $\partial \Omega$ having a piecewise continuous unit normal. Let $a_{i}, b_{i} \in C^{\mu}(\bar{\Omega}, \mathbb{R}), f_{i}, g_{i} \in C^{1}(\mathbb{R}, \mathbb{R}), \forall i=1,2$ where $0<\mu \leq$ $1, a_{i}^{\prime} s$ are of indefinite sign $\forall i=1,2$ and $b_{1}(x) \geq 0, \forall x \in \bar{\Omega}$.

Let us consider a pair of second-order nonlinear elliptic PDEs

$$
\begin{align*}
& -\Delta u=a_{1}(x) f_{1}(u)+b_{1}(x) g_{1}(u) .  \tag{4.1}\\
& -\Delta v=a_{2}(x) f_{2}(v)+b_{2}(x) g_{2}(v), \tag{4.2}
\end{align*}
$$

where $f_{i}$ and $g_{i}$ satisfy the following assumptions:
(A1) $\exists \beta \geq 0$ such that $\frac{g_{1}(u)}{f_{1}(u)} \geq \beta, \forall 0 \neq u \in \mathbb{R}$.
(A2) There exist $\alpha_{2}, \alpha_{3}, \alpha_{4} \in(0, \infty)$ such that $g_{2}(u) u \leq \alpha_{4} u^{2}, \alpha_{3} u^{2} \leq f_{2}(u) u \leq \alpha_{2} u^{2}, \forall 0 \neq u \in \mathbb{R}$.

In this study, we are interested in non-trivial classical solutions of (4.1) and (4.2). (4.1) and (4.2) can be rewritten in the operator form $l_{e} u=0=L_{e} u$, where

$$
l_{e} u \equiv \Delta u+a_{1}(x) f_{1}(u)+b_{1}(x) g_{1}(u), \quad L_{e} u \equiv \Delta u+a_{2}(x) f_{2}(u)+b_{2}(x) g_{2}(u) .
$$

Let us consider the following quadratic functionals corresponding to (4.1) and (4.2), respectively

$$
\begin{align*}
j_{e}[u] & =\int_{\Omega}\left[|\nabla u(x)|^{2}-\alpha_{1}(u(x))^{2}\left(a_{1}(x)+\beta b_{1}(x)\right)\right] d x .  \tag{4.3}\\
J_{e}[u] & =\int_{\Omega}\left[|\nabla u(x)|^{2}-\left(\alpha_{2} a_{2}^{+}(x)-\alpha_{3} a_{2}^{-}(x)+\alpha_{4} b_{2}(x)\right)(u(x))^{2}\right] d x
\end{align*}
$$

where the domain $D_{e}$ of $j_{e}$ and $J_{e}$ is defined to be the set of all real-valued continuous functions defined on $\bar{\Omega}$ which vanish on $\partial \Omega$ and have uniformly continuous first partial derivatives on $\Omega$.

The variation $V_{e}[u]$ is defined as $V_{e}[u]=J_{e}[u]-j_{e}[u]$, i.e.,

$$
\begin{equation*}
V_{e}[u]=\int_{\Omega}(u(x))^{2}\left[\alpha_{1}\left(a_{1}(x)+\beta b_{1}(x)\right)-\left(\alpha_{2} a_{2}^{+}(x)-\alpha_{3} a_{2}^{-}(x)+\alpha_{4} b_{2}(x)\right)\right] d x \tag{4.5}
\end{equation*}
$$

The next lemma deals with a generalization of Leighton's variational lemma.
Lemma 4.1. (Generalization of n -dimensional Leighton's variational lemma). $A s$ sume that there exists a nontrivial function $u \in D_{e}$ such that $j_{e}[u] \leq 0$. Then under the hypotheses/assumption (H1)',(H2)',(A1), every solution $v$ of $l_{e} v=0$ vanishes at some point of $\bar{\Omega}$.

Proof. Suppose to the contrary that there exists a solution $v$ of (4.1) such that $v(x) \neq 0, \forall x \in \bar{\Omega}$. By (H2)', we have $f_{1}(v(x)) \neq 0, \forall x \in \bar{\Omega}$. Then for $u \in D_{e}$, we have

$$
\begin{align*}
& \nabla \cdot\left[\frac{(u(x))^{2}}{f_{1}(v(x))} \nabla v(x)\right] \\
&= \frac{(u(x))^{2}}{f_{1}(v(x))} \Delta v(x)+\frac{\nabla v(x)}{\left(f_{1}(v(x))\right)^{2}} \cdot\left[2 f_{1}(v(x)) u(x) \nabla u(x)-(u(x))^{2} f_{1}^{\prime}(v(x)) \nabla v(x)\right] \\
&= \frac{(u(x))^{2}}{f_{1}(v(x))} \Delta v(x)+\frac{2 u(x) \nabla u(x) \cdot \nabla v(x)}{f_{1}(v(x))}-\frac{(u(x))^{2}|\nabla v(x)|^{2} f_{1}^{\prime}(v(x))}{\left(f_{1}(v(x))\right)^{2}} \\
&=-a_{1}(x)(u(x))^{2}-b_{1}(x)(u(x))^{2} \frac{g_{1}(v(x))}{f_{1}(v(x))} \\
&-\left[\frac{(u(x))^{2}|\nabla v(x)|^{2} f_{1}^{\prime}(v(x))}{\left(f_{1}(v(x))\right)^{2}}+\frac{|\nabla u(x)|^{2}}{f_{1}^{\prime}(v(x))}-\frac{2 u(x) \nabla u(x) \cdot \nabla v(x)}{f_{1}(v(x))}\right]+\frac{|\nabla u(x)|^{2}}{f_{1}^{\prime}(v(x))}  \tag{4.6}\\
&=-a_{1}(x)(u(x))^{2}-b_{1}(x)(u(x))^{2} \\
& \frac{g_{1}(v(x))}{f_{1}(v(x))} \\
&-\left(\frac{u(x) \nabla v(x) \sqrt{f_{1}^{\prime}(v(x))}}{f_{1}(v(x))}-\frac{\nabla u(x)}{\sqrt{f_{1}^{\prime}(v(x))}}\right)^{2}+\frac{|\nabla u(x)|^{2}}{f_{1}^{\prime}(v(x))} \\
& \leq-a_{1}(x)(u(x))^{2}-\beta b_{1}(x)(u(x))^{2} \\
&-\left(\frac{u(x) \nabla v(x) \sqrt{f_{1}^{\prime}(v(x))}}{f_{1}(v(x))}-\frac{\nabla u(x)}{\sqrt{f_{1}^{\prime}(v(x))}}\right)^{2}+\frac{|\nabla u(x)|^{2}}{\alpha_{1}}(\text { by (H1)})^{\prime}, \text { (A1))). }
\end{align*}
$$

This implies that

$$
\begin{align*}
& |\nabla u(x)|^{2}-\alpha_{1}(u(x))^{2}\left(a_{1}(x)+\beta b_{1}(x)\right) \\
& \geq \alpha_{1} \nabla \cdot\left[\frac{(u(x))^{2}}{f_{1}(v(x))} \nabla v(x)\right]+\alpha_{1}\left(\frac{u(x) \nabla v(x) \sqrt{f_{1}^{\prime}(v(x))}}{f_{1}(v(x))}-\frac{\nabla u(x)}{\sqrt{f_{1}^{\prime}(v(x))}}\right)^{2} . \tag{4.7}
\end{align*}
$$

An integration of (4.7) yields

$$
\begin{align*}
& \int_{\Omega}\left(|\nabla u(x)|^{2}-\alpha_{1}(u(x))^{2}\left(a_{1}(x)+\beta b_{1}(x)\right)\right) d x \\
\geq & \alpha_{1} \int_{\Omega} \nabla \cdot\left[\frac{(u(x))^{2}}{f_{1}(v(x))} \nabla v(x)\right] d x  \tag{4.8}\\
& +\alpha_{1} \int_{\Omega}\left(\frac{u(x) \nabla v(x) \sqrt{f_{1}^{\prime}(v(x))}}{f_{1}(v(x))}-\frac{\nabla u(x)}{\sqrt{f_{1}^{\prime}(v(x))}}\right)^{2} d x .
\end{align*}
$$

Since $u$ vanishes on $\partial \Omega$, so an application of Gauss-Green's theorem (see, [9]) implies that

$$
\int_{\Omega} \nabla \cdot\left[\frac{(u(x))^{2}}{f_{1}(v(x))} \nabla v(x)\right] d x=0
$$

and

$$
\begin{gathered}
\int_{\Omega}\left(\frac{u(x) \nabla v(x) \sqrt{f_{1}^{\prime}(v(x))}}{f_{1}(v(x))}-\frac{\nabla u(x)}{\sqrt{f_{1}^{\prime}(v(x))}}\right)^{2} d x=0 \text { if and only if } \\
\frac{u(x) \nabla v(x) \sqrt{f_{1}^{\prime}(v(x))}}{f_{1}(v(x))} \equiv \frac{\nabla u(x)}{\sqrt{f_{1}^{\prime}(v(x))}}, \text { i.e., }
\end{gathered}
$$

$\nabla \cdot\left(\frac{u(x)}{f_{1}(v(x))}\right) \equiv 0$ or $u(x) \equiv C f_{1}(v(x)), \forall x \in \bar{\Omega}$ for some non-zero constant $C$.
This is not possible because $u=0$ on $\partial \Omega$ but $f_{1}(v) \neq 0$ on $\partial \Omega \quad(v \neq 0$ on $\partial \Omega)$. This implies that

$$
j_{e}[u]>0, \text { which is a contradiction }
$$

and hence every solution $v$ of $l_{e} v=0$ vanishes at some point of $\bar{\Omega}$. This completes the proof.

Corollary 4.2. (n-dimensional Leighton's variational lemma). Let $f_{1}(u)=u$ and either $b_{1}(x)=0$ or $g_{1}(u)=0$ in (4.1). Let

$$
\int_{\Omega}\left[|\nabla u(x)|^{2}-a_{1}(x)(u(x))^{2}\right] d x \leq 0,
$$

where $u$ is a real-valued continuous functions defined on $\bar{\Omega}$ which vanish on $\partial \Omega$ and have uniformly continuous first partial derivatives on $\Omega$, then every nontrivial solution $v$ of $l_{e} v=0$ vanishes at some point of $\bar{\Omega}$.

Proof. In this case $\alpha_{1}=1$ and it is easy to see that $f_{1}$ satisfies (H1)',(H2)' and $j_{e}[u] \leq 0$. By an application of Lemma4.1, the conclusion follows easily. For a proof of this corollary, we refer the reader to Lemma 5.3 [20].

Remark 4.3. In fact, one can consider the following nonlinear PDE with nonlinear damping

$$
\begin{equation*}
-\Delta u=a_{1}(x) f_{1}(u)+b_{1}(x) g_{1}(u)+c_{1}(x) H(\nabla u), \tag{4.9}
\end{equation*}
$$

where $a_{1}, b_{1}, f_{1}, g_{1}$ are defined earlier. Let $c_{1} \in C^{\mu}\left(\bar{\Omega}, \mathbb{R}^{+}=[0, \infty)\right)$, where $0<$ $\mu \leq 1$ and $H \in C^{1}\left(M, \mathbb{R}^{+}\right), M \subseteq \mathbb{R}^{N}$. For the existence of classical solutions to Eq. (4.9), we refer the reader to a survey paper [18] and references cited therein. In this case, let us assume that $f_{1}(s)>0, \forall 0 \neq s \in \mathbb{R}$. Assume that there exists a nontrivial function $u \in D_{e}$ such that $j_{e}[u] \leq 0$. Then every solution $v$ of (4.9) vanishes at some point of $\bar{\Omega}$. The proof goes exactly same as the proof of Lemma 2.1 in view of the positivity of $c_{1}, H$ and $f_{1}$. For the sake of brevity, we omit the details.

Lemma 2.1 plays a crucial role to establish the following
Theorem 4.4. (Generalization of n-dimensional Leighton's theorem). Suppose there exists a nontrivial solution $u$ of $L_{e} u=0$ in $\bar{\Omega}$ such that $u=0$ on $\partial \Omega$. Let (H1)', (H2)', (A1) -(A2) hold and $V_{e}[u] \geq 0$, then every nontrivial solution $v$ of $l_{e} v=0$ vanishes at some point of $\bar{\Omega}$.

Proof. Since $u$ is a solution of $L_{e} u=0$ and $u=0$ on $\partial \Omega$, so by an application of Green's theorem, we have

$$
\begin{equation*}
\int_{\Omega}\left[a_{2}(x) f_{2}(u) u+b_{2}(x) g_{2}(u) u-|\nabla u(x)|^{2}\right] d x=0 . \tag{4.10}
\end{equation*}
$$

In view of (A2), one can see that

$$
\begin{align*}
& \int_{\Omega}\left(a_{2}(x) f_{2}(u(x)) u(x)+b_{2}(x) g_{2}(u(x)) u(x)\right.  \tag{4.11}\\
& \left.-\left(\alpha_{2} a_{2}^{+}(x)-\alpha_{3} a_{2}^{-}(x)+\alpha_{4} b_{2}(x)\right)(u(x))^{2}\right) d x \leq 0 .
\end{align*}
$$

By (4.10),(4.11), we get $J_{e}[u] \leq 0$. Since $V_{e}[u] \geq 0$, so this implies that

$$
j_{e}[u] \leq J_{e}[u] \leq 0
$$

and hence by an application of Lemma4.1, every nontrivial solution $v$ of $l_{e} v=0$ vanishes at some point of $\bar{\Omega}$. This completes the proof.

Corollary 4.5. (n-dimensional Leighton's theorem). Let us consider (4.1) and (4.2) with $f_{1}(u)=u=f_{2}(u), g_{1}(u)=g_{2}(u)=0$. Let

$$
\begin{equation*}
\bar{V}_{e}[u]=\int_{\Omega}(u(x))^{2}\left[a_{1}(x)-\left(\alpha_{2} a_{2}^{+}(x)-\alpha_{3} a_{2}^{-}(x)\right)\right] d x \geq 0 \tag{4.12}
\end{equation*}
$$

If there exists a nontrivial solution $u$ of (4.2) in $\Omega$ such that $u=0$ on $\partial \Omega$, then every nontrivial solution $v$ of (4.1) vanishes at some point of $\bar{\Omega}$.

Proof. Since $f_{1}(u)=u=f_{2}(u)$, it is easy to see that $\alpha_{1}=1, \alpha_{2}=\alpha_{3}=$ $1, \alpha_{4}=0, \beta=0$ and therefore (H1)',(H2)', (A1), (A2) of Theorem 4.4 are satisfied. In view of (4.12), $V_{e}[u] \geq 0$ and hence by an application of Theorem 4.4, the required conclusion follows.

The following generalization is a special case of Theorem 4.4.
Theorem 4.6. (Generalization of n-dimensional Sturm-Picone theorem). Suppose there exists a nontrivial solution $u$ of $L_{e} u=0$ in $\bar{\Omega}$ such that $u=0$ on $\partial \Omega$. Let (H1)', (H2)', (A1)-(A2) hold and
(4.13) $\alpha\left(a_{1}(x)+\beta b_{1}(x)\right)-\left(\alpha_{2} a_{2}(x)-\left(\alpha_{2}-\alpha_{3}\right) a_{2}^{-}(x)+\alpha_{1} b_{2}(x)\right) \geq 0, \forall x \in \bar{\Omega}$, then every nontrivial solution $v$ of $l_{e} v=0$ vanishes at some point of $\bar{\Omega}$.

Proof. In view of (4.13), it is easy to observe that $V_{e}[u] \geq 0$ and therefore the conclusion follows from Theorem 4.4.
n -dimensional Sturm-Picone theorem can be seen as a particular case of Theorem 4.6 in

Corollary 4.7. (n-dimensional Sturm-Picone theorem). Consider (4.1) and (4.2) with $f_{1}(u)=u=f_{2}(u), g_{1}(u)=0=g_{2}(u)$. Let $a_{1}(x) \geq a_{2}(x), \forall x \in \bar{\Omega}$. If there exists a nontrivial solution $u$ of (4.2) in $\bar{\Omega}$ such that $u=0$ on $\partial \Omega$, then every nontrivial solution $v$ of (4.1) vanishes at some point of $\bar{\Omega}$.

Proof. Since $f_{1}(u)=u=f_{2}(u)$ in (4.1) and (4.2) so in this case $\alpha_{1}=1, \alpha_{2}=$ $\alpha_{3}=1, \alpha_{4}=0=\beta$. It is easy to see that $f_{1}$ and $f_{2}$ satisfy (H1)', (H2)', (A1), (A2) and Inequality (4.13) is also satisfied. An application of Theorem 4.6 leads the required conclusion. For a proof of Corollary 4.7, we refer the reader to Theorem 5.5 [20].
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