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LITTLEWOOD-PALEY CHARACTERIZATIONS OF ANISOTROPIC
HARDY SPACES OF MUSIELAK-ORLICZ TYPE

Baode Li, Xingya Fan and Dachun Yang*

Abstract. Let ϕ : Rn × [0, ∞) → [0,∞) be a Musielak-Orlicz function and A
an expansive dilation. Let Hϕ

A(Rn) be the anisotropic Hardy space of Musielak-
Orlicz type defined via the grand maximal function. Its atomic characterization
and some other maximal function characterizations of Hϕ

A(Rn), in terms of the
radial, the non-tangential and the tangential maximal functions, are known. In this
article, the authors further obtain their characterizations in terms of the Lusin-area
function, the g-function or the g∗λ-function via first establishing an anisotropic
Peetre’s inequality of Musielak-Orlicz type. Moreover, the range of λ in the g∗λ-
function characterization of Hϕ

A(Rn) coincides with the known best conclusions
in the case when Hϕ

A(Rn) is the classical Hardy space Hp(Rn) or the anisotropic
Hardy space Hp

A(Rn) or their weighted variants, where p ∈ (0, 1].

1. INTRODUCTION

Many fields in analysis require the study of specific function spaces. In harmonic
analysis, one soon encounters the Lebesgue spaces, the Hardy spaces, various forms
of the Lipschitz spaces, the space BMO and the Sobolev spaces. From the original
definitions of these spaces, it may not appear that they are very closely related. There
exist, however, various unified approaches to their study, the Littlewood-Paley theory,
which arises naturally from the consideration of the Dirichlet problem, provides one
of the most successful unifying perspectives on these function spaces (see [18] for
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more details). Recall that the classical Hardy spaces defined via the grand maximal
function can also be equivalently characterized via the Littlewood-Paley g-function, the
Lusin-area function or the g∗λ-function (see, for example, [23, 44]).
On the other hand, as a generalization of Lp(Rn), the Orlicz space was introduced

by Birnbaum and Orlicz in [3] and Orlicz in [40]. Since then, the theory of the Orlicz-
type spaces themselves has been well developed and these spaces have been widely
used in many branches of analysis (see, for example, [2, 25, 36, 29, 39]). Moreover,
as a development of the theory of Orlicz spaces, Orlicz-Hardy spaces and their dual
spaces were studied by Strömberg [42] and Janson [27] on Rn and Orlicz-Hardy spaces
associated with divergence form elliptic operators by Jiang and Yang [28]. A survey
on the real-variable theory of Orlicz-type function spaces associated with operators is
recently given in [12].
LetAq(Rn) with q ∈ [1,∞] denote the classical class ofMuckenhoupt weights (see,

for example, [21] or [23] for their definitions and properties) and ϕ be a growth function
(see [30]) which means that ϕ : Rn × [0,∞) → [0,∞) is a Musielak-Orlicz function
such that ϕ(x, ·) is an Orlicz function uniformly in x ∈ Rn and ϕ(·, t) is a Muck-
enhoupt A∞(Rn) weight uniformly in t ∈ (0, ∞). It is known that Musielak-Orlicz
functions naturally generalize Orlicz functions that may vary in the spatial variables
(see, for example, [38, 30, 34, 15]). Recently, Ky [30] introduced a Musielak-Orlicz
Hardy space Hϕ(Rn), via the grand maximal function, and established its atomic
characterization. Moreover, Liang and Yang [35], Hou et al. [24] and Liang et al.
[34] further gave out the dual spaces and some other real-variable characterizations of
Hϕ(Rn) in terms of various maximal functions, the Littlewood-Paley g-function, the
Lusin-area function or the g∗λ-function.
Let A be an expansive dilation on Rn. Very recently, Li et al. [33] intro-

duced the anisotropic Hardy space Hϕ
A(Rn) of Musielak-Orlicz type via the anisotropic

grand maximal function and established its anisotropic atomic characterization. These
Hardy spaces include the classical Hardy spaces of Fefferman-Stein [16], the weighted
anisotropic Hardy spaces of Bownik [8], and the Hardy spaces of Musielak-Orlicz
type of Ky [30], as special cases. Motivated by [34] and [33], in this article, we
further establish some new real-variable characterizations of Hϕ

A(Rn) in terms of the
Littlewood-Paley Lusin-area function, the g-function or the g∗λ-function.
Precisely, this article is organized as follows.
In Section 2, we first recall the definitions of the anisotropic Hardy spaces of

Musielak-Orlicz type via the grand maximal function (denoted by Hϕ
A(Rn)), their

atomic variants (denoted by Hϕ,q,s
A (Rn)), and their variants via the Lusin-area func-

tion (denoted by Hϕ
S,A(Rn)). Then we show Hϕ,q,s

A (Rn) = Hϕ
S,A(Rn) with equivalent

(quasi-)norms by the anisotropic Calderón reproducing formula, which, together with
the known conclusion Hϕ,q,s

A (Rn) = Hϕ
A(Rn) (see [33, Theorem 40]), further implies

that Hϕ
A(Rn) = Hϕ

S,A(Rn) with equivalent (quasi-)norms. Here, we point out that,
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since we are working on anisotropic Hardy spaces of Musielak-Orlicz type, when we
decompose a distribution into a sum of atoms, the classical dual method used for esti-
mating the norm of each atom does not work anymore in the present setting. Instead, we
invoke a more subtle estimate, involving rescaling techniques (see (2.22) below). Also,
observe that the method used in this article is different from that used in [24] for the
Lusin-area function characterization of Hϕ(Rn), which heavily depends on the theory
of tent spaces (mainly, the atomic characterizations of tent spaces) and the molecular
characterization of Hϕ(Rn). The method used in this article avoids tent spaces and the
molecular characterization of Hϕ

A(Rn) and, in the spirit, is more close to the classical
one (see, for example, [13]).
In Section 3, motivated by [34, Theorems 4.4 and 4.8] and via borrowing some ideas

from Folland and Stein [17] and Aguilera and Segovia [1], the anisotropic Littlewood-
Paley g-function and the g∗λ-function characterizations of H

ϕ
A(Rn) are established via

the discrete anisotropic Calderón reproducing formula (see Lemma 3.2 below), an
anisotropic Peetre’s inequality of Musielak-Orlicz type (see Lemma 3.7 below) and a
Musielak-Orlicz Fefferman-Stein vector-valued inequality (see Lemma 3.6 below). We
point out that this method is different from that used by Liang et al. in the proof of [34,
Theorem 4.4], in which a subtle pointwise upper estimate via the vector-valued Hardy-
Littlewood maximal function (see [34, (4.2)]) was used. However, such a pointwise
upper estimate is still unknown and we do not know whether it holds true or not in the
present setting due to its anisotropic structure. Moreover, the range of λ ∈ (2q/p, ∞)
in the anisotropic g∗λ-function characterization of H

ϕ
A(Rn) (see Theorem 3.9 below)

coincides with the known best conclusions in the case when Hϕ
A(Rn) is the classical

Hardy space Hp(Rn), the anisotropic Hardy space Hp
A(Rn) or their weighted variants,

where p ∈ (0, 1] (see [34, p. 414] for more details and related references therein).
Finally, we make some conventions on notation. Let N := {1, 2, . . .} and Z+ :=

{0}∪N. Denote by S(Rn) the space of all Schwartz functions and S ′(Rn) its dual space
(namely, the space of all tempered distributions). For any α := (α1, . . . , αn) ∈ Zn+,
let |α| := α1 + · · ·+αn and ∂α := ( ∂

∂x1
)α1 · · · ( ∂

∂xn
)αn . Throughout the whole paper,

we denote by C a positive constant which is independent of the main parameters, but
it may vary from line to line. The symbol D � F means that D ≤ CF . If D � F and
F � D, we then write D ∼ F . We also use C(α,β, ...) to denote a positive constant
depending on the parameters α, β, . . .. If E is a subset of Rn, we denote by χE its
characteristic function. For any a ∈ R, �a	 denotes the maximal integer not larger
than a.

2. THE LUSIN-AREA FUNCTION CHARACTERIZATION OF Hϕ
A(Rn)

In this section, we first recall the notion of the anisotropic Hardy spaces of Musielak-
Orlicz type via the grand maximal function from [33], and then establish their charac-
terization in terms of the anisotropic Lusin-area function.
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We begin with some notation on Orlicz functions; see, for example, [30]. A
function φ : [0,∞) → [0,∞) is called an Orlicz function, if it is nondecreasing and
φ(0) = 0, φ(t) > 0 if t > 0 and limt→∞ φ(t) = ∞. Observe that, different from the
classical Orlicz functions which are convex, the Orlicz functions in this article may
not be convex. An Orlicz function φ is said to be of lower (resp., upper) type p with
p ∈ (−∞,∞), if there exists a positive constant C such that, for all t ∈ [0, ∞) and
s ∈ (0, 1) (resp., s ∈ [1,∞)),

φ(st) ≤ Cspφ(t).

Given a function ϕ : Rn × [0,∞) → [0,∞) such that, for any x ∈ Rn, ϕ(x, ·)
is an Orlicz function, ϕ is said to be of uniformly lower (resp., upper) type p with
p ∈ (−∞, ∞), if there exists a positive constant C such that, for all x ∈ Rn, t ∈ [0, ∞)
and s ∈ (0, 1) (resp., s ∈ [1, ∞)),

ϕ(x, st) ≤ Cspϕ(x, t).

Let

i(ϕ) := sup{p ∈ (−∞,∞) : ϕ is of uniformly lower type p}(2.1)

denote the uniformly critical lower type of the function ϕ. Recall that i(ϕ) may not
be attainable; namely, ϕ may not be of uniformly lower type i(ϕ); see, for example,
[34] for some examples.
Now we recall the notion of expansive dilations on Rn; see [4]. A real n×n matrix

A is called an expansive dilation, shortly a dilation, if minλ∈σ(A) |λ| > 1, where σ(A)
denotes the set of all eigenvalues of A. Let λ− and λ+ be two positive numbers such
that

1 < λ− < min{|λ| : λ ∈ σ(A)} ≤ max{|λ| : λ ∈ σ(A)} < λ+.

In the case when A is diagonalizable over C, we can even take

λ− := min{|λ| : λ ∈ σ(A)}
and λ+ := max{|λ| : λ ∈ σ(A)}. Otherwise, we need to choose them sufficiently
close to these equalities according to what we need in our arguments.
It was proved in [4, Lemma 2.2] that, for a given dilation A, there exist an open

ellipsoidΔ and r ∈ (1, ∞) such that Δ ⊂ rΔ ⊂ AΔ, and one can and do additionally
assume that |Δ| = 1, where |Δ| denotes the n-dimensional Lebesgue measure of the set
Δ. Let Bk := AkΔ for k ∈ Z. Then Bk is open, Bk ⊂ rBk ⊂ Bk+1 and |Bk| = bk,
here and hereafter, b := | detA|. Throughout the whole paper, let σ be the minimum
integer such that rσ ≥ 2 and, for any subset E of Rn, let E� := Rn \E . Then, for all
k, j ∈ Z with k ≤ j, it holds true that

Bk +Bj ⊂ Bj+σ ,(2.2)

Bk + (Bk+σ)� ⊂ (Bk)�,(2.3)
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where E +F denotes the algebraic sum {x+ y : x ∈ E, y ∈ F} of sets E, F ⊂ Rn.

Definition 2.1. A quasi-norm, associated with an expansive matrix A, is a Borel
measurable mapping ρA : Rn → [0,∞), for simplicity, denoted by ρ, satisfying

(i) ρ(x) > 0 for all x ∈ Rn \ {�0n}, here and hereafter, {�0n} := (0, ..., 0);
(ii) ρ(Ax) = bρ(x) for all x ∈ Rn, where, as above, b := | detA|;
(iii) ρ(x+ y) ≤ H [ρ(x) + ρ(y)] for all x, y ∈ Rn, where H ∈ [1, ∞) is a constant

independent of x and y.

In the standard dyadic case A := 2In×n, ρ(x) := |x|n for all x ∈ Rn is an example
of homogeneous quasi-norms associated with A, here and hereafter, | · | always denotes
the Euclidean norm in Rn and In×n the n× n unit matrix.
It was proved, in [4, Lemma 2.4], that all homogeneous quasi-norms associated

with a given dilation A are equivalent. Therefore, for a given expansive dilation A,
in what follows, for convenience, we always use the step homogeneous quasi-norm ρ
defined by setting, for all x ∈ Rn,

ρ(x) :=
∑
k∈Z

bkχBk+1\Bk(x) if x �= 0, or else ρ(�0n) := 0.

By (2.2) and (2.3), we know that, for all x, y ∈ Rn,

ρ(x+ y) ≤ bσ (max {ρ(x), ρ(y)}) ≤ bσ[ρ(x) + ρ(y)];

see [4, p. 8]. Moreover, (Rn, ρ, dx) is a space of homogeneous type in the sense of
Coifman and Weiss [14], where dx denotes the n-dimensional Lebesgue measure.

Definition 2.2. Let p ∈ [1, ∞). A function ϕ : Rn × [0,∞) → [0,∞) is said to
satisfy the uniform anisotropic Muckenhoupt condition Ap(A), denoted by ϕ ∈ Ap(A),
if there exists a positive constant C such that, for all t ∈ (0, ∞), when p ∈ (1,∞),

sup
x∈Rn

sup
k∈Z

{
b−k

∫
x+Bk

ϕ(y, t) dy
}{

b−k
∫
x+Bk

[ϕ(y, t)]−
1
p−1 dy

}p−1

≤ C

and, when p = 1,

sup
x∈Rn

sup
k∈Z

{
b−k

∫
x+Bk

ϕ(y, t) dy
}{

ess sup
y∈x+Bk

[ϕ(y, t)]−1

}
≤ C.

The minimal constant C as above is denoted by C(p,A, n, ϕ).
Define A∞(A) :=

⋃
1≤p<∞ Ap(A) and, for any ϕ ∈ A∞(A),

q(ϕ) := inf{q ∈ [1, ∞) : ϕ ∈ Aq(A)}.(2.4)
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If ϕ ∈ A∞(A) is independent of t ∈ [0, ∞), then ϕ is just an anisotropic
Muckenhoupt A∞(A) weight in [7]. Obviously, q(ϕ) ∈ [1,∞). Moreover, it is
known (see [33]) that, if q(ϕ) ∈ (1,∞), then ϕ /∈ Aq(ϕ)(A) and there exists a
ϕ ∈ (∩q>1Aq(A)) \ A1(A) such that q(ϕ) = 1.
Now, we recall the notion of anisotropic growth functions from [33].

Definition 2.3. A function ϕ : Rn × [0,∞) → [0,∞) is called an anisotropic
growth function if

(i) The function ϕ is a Musielak-Orlicz function, that is,
(a) the function ϕ(x, ·) : [0,∞) → [0,∞) is an Orlicz function for all x∈Rn,
(b) the function ϕ(·, t) is a Lebesgue measurable function for all t ∈ [0,∞);

(ii) the function ϕ belongs to A∞(A);
(iii) the function ϕ is of uniformly lower type p for some p ∈ (0, 1] and of uniformly

upper type 1.

Given a growth function ϕ, let

(2.5) m(ϕ) :=
⌊[
q(ϕ)
i(ϕ)

− 1
]

ln b
ln(λ−)

⌋
,

where i(ϕ) and q(ϕ) are, respectively, as in (2.1) and (2.4). Clearly,

ϕ(x, t) := w(x)Φ(t) for all x ∈ Rn and t ∈ [0, ∞)(2.6)

is an anisotropic growth function if w is a classical or an anisotropic A∞ Muckenhoupt
weight (see, for example, [7]) and Φ of lower type p for some p ∈ (0, 1] and of upper
type 1. More examples of growth functions can be found in [31, 32, 30, 34].

Remark 2.4. By [33, Lemma 11] (see also [30, Lemma 4.1]), without loss of
generality, we may always assume that an anisotropic growth function ϕ is of uniformly
lower type p for some p ∈ (0, 1] and of uniformly upper type 1 such that ϕ(x, ·) is
continuous and strictly increasing for all given x ∈ Rn.

Recall that the Musielak-Orlicz-type space Lϕ(Rn) is defined as the set of all
measurable functions f such that, for some λ ∈ (0, ∞),∫

Rn

ϕ(x, |f(x)|/λ) dx <∞

with the Luxembourg (or called the Luxembourg-Nakano) (quasi-)norm

‖f‖Lϕ(Rn) := inf
{
λ ∈ (0, ∞) :

∫
Rn
ϕ(x, |f(x)|/λ) dx≤ 1

}
.
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In what follows, we denote by S(Rn) the set of all Schwartz functions on Rn and
by S ′(Rn) its topological dual space. For m ∈ N, let

Sm(Rn) :=

{
φ ∈ S(Rn) : sup

x∈Rn, |α|≤m+1
[1 + ρ(x)]m+2|∂αφ(x)| ≤ 1

}
.

In what follows, for φ ∈ S(Rn), k ∈ Z and x ∈ Rn, let φk(x) := bkφ(Akx).
For f ∈ S ′(Rn), the non-tangential grand maximal function f∗m of f is defined by

setting, for all x ∈ Rn,

f∗m(x) := sup
φ∈Sm(Rn)

sup
k∈Z, y∈x+Bk

|f ∗ φk(y)|.

If m := m(ϕ), we then write f∗ instead of f∗m. The following anisotropic Hardy
spaces Hϕ

m,A(Rn) of Musielak-Orlicz type were introduced by Li et al. in [33].

Definition 2.5. For any m ∈ N and anisotropic growth function ϕ, the anisotropic
Hardy space Hϕ

m,A(Rn) of Musielak-Orlicz type is defined as the set of all f ∈ S ′(Rn)
such that f∗m ∈ Lϕ(Rn) with the (quasi-)norm ‖f‖Hϕ

m,A(Rn) := ‖f∗m‖Lϕ(Rn). When
m := m(ϕ), Hϕ

m,A(Rn) is denoted simply by Hϕ
A(Rn).

Remark 2.6. By [33, Theorems 33, 40], we know that, if m ≥ m(ϕ), then the
Musielak-Orlicz Hardy Hϕ

m,A(Rn) is independent of m; see Lemma 2.13 below.

Observe that, when A := 2In×n and ϕ is as in (2.6) with a Muckenhoupt weight w
and an Orlicz function Φ, the above Hardy spaces Hϕ

A(Rn) are just weighted Hardy-
Orlicz spaces which include classical Hardy-Orlicz spaces of Janson [26] (w ≡ 1 in
this context) and classical weighted Hardy spaces of Garcı́a-Cuerva [19] as well as
Strömberg and Torchinsky [43] (Φ(t) := tp for all t ∈ [0, ∞) in this context); see also
[37, 10, 20]. When ϕ is as in (2.6) with Φ(t) := tp for all t ∈ [0, ∞), the above Hardy
spaces Hϕ

A(Rn) become weighted anisotropic Hardy spaces (see [8]).
Recall that a distribution f ∈ S ′(Rn) is said to vanish weakly at infinity if, for any

φ ∈ S(Rn), f ∗ φk → 0 in S ′(Rn) as k → −∞. Denote by S ′
0(R

n) the set of all
f ∈ S ′(Rn) vanishing weakly at infinity.

Definition 2.7. Let ψ ∈ S(Rn) such that, for all multi-indices α satisfying |α| ≤
m(ϕ),

∫
Rn
ψ(x)xα dx = 0, where m(ϕ) is as in (2.5). For f ∈ S ′(Rn) and λ ∈

(0, ∞), the Littlewood-Paley anisotropic Lusin-area function S(f), the g-function
g(f) and the g∗λ-function g∗λ(f) of f , associated to ψ, are defined, respectively, by
setting, for all x ∈ Rn,

S(f)(x) :=

{∑
k∈Z

b−k
∫
x+Bk

|f ∗ ψ−k(y)|2 dy
}1/2

,(2.7)
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g(f)(x) :=

{∑
k∈Z

|ψk ∗ f(x)|2
}1/2

(2.8)

and

g∗λ(f)(x) :=

{∑
k∈Z

b−k
∫

Rn

[
bk

bk + ρ(x− y)

]λ
|f ∗ ψ−k(y)|2 dy

}1/2

.

The anisotropic Musielak-Orlicz Hardy space Hϕ
S,A(Rn) is defined as the set of all

f ∈ S ′
0(R

n) such that

‖f‖Hϕ
S,A(Rn) := ‖S(f)‖Lϕ(Rn) <∞.

Similarly, the anisotropic Musielak-Orlicz Hardy space Hϕ
g,A(Rn) or Hϕ

g∗λ,A
(Rn) can

also be defined with S(f) replaced, respectively, by g(f) or g∗λ(f).

The main result of this section is the following theorem.

Theorem 2.8. Let ϕ be an anisotropic growth function as in Definition 2.3. Then

Hϕ
S,A(Rn) = Hϕ

A(Rn)

with equivalent (quasi-)norms.

To show Theorem 2.8, we need the atomic characterization ofHϕ
A(Rn) from [33]. Let

us begin with the following lemma from [9, Lemma 2.3], which is a slight modification
of [11, Theorem 11].

Lemma 2.9. Let A be a dilation. Then there exists a collection

Q := {Qkα ⊂ Rn : k ∈ Z, α ∈ Ik}
of open subsets, where Ik is some index set, such that

(i) |Rn \ ∪αQkα| = 0 for each fixed k and Qkα ∩Qkβ = ∅ if α �= β;

(ii) for all α, β, k,  with  ≥ k, either Qkα ∩Q	β = ∅ or Q	α ⊂ Qkβ;

(iii) for each (, β) and each k < , there exists a unique α such that Q	β ⊂ Qkα;
(iv) there exist some negative integer v and positive integer u such that, for all Qkα

with k ∈ Z and α ∈ Ik , there exists xQkα ∈ Qkα satisfying that, for all x ∈ Qkα,

xQkα +Bvk−u ⊂ Qkα ⊂ x+ Bvk+u.

In what follows, for convenience, we call k the level of the dyadic cube Qkα with
k ∈ Z and α ∈ Ik and denote it by (Qk

α), and call Q of Lemma 2.9 dyadic cubes.
For any set E ⊂ Rn and t ∈ (0, ∞), let ϕ(E, t) :=

∫
E ϕ(x, t)dx.
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Definition 2.10. For any Q ∈ Q and q ∈ [1, ∞], let Lqϕ(Q) be the set of all
measurable functions f supported in Q such that

‖f‖Lqϕ(Q) :=

⎧⎪⎨⎪⎩ sup
t∈(0,∞)

[
1

ϕ(Q, t)

∫
Rn

|f(x)|qϕ(x, t) dx
]1
q

<∞, q ∈ [1, ∞),

‖f‖L∞(Q) <∞, q = ∞.

It is easy to show that (Lqϕ(Q), ‖ · ‖Lqϕ(Q)) is a Banach space. Next we recall
anisotropic atomic Hardy spaces of Musielak-Orlicz type from [33].

Definition 2.11. Let ϕ be an anisotropic growth function and q(ϕ) as in (2.4).
(i) An anisotropic triplet (ϕ, q, s) is said to be admissible, if q ∈ (q(ϕ),∞] and

s ∈ Z+ such that s ≥ m(ϕ) with m(ϕ) as in (2.5).
(ii) For an admissible anisotropic triplet (ϕ, q, s), a measurable function a is called

an anisotropic (ϕ, q, s)-atom if
(a) a ∈ Lqϕ(Q) for some dyadic cube Q ∈ Q;
(b) ‖a‖Lqϕ(Q) ≤ ‖χQ‖−1

Lϕ(Rn)
;

(c)
∫

Rn
a(x)xα dx = 0 for any |α| ≤ s.

(iii) For an admissible anisotropic triplet (ϕ, q, s), the anisotropic atomic Hardy space
of Musielak-Orlicz type, Hϕ,q,s

A (Rn), is defined as the set of all distributions
f ∈ S ′(Rn) which can be represented as a sum of multiples of anisotropic
(ϕ, q, s)-atoms, that is, f =

∑
j aj in S ′(Rn), where aj for j is a multiple of an

anisotropic (ϕ, q, s)-atom supported in the dyadic cube Qj , with the property∑
j

ϕ
(
Qj, ‖aj‖Lqϕ(Qj)

)
<∞.

Define

Λq({aj}) := inf

⎧⎨⎩λ ∈ (0, ∞) :
∑
j

ϕ

(
Qj,

‖aj‖Lqϕ(Qj)

λ

)
≤ 1

⎫⎬⎭
and

‖f‖Hϕ,q,s
A (Rn) := inf

⎧⎨⎩Λq({aj}) : f =
∑
j

aj in S ′(Rn)

⎫⎬⎭ ,

where the infimum is taken over all admissible decompositions of f as above.

Remark 2.12. In the definition of (ϕ, q, s)-atoms, if we replace dyadic cubes
by dilated balls B := {x + Bk : x ∈ Rn, k ∈ Z}, which coincides with [33,
Definition 30], by Lemma 2.9(iv), we know that both anisotropic atomic Hardy spaces
of Musielak-Orlicz type are the same in the sense of equivalent (quasi-)norms.
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Combining Remark 2.12 and [33, Theorems 33 and 40], we obtain the following
conclusion.

Lemma 2.13. Let (ϕ, q, s) be admissible as in Definition 2.11. If m ≥ m(ϕ),
then

Hϕ
A(Rn) = Hϕ,q,s

A (Rn) = Hϕ
m,A(Rn)

with equivalent (quasi-)norms.

Proof. This lemma is just a corollary of [33, Theorems 33 and 40]. Indeed, if
m ≥ m(ϕ) and (ϕ, q, s) is admissible, by [33, Theorem 33], we have

Hϕ,q,s
A (Rn) ⊂ H

ϕ, q,m(ϕ)
A (Rn) ⊂ Hϕ

m,A(Rn).(2.9)

Conversely, if m ≥ m(ϕ), (ϕ, q, s) is admissible and m̃, s̃ ∈ Z+ such that

m̃ ≥ s̃ ≥ max{m, s, �q(ϕ) lnb/[i(ϕ) ln(λ−)]	}

with i(ϕ) and q(ϕ) being, respectively, as in (2.1) and (2.4), then, by Definition 2.7, [33,
Theorem 40] and Definition 2.11, together with Remark 2.12, we find that

Hϕ
m,A(Rn) ⊂ Hϕ

m̃,A(Rn) ⊂ Hϕ, q, s̃
A (Rn) ⊂ Hϕ,q,s

A (Rn),

which, combined with (2.9), implies that the conclusions of Lemma 2.13 and hence
completes its proof.

Then Theorem 2.8 is a direct consequence of Lemma 2.13 and the following theorem.

Theorem 2.14. Let (ϕ, q, s) be admissible as in Definition 2.11. Then

Hϕ
S,A(Rn) = Hϕ,q,s

A (Rn)

with equivalent (quasi-)norms.

To show Theorem 2.14, we need several technical lemmas. The following conclusion
comes from [43, pp. 7-8].

Lemma 2.15. Let q ∈ [1, ∞) and ϕ ∈ Aq(A). Then there exists a positive constant
C such that, for all k ∈ Z, t ∈ (0, ∞), x ∈ Rn and E ⊂ x+ Bk ,

ϕ(x+Bk, t)
ϕ(E, t)

≤ C
|x+Bk|q

|E|q .

The following lemma shows that anisotropic (ϕ, q, s)-atoms of Musielak-Orlicz
type are in Hϕ

S,A(Rn).
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Lemma 2.16. Let (ϕ, q, s) be admissible as in Definition 2.11. Then there ex-
ists a positive constant C := C(ϕ,q,s) such that, for any anisotropic (ϕ, q, s)-atom a
associated with some dyadic cube Q,∫

Rn

ϕ(x, S(a)(x)) dx≤ Cϕ
(
Q, ‖a‖Lqϕ(Q)

)
.(2.10)

Proof. We just consider q ∈ (q(ϕ), ∞) with q(ϕ) as in (2.4). The case q = ∞ is
easier, the details being omitted. Now let us write∫

Rn

ϕ(x, S(a)(x)) dx =
∫
xQ+Bv�(Q)+u+2σ

ϕ(x, S(a)(x)) dx+
∫
xQ+(Bv�(Q)+u+2σ)�

· · ·

=: I + II.

By Lemma 2.15 with ϕ ∈ Aq(A) and Lemma 2.9(iv), we conclude that, for any
t ∈ (0, ∞),

ϕ(xQ + Bv	(Q)+u+2σ , t) � b2q(u+σ)ϕ(xQ + Bv	(Q)−u, t) � ϕ(Q, t).

From this, Hölder’s inequality and the boundedness in Lq(Rn, ϕ(·, t)), uniformly in
t ∈ (0, ∞), of the Lusin-area function S with ϕ ∈ Aq(A) (see [9, Theorem 3.2]), it
follows that

I �
∫
xQ+Bv�(Q)+u+2σ

[
1 +

S(a)(x)
‖a‖Lqϕ(Q)

]
ϕ
(
x, ‖a‖Lqϕ(Q)

)
dx

� ϕ
(
Q, ‖a‖Lqϕ(Q)

)
+

1
‖a‖Lqϕ(Q)

{∫
xQ+Bv�(Q)+u+2σ

[S(a)(x)]qϕ
(
x, ‖a‖Lqϕ(Q)

)
dx

}1/q

×
[
ϕ
(
xQ +Bv	(Q)+u+2σ , ‖a‖Lqϕ(Q)

)]1−1/q
� ϕ

(
Q, ‖a‖Lqϕ(Q)

)
.

To estimate II, we claim that, for all j ∈ Z+ and

x ∈ Uj : = xQ +
(
Bv[	(Q)−j−1]+u+2σ \Bv[	(Q)−j]+u+2σ

)
,

(2.11) S(a)(x) � ‖a‖Lqϕ(Q)[b(λ−)s+1]vj ,

where s ≥ m(ϕ) with m(ϕ) as in (2.5). Assume the claim holds true for the moment.
Choose q̃ > q(ϕ) and p < i(ϕ) such that b−q̃+p(λ−)(s+1)p > 1 (which is possible, since
s ≥ m(ϕ)), then, by the claim, v < 0 as in Lemma 2.9(iv), the uniformly lower type p
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of ϕ, Lemma 2.15 with ϕ ∈ Aq̃(A) and Lemma 2.9(iv), we have

II �
∞∑
j=1

∫
Uj

[b(λ−)s+1]vjpϕ
(
x, ‖a‖Lqϕ(Q)

)
dx

�
∞∑
j=1

[b(λ−)s+1]vjpϕ
(
xQ + Bv[	(Q)−j−1]+u+2σ , ‖a‖Lqϕ(Q)

)
� ϕ

(
Q, ‖a‖Lqϕ(Q)

) ∞∑
j=1

[b(λ−)s+1]vjpb−vjq̃ � ϕ
(
Q, ‖a‖Lqϕ(Q)

)
.

Combining the estimates for I and II, we know that (2.10) holds true.
Thus, to finish the proof of (2.10), we still need to show the claim (2.11). To this

end, for any x ∈ Uj , let

[S(a)(x)]2 =

⎡⎣ ∑
k>−v	(Q)−u

+
∑

k≤−v	(Q)−u

⎤⎦ bk ∫
y∈x+B−k

|a ∗ φk(y)|2 dy =: II1 + II2.

To estimate II1, observe that, when −k < v(Q) + u, since φ ∈ S(Rn), pick some
N ∈ N to be fixed later, we conclude that, for all y ∈ x+ B−k ,

(2.12)
|a ∗ φk(y)| � bk

∫
Q
|a(z)φ(Ak(y − z))| dz

� bk
∫
Q
|a(z)| 1

[1 + ρ(Ak(y − z))]N+1
dz.

Using −k < v(Q) + u and (2.3), we have

y ∈ x+ B−k ⊂ xQ + (Bv[	(Q)−j]+u+2σ)� + B−k ⊂ xQ + (Bv[	(Q)−j]+u+σ)�.

By this and z ∈ xQ + Bv	(Q)+u, using (2.3) again, we obtain y − z ∈ (Bv[	(Q)−j]+u)�,
which implies that

ρ(y − z) ≥ bv[	(Q)−j]+u.(2.13)

Moreover, by Hölder’s inequality and[∫
Q
|ϕ(z, t)|− q′

q dz

] 1
q′

� bv	(Q)

[ϕ(Q, t)]
1
q

,

we see that, for all y ∈ x+B−k ,

(2.14)

∫
Q
|a(z)| dz ≤

[∫
Q
|a(z)|qϕ(z, t) dz

] 1
q
{∫

Q
[ϕ(z, t)]−

q′
q dz

} 1
q′

� bv	(Q)‖a‖Lqϕ(Q).
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Hence, by (2.12), (2.13) and (2.14), we find that, for all y ∈ x+B−k ,

|a ∗ φk(y)| � bk−(N+1){k+v[	(Q)−j]+u}+v	(Q)‖a‖Lqϕ(Q) � b−N{k+v[	(Q)−j]}‖a‖Lqϕ(Q).

Therefore, choosing N ∈ N such that bN > b(λ−)s+1, we conclude that

II1 �
∑

k>−v	(Q)−u
b−2N{k+v[	(Q)−j]}‖a‖2

Lqϕ(Q)

� b2Njv‖a‖2
Lqϕ(Q) � [b(λ−)s+1]2jv‖a‖2

Lqϕ(Q).

To estimate II2, since −k ≥ v(Q)+u and a has the vanishing moments up to order
s, by Taylor’s remainder theorem and φ ∈ S(Rn), we know that there exists some ξ ∈ Q
such that, for all y ∈ x+ B−k ,

|a ∗ φk(y)|

= bk

∣∣∣∣∣∣
∫
Q
a(z)

⎧⎨⎩φ(
Ak(y − z)

)
−

∑
|α|≤s

Dαφ(Ak(y − xQ))
α!

[
Ak(xQ − z)

]α⎫⎬⎭ dz

∣∣∣∣∣∣
� bk

∫
Q
|a(z)|

∣∣∣Ak(xQ − z)
∣∣∣s+1

sup
ξ∈Q

[
1 + ρ

(
Ak(y − ξ)

)]−N−1
dz.

By using Ak(z − xQ) ∈ Bk+v	(Q)+u , the fact |Amx| � (λ−)m for m < 0 and
x ∈ B0 (see [8, (2.7)]), and k + v(Q) + u ≤ 0, we obtain

|Ak(z − xQ)| � (λ−)k+v	(Q)+u.(2.15)

Moreover, if v[(Q)− j] + u > −k, by (2.3), we have

y ∈ x+ B−k ⊂ xQ + (Bv[	(Q)−j]+u+2σ +B−k)� ⊂ xQ + (Bv[	(Q)−j]+u+σ)�.

Using this, ξ ∈ Q ⊂ xQ + Bv	(Q)+u , by (2.3) again, we further have y − ξ ∈
(Bv[	(Q)−j]+u)�, which implies that

ρ(Ak(y − ξ)) ≥ bk+v[	(Q)−j]+u

and hence

sup
ξ∈Q

[1 + ρ(Ak(y − ξ))]−N−1 ≤ min
{
1, b−N(k+v[	(Q)−j]+u)

}
.(2.16)

If v[(Q)− j] +u ≤ −k, since b−N{k+v[	(Q)−j]+u} ≥ 1, it is easy to see that (2.16) still
holds true.



292 Baode Li, Xingya Fan and Dachun Yang

Write

II2 =

⎡⎣ ∑
−v[	(Q)−j]−u<k≤−v	(Q)−u

+
∑

k≤−v[	(Q)−j]−u

⎤⎦ bk ∫
x+B−k

|a ∗ φk(y)|2 dy

=: II2,1 + II2,2.

Choosing N ∈ N such that bN > b(λ−)s+1 and applying (2.14), (2.15) and (2.16), we
obtain

II2,1 �
∑

−v[�(Q)−j]−u<k≤−v�(Q)−u

[
‖a‖Lq

ϕ(Q)(λ−)(s+1)[k+v�(Q)+u]bv�(Q)+k−N{k+v[�(Q)−j]+u}
]2

� [b(λ−)s+1]2jv‖a‖2
Lq

ϕ(Q)

and

II2,2 �
∑

k≤−v[	(Q)−j]−u

[
‖a‖Lqϕ(Q)(λ−)(s+1){k+v	(Q)+u}bk+v	(Q)

]2

� [b(λ−)s+1]2jv‖a‖2
Lqϕ(Q).

Combining the estimates of II1, II2,1 and II2,2, we know that (2.11) holds true, which
completes the proof of Lemma 2.16.

Lemma 2.17. Let (ϕ, q, s) be admissible as in Definition 2.11. Then

Hϕ,q,s
A (Rn) ⊂ S ′

0(R
n).

Proof. We show this lemma by borrowing some ideas from the proof of [24,
Lemma 4.14].

For m := m(ϕ) with m(ϕ) as in (2.5), k ∈ Z, φ ∈ S(Rn), f ∈ Hϕ
A(Rn), x ∈

Rn and y ∈ x + Bk , we have |f ∗ φk(x)| ≤ ‖φ‖Sm(Rn)f
∗(y). Moreover, noticing

that, for any p ∈ (0, i(ϕ)), ϕ is of uniformly lower type p, then, by the uniformly
lower type p and the uniformly upper type 1 properties of ϕ and the property that∫

Rn
ϕ(x, |g(x)|/‖g‖Lϕ(Rn)) dx = 1 for all g ∈ Lϕ(Rn) \ {0} (see [30, Lemma 4.2(i)]),

we conclude that, for all x ∈ Rn,

min{|f ∗ φk(x)|p, |f ∗ φk(x)|}
� ‖φ‖Sm(Rn)[ϕ(x+Bk, 1)]−1

∫
x+Bk

ϕ(y, 1) min{[f∗(y)]p, f∗(y)} dy

� ‖φ‖Sm(Rn)[ϕ(x+Bk, 1)]−1

∫
x+Bk

ϕ(y, f∗(y)) dy

� ‖φ‖Sm(Rn)[ϕ(x+Bk, 1)]−1 max{‖f‖p
Hϕ
A(Rn)

, ‖f‖Hϕ
A(Rn)} → 0,
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as k → −∞, which implies that f vanishes weakly at infinity. Combining this and
Lemma 2.13, we then complete the proof of Lemma 2.17.

Using Lemmas 2.16 and 2.17, with a slight modification on the proof of [30, Theorem
5.1], we have the following conclusion, the details being omitted.

Lemma 2.18. Let (ϕ, q, s) be admissible as in Definition 2.11. ThenHϕ,q,s
A (Rn) ⊂

Hϕ
S,A(Rn) and the inclusion is continuous.

The following Calderón reproducing formula is just [9, Proposition 2.14]. In what
follows, for any ψ ∈ L1(Rn) and ξ ∈ Rn, let ψ̂(ξ) :=

∫
Rn
e−2πiξxψ(x) dx.

Lemma 2.19. Let s ∈ Z+ and A be a dilation on Rn. Then there exist θ, ψ ∈
S(Rn) such that
(i) supp θ ⊂ Bρ(�0n, 1) := {x ∈ Rn : ρ(x) < 1}, ∫

Rn
xγθ(x) dx = 0 for all γ ∈

(Z+)n with |γ| ≤ s, and θ̂(ξ) ≥ C > 0 for all ξ ∈ {x ∈ Rn : a ≤ ρ(x) ≤ b},
where 0 < a < b < 1 are constants;

(ii) supp ψ̂ is compact and bounded away from the origin;
(iii)

∑
j∈Z

ψ̂((A∗)jξ)θ̂((A∗)jξ) = 1 for all ξ ∈ Rn \ {�0n}, where A∗ denotes the
transpose of A.

Then, for all f ∈ S ′
0(R

n), f =
∑

j∈Z
f ∗ ψj ∗ θj in S ′(Rn).

The following lemma says that the space Lq(Rn, ϕ(·, t)) with t ∈ (0, ∞) can be
characterized by the Lusin-area function and the Littlewood-Paley g-function, respec-
tively. Moreover, the conclusions of Lemma 2.20 associated to the Lusin-area function
are just [9, Theorem 3.2] in the one parameter case.

Lemma 2.20. Let ϕ ∈ A∞(A) with q ∈ (q(ϕ), ∞), t ∈ (0, ∞) and θ, ψ be
as in Lemma 2.19. Suppose φ := θ or ψ. Then f ∈ Lq(Rn, ϕ(·, t)) if and only
if f ∈ S ′

0(R
n) and S(f) ∈ Lq(Rn, ϕ(·, t)) if and only if f ∈ S ′

0(R
n) and g(f) ∈

Lq(Rn, ϕ(·, t)), where S(f) and g(f) are defined, respectively, as in (2.7) and (2.8)
via replacing ψ therein by φ. Moreover, for all f ∈ Lq(Rn, ϕ(·, t)), ‖f‖Lq(Rn, ϕ(·, t)) ∼
‖S(f)‖Lq(Rn, ϕ(·, t)) ∼ ‖g(f)‖Lq(Rn, ϕ(·, t)) hold true uniformly for all t ∈ (0, ∞),
where the implicit positive constants are independent of f and t.

By a slight and obvious modification on the proof of [9, Theorem 3.2], namely,
replacing two parameters therein by one parameter here, we can show Lemma 2.20, the
details being omitted.

Recall that the anisotropic Hardy-Littlewood maximal functionMA(f) of any lo-
cally integrable function f is defined by setting, for all x ∈ Rn,

MAf(x) := sup
x∈B,B∈B

1
|B|

∫
B
|f(y)| dy.(2.17)
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The following Lemma 2.21 is essentially [7, Theorem 2.5], by observing that the
positive constant C̃ in Lemma 2.21 bellow only depends on n, p, q and the weight
constant C(p, A, n, ϕ) which is uniform on t ∈ (0, ∞), the detail being omitted.

Lemma 2.21. Let ϕ ∈ Ap(A), p ∈ (1, ∞) and q ∈ (1, ∞]. Then the anisotropic
Hardy-Littlewood maximal operator MA is bounded on Lp(Rn, ϕ(·, t)) uniformly
for t ∈ (0, ∞) and, moreover, there exists a positive constant C̃ , depending only on
n, p, q and C(p,A, n, ϕ) in Definition 2.2, such that, for all t ∈ (0, ∞) and {fj}j∈N ⊂
Lp(Rn, ϕ(·, t)),∥∥∥∥∥∥∥

⎧⎨⎩∑
j∈N

[MA(fj)]q

⎫⎬⎭
1/q

∥∥∥∥∥∥∥
Lp(Rn, ϕ(·, t))

≤ C̃

∥∥∥∥∥∥∥
⎧⎨⎩∑
j∈N

|fj|q
⎫⎬⎭

1/q
∥∥∥∥∥∥∥
Lp(Rn, ϕ(·, t))

.

Proof of Theorem 2.14. By Lemma 2.18, we only need to show Hϕ
S,A(Rn) ⊂

Hϕ,q,s
A (Rn), which is proved by the following five steps.

Step 1. Decompose f via the Calderón reproducing formula.
For any k ∈ Z and f ∈ Hϕ

S,A(Rn), let Ωk := {x ∈ Rn : S(f)(x) > 2k} and

Rk := {Q ∈ Q : |Q∩ Ωk| > |Q|/2, |Q ∩ Ωk+1| ≤ |Q|/2}.
Then, for each dyadic cube Q ∈ Q, there exists a unique k ∈ Z such that Q ∈ Rk. Let
(Q), v, u be the same as in Lemma 2.9 corresponding to A. For any Q ∈ Q, let

Q̃ := {(y, m) ∈ Rn × R : y ∈ Q, m ∼ v(Q) + u},
here and hereafter, m ∼ v(Q) + u always means

v(Q) + u+ σ ≤ m < v[(Q)− 1] + u+ σ,(2.18)

where σ is as in (2.2) and (2.3). Observe that, in the above inequality, v is negative.
Obviously, {Q̃}Q∈Q are mutually disjoint and

Rn × R =
⋃
k∈Z

⋃
Q∈Rk

Q̃.(2.19)

Let θ and ψ be as in Lemma 2.19 and let each θ have the vanishing moments up to
order s with s ≥ m(ϕ).

For all f ∈ Hϕ
S,A(Rn) and x ∈ Rn, by Lemma 2.19, together with the properties

of f ∈ S ′(Rn) (see [41, p. 23, Theorem 3.13] or [22, Theorem 2.3.20]), and (2.19), we
know that

f(x) =
∑
k∈Z

f ∗ ψ−k ∗ θ−k(x) =
∫

Rn×R

f ∗ ψ−m(y)θ−m(x− y) dy dσ(m)

=
∫
⋃
k∈Z

⋃
Q∈Rk Q̃

f ∗ ψ−m(y)θ−m(x− y) dy dσ(m) =
∑
k∈Z

∑
Q∈Rk

eQ(x)
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hold true in S ′(Rn), where

eQ(x) :=
∫
Q̃

f ∗ ψ−m(y)θ−m(x− y) dy dσ(m),(2.20)

and σ(m) is the counting measure on R.
Let {Q	k}	 be the set of all maximal dyadic cubes in Rk. For any Q in Rk, by

Lemma 2.9(ii), there exists a unique maximal dyadic cube Q	
k such that Q ⊂ Q	

k. Then
we further have f =

∑
k∈Z

∑
	 a

	
k in S ′(Rn), where

a	k :=
∑

Q⊂Q�k, Q∈Rk

eQ.(2.21)

Step 2. Prove ‖f‖Hϕ, q, s
A (Rn) � ‖f‖Hϕ

S,A(Rn).
First, we need a subtle estimate as follows.
Let G be any set of dyadic cubes in Rn and eQ as in (2.20) for all Q ∈ G. Then we

claim that, for all x ∈ Rn,⎡⎣S
⎛⎝∑
Q∈G

eQ

⎞⎠ (x)

⎤⎦2

�
∑
Q∈G

[MA(cQχQ)(x)]2,(2.22)

where

cQ :=
{∫

Q̃

|ψ−m ∗ f(y)|2 dy dσ(m)
bm

}1/2

.

Indeed, we can show the above claim by borrowing some ideas from [9, Lemma 4.7]. For
any Q ∈ Q, let Q′ := cQ +Bv[	(Q)−1]+u+2σ . By repeating the proof of [9, Lemma 4.7,
pp. 412-413] via replacing two parameters therein by one parameter here, we conclude
that ⎡⎣S

⎛⎝∑
Q∈G

eQ

⎞⎠ (x)

⎤⎦2

�
∑
Q∈Q

(cQ)2[MA(χQ)(x)]2

⎧⎨⎩ ∑
P∈Q,Q′∩P ′ 
=∅

b(s+1)v|	(Q)−	(P )| logb(λ−)

⎫⎬⎭ .

Combining this and the following estimate (see [9, (4.18)] in one parameter case)∑
P∈Q,Q′∩P ′ 
=∅

b(s+1)v|	(Q)−	(P )| logb(λ−) � 1,

we obtain the desired claim.
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By Lemma 2.20, (2.22) and Lemma 2.21 with ϕ ∈ Aq(A), where q ∈ (q(ϕ), ∞),
we find that

‖a	k‖Lq(Rn, ϕ(·, t))

=

∥∥∥∥∥∥
∑

Q⊂Q�k,Q∈Rk

eQ

∥∥∥∥∥∥
Lq(Rn, ϕ(·, t))

�

∥∥∥∥∥∥S
⎛⎝ ∑
Q⊂Q�k, Q∈Rk

eQ

⎞⎠∥∥∥∥∥∥
Lq(Rn, ϕ(·, t))

�

∥∥∥∥∥∥∥
⎧⎨⎩ ∑
Q⊂Q�k, Q∈Rk

[MA (cQχQ)]2

⎫⎬⎭
1/2

∥∥∥∥∥∥∥
Lq(Rn, ϕ(·, t))

�

∥∥∥∥∥∥∥
⎡⎣ ∑
Q⊂Q�k, Q∈Rk

(cQ)2χQ

⎤⎦1/2
∥∥∥∥∥∥∥
Lq(Rn, ϕ(·, t))

.

Notice that, for any Q ∈ Rk and x ∈ Q, by Lemma 2.9(iv), we conclude that

MA(χΩk )(x) ≥ 1
bv	(Q)+u

∫
xQ+Bv�(Q)+u

χΩk (y) dy > b−2u |Ωk ∩Q|
|Q| >

1
2b2u

,

which implies that⋃
Q⊂Q�k,Q∈Rk

Q ⊂ Ω̃k := {x ∈ Rn : MA(χΩk )(x) > (2b2u)−1}.(2.23)

Moreover, for any Q ∈ Rk and x ∈ Q, by Q ⊂ Ω̃k and Lemma 2.9(iv), we have

MA

(
χQ∩(Ω̃k\Ωk+1)

)
(x) � 1

|Q|
∫
Q
χΩ̃k\Ωk+1

(y) dy � |Q| − |Q|/2
|Q| � χQ(x).

From this and Lemma 2.21, it follows that

(2.24)

‖a	k‖Lq(Rn, ϕ(·, t))

�

∥∥∥∥∥∥∥
⎧⎨⎩ ∑
Q⊂Q�k, Q∈Rk

[
MA

(
cQχQ∩(Ω̃k\Ωk+1)

)]2

⎫⎬⎭
1/2

∥∥∥∥∥∥∥
Lq(Rn, ϕ(·, t))

�

∥∥∥∥∥∥∥
⎡⎣ ∑
Q⊂Q�k, Q∈Rk

(cQ)2χ
Q∩(Ω̃k\Ωk+1)

⎤⎦1/2
∥∥∥∥∥∥∥
Lq(Rn, ϕ(·, t))

.



Anisotropic Hardy Spaces of Musielak-Orlicz Type 297

For anyQ ∈ Rk, x ∈ Q and (y, m) ∈ Q̃, by Lemma 2.9(iv) and (2.18), we conclude
that x − y ∈ Bv	(Q)+u+σ ⊂ Bm, which, together with the disjointness of {Q̃}Q⊂Q�k ,
implies that

(2.25)

∑
Q⊂Q�k,Q∈Rk

(cQ)2χQ∩(Ω̃k\Ωk+1)(x)

=
∑

Q⊂Q�k, Q∈Rk

∫
Q̃
|ψ−m ∗ f(y)|2 dy dσ(m)

bm
χ
Q∩(Ω̃k\Ωk+1)

(x)

� [S(f)(x)]2χ
Q�k∩(Ω̃k\Ωk+1)

(x).

Therefore, for any t ∈ (0, ∞), by (2.24) and (2.25), we further have

‖a	k‖Lq(Rn, ϕ(·, t)) �
{∫

Rn
[S(f)(x)]q χQ�k∩(Ω̃k\Ωk+1)(x)ϕ(x, t) dx

}1/q

� 2k[ϕ(Q	k, t)]
1
q ,

which implies that ‖a	k‖Lqϕ(Q�k)
≤ C̃2k, where C̃ is a positive constant independent of

k and . By the weighted boundedness in Lq(Rn, ϕ(·, t)) of MA with ϕ ∈ Aq(A)
and q ∈ (q(ϕ), ∞) uniformly in t ∈ (0,∞) (see Lemma 2.21), we see that, for all
t ∈ (0, ∞),

ϕ
(
Ω̃k, t

)
≤ (2b2u)q

∫
Rn

[MA(χΩk)(x)]
qϕ(x, t) dx � ϕ(Ωk, t).(2.26)

Thus, using ‖a	k‖Lqϕ(Q�k)
� 2k, (2.23) with the disjointness of {Q	

k}k∈Z,	, (2.26) and the
following estimate (see [30, Lemma 5.4] with a slight modification)∑

k∈Z

ϕ

(
Ωk,

2k

λ

)
�

∫
Rn

ϕ

(
x,
S(f)(x)

λ

)
dx,

we conclude that∑
k∈Z

∑
	

ϕ

(
Q	k,

‖a	k‖Lqϕ(Q�k)

λ

)
�

∑
k∈Z

ϕ

(
Ωk,

2k

λ

)
�

∫
Rn

ϕ

(
x,
S(f)(x)

λ

)
dx,

which implies ‖f‖Hϕ, q, s
A (Rn) � ‖S(f)‖Lϕ(Rn).

Step 3. Show supp a	k ⊂ B	k := xQ�k
+ Bv[	(Q�k)−1]+u+3σ .

If x ∈ supp a	k, by the definition of a	k in (2.21), a	k(x) �= 0 implies that there exists
Q ⊂ Q	k and Q ∈ Rk such that eQ(x) �= 0. Recall that, for all m ∈ Z and x ∈ Rn,

θ−m(x) := b−mθ(A−mx)
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and supp θ ⊂ B0. If eQ(x) �= 0, by (2.20) again, there exists (y, m) ∈ Q̃ such that
A−m(x− y) ∈ B0. Moreover, by (2.18), (2.2) and Lemma 2.9(iv), we further have

x ∈ y +Bm ⊂ xQ + Bv	(Q)+u + Bv[	(Q)−1]+u+σ ⊂ xQ + Bv[	(Q)−1]+u+2σ .

Thus,

supp eQ ⊂ xQ +Bv[	(Q)−1]+u+2σ .

From this, a	k =
∑

Q⊂Q�k,Q∈Rk
eQ, Lemma 2.9(iv) and (2.2), we deduce that

supp a	k ⊂
⋃

Q⊂Q�k,Q∈Rk

(
xQ + Bv[	(Q)−1]+u+2σ

)
⊂ xQ�k

+Bv	(Q�k)+u +Bv[	(Q�k)−1]+u+2σ

⊂ xQ�k
+Bv[	(Q�k)−1]+u+3σ .

Step 4. Prove ‖ã	k‖Lqϕ(B�k)
≤ ‖χB�k‖

−1
Lϕ(Rn).

Let λ	k := C̃2k‖χB�k‖Lϕ(Rn) and ã	k := (λ	k)
−1a	k. Then we have

f =
∑
k∈Z

∑
	

a	k =
∑
k∈Z

∑
	

λ	kã
	
k

in S ′(Rn). By ‖a	k‖Lqϕ(Q�k)
≤ C̃2k, we see that ‖ã	k‖Lqϕ(Q�k)

≤ ‖χB�k‖
−1
Lϕ(Rn).

Step 5. Show the vanishing moments of a	k.
By (2.25) and ϕ(Ω̃k, t) � ϕ(Ωk, t) (see (2.26)), we obtain

(2.27)

∥∥∥∥∥∥∥
⎡⎣ ∑

Q∈Rk

(cQ)2χQ∩(Ω̃k\Ωk+1)

⎤⎦1/2
∥∥∥∥∥∥∥

q

Lq(Rn, ϕ(·, t))

≤
∫

Rn

⎧⎨⎩χQ�
k∩(Ω̃k\Ωk+1)

(x)
∫
⋃

Q⊂Q�
k

,Q∈Rk
Q̃

|f ∗ψ−m(y)|2dydσ(m)
bm

⎫⎬⎭
q/2

ϕ(x, t)dx

�2kqϕ(Ωk, t) <∞.

Take any N ∈ N and let Rk,N := {Q ∈ Rk : |(Q)| > N}. Similar to the estimate of
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(2.24), via replacing a	k by
∑

Q⊂Q�k,Q∈Rk,N
eQ, we conclude that∥∥∥∥∥∥

∑
Q⊂Q�

k, Q∈Rk, N

eR

∥∥∥∥∥∥
q

Lq(Rn, ϕ(·, t))

�

∥∥∥∥∥∥∥
⎡⎣ ∑

Q⊂Q�
k, Q∈Rk, N

(cQ)2χQ∩(Ω̃k\Ωk+1)

⎤⎦1/2
∥∥∥∥∥∥∥

q

Lq(Rn, ϕ(·, t))

�
∫

Rn

χQ�
k∩(Ω̃k\Ωk+1)

(x)

⎡⎣∫⋃
Q⊂Q�

k
, Q∈Rk, N

Q̃

|f ∗ ψ−m(y)|2dydσ(m)
bm

⎤⎦q/2

ϕ(x, t) dx.

Then, by (2.27) and Lebesgue’s dominated convergence theorem, we have∥∥∥∥∥∥
∑

Q⊂Q�k, Q∈Rk,N

eQ

∥∥∥∥∥∥
Lq(Rn, ϕ(·, t))

→ 0

as N → ∞, which implies that a	k =
∑

Q⊂Q�
k

Q∈Rk

eQ holds true in Lq(Rn, ϕ(·, t)).
Moreover, recall that θ has the vanishing moments s ≥ m(ϕ) and so is eQ. Let
h(x) := xαχB�k

(x) for all x ∈ Rn with |α| ≤ s and q′ ∈ [1, ∞) such that 1/q+1/q′ = 1.
Obviously,

h ∈ Lq
′
(Rn, [ϕ(·, t)]−q′/q).

Then, by the fact that supp a	k ⊂ B	k , (Lq
′
(Rn, [ϕ(·, t)]−q′/q))∗ = Lq(Rn, ϕ(·, t)) and

supp eQ ⊂ B	k , we obtain∫
Rn

a	k(x)x
α dx = 〈a	k, h〉 =

∑
Q⊂Q�k, Q∈Rk

〈eQ, h〉 =
∑

Q⊂Q�k ,Q∈Rk

∫
Rn

eQ(x)xα dx = 0.

Thus, a	k has the vanishing moments up to order s. Combining Steps 3 through 5, we
find that a	k is a multiple of a (ϕ, q, s)-atom associated toB 	

k . This finishes the proof of
Theorem 2.8.

Corollary 2.22. Let ϕ be an anisotropic growth function as in Definition 2.3. Then
Hϕ
S,A(Rn) is well defined. Precisely, if ψ1, ψ2 ∈ S(Rn) are as in Definition 2.7, then

Hϕ
Sψ1

,A(Rn) = Hϕ
Sψ2

,A(Rn) with equivalent (quasi-)norms, where Sψ1 and Sψ2 are
defined, respectively, as in (2.7) via replacing ψ by ψ1 or ψ2.

3. LITTLEWOOD-PALEY g-FUNCTION AND g∗λ-FUNCTION CHARACTERIZATIONS OF Hϕ
A(Rn)

In this section, we establish the Littlewood-Paley g-function and g ∗λ-function char-
acterizations of Hϕ

A(Rn) via first establishing an anisotropic Peetre’s inequality of
Musielak-Orlicz type. The following theorem is the first main result of this section.
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Theorem 3.1. Let ϕ be an anisotropic growth function as in Definition 2.3. Then

Hϕ
A(Rn) = Hϕ

g,A(Rn)

with equivalent (quasi-)norms.

To prove Theorem 3.1, we begin with recalling some notation and establishing
several technical lemmas. For any j ∈ Z and k ∈ Zn, let Qj, k := A−j([0, 1)n + k),
Qj := {Qj, k : k ∈ Zn} and Q̃ :=

⋃
j∈Z

Qj . Recall that Qj, k for j ∈ Z and k ∈ Zn

is called a dilated cube (see, for example, [7, p. 1475]). Obviously, for all k1, k2 ∈ Zn

and k1 �= k2, |Qj, k1 ∩Qj, k2| = 0.
In what follows, for any x ∈ Rn and r ∈ (0, ∞), let

Bρ(x, r) := {y ∈ Rn : ρ(x− y) < r}.
For any dilated cubeQj, k, denoting by cQj, k its center, via [6, Lemma 2.9(a)], we know
that there exists a positive integer j0 := j(A,n), depending on A and n, such that, for any
x ∈ Q,

Bρ(cQj, k , b
−j0−j) ⊂ Qj, k ⊂ Bρ(x, bj0−j).(3.1)

For any function Φ on Rn and Q := Qj, k , the left corner A−jk in Qj, k is denoted
by xQj, k , and let xQ := xQj, k and, for all x ∈ Rn,

ΦQ(x) := |Q|1/2Φj(x− xQ).(3.2)

We need the following discrete Calderón reproducing formula which is an anisotropic
version of [18, Theorem 6.16].

Lemma 3.2. Let Ψ, Φ ∈ S(Rn) such that supp Φ̂, supp Ψ̂ ⊂ [−1, 1]n\ {�0n} and∑
j∈Z

Φ̂((A∗)jξ)Ψ̂((A∗)jξ) = 1 for all ξ ∈ Rn \ {�0n},

where A∗ denotes the transpose of A. Then, for all f ∈ S ′
0(R

n),

f(·) =
∑
Q∈Q̃

〈f,ΦQ〉ΨQ(·) =
∑
j∈Z

∑
Q∈Qj

b−jf ∗ Φ̃j(xQ)Ψj(· − xQ)

holds true in S ′(Rn), where Φ̃(·) := Φ(−·), and ΦQ and ΨQ are defined as in (3.2).

Proof. For any f ∈ S ′
0(R

n) and Φ, Ψ as in Lemma 3.2, by [9, Lemma 2.12(i)], we
have f =

∑
j∈Z

f ∗ Φ̃j ∗ Ψj in S ′(Rn), which, combined with the fact that

f ∗ Φ̃j ∗ Ψj(·) =
∑
Q∈Qj

b−jf ∗ Φ̃j(xQ)Ψj(· − xQ)
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in S ′(Rn) (see the proof of [6, Lemma 2.8, pp. 1478-1479]), then completes the proof
of Lemma 3.2.

Here, we point out that the condition supp Ψ̂ ⊂ [−1, 1]n \ {�0n} in Lemma 3.2
implies that

∫
Rn

Ψ(x)xα dx = 0 for all multi-indices α.
For any j, j ′ ∈ Z and ψ, φ ∈ S(Rn), by [9, Lemma 5.4(i)] with

ψj′ ∗ φj(·) = bj(ψj′−j ∗ φ)(Aj·),
we have the following Lemma 3.3, the details being omitted.

Lemma 3.3. Let s, M ∈ N and ψ, φ ∈ S(Rn) which have the vanishing moments
up to order s. Then there exists a positive constant C(s,M ), depending on s and M ,
such that, for all j, j ′ ∈ Z with j ′ ≥ j and x ∈ Rn,

|ψj′ ∗ φj(x)| ≤ C(s,M )b
j−(j′−j)(s+1)ζ− [1 + ρ(Ajx)]−M ,

where ζ− := ln(λ−)/ ln b.

Definition 3.4. Let r, λ ∈ (0, ∞). For any sequence s := {sQ}Q∈Q̃ ⊂ C, its
majorant sequence s∗r,λ := {(s∗r,λ)Q}Q∈Q̃, is defined, by setting, for all Q ∈ Q̃,

(s∗r,λ)Q :=

⎧⎨⎩ ∑
P∈Q̃, |P |=|Q|

|sP |r
[1 + |Q|−1ρ(xQ − xP )]λ

⎫⎬⎭
1
r

.

The following Lemma 3.5 is just [5, Lemma 6.2].

Lemma 3.5. Let j ∈ Z, a, r ∈ (0, ∞) with a ≤ r and λ ∈ (r/a, ∞). Then there
exists a positive constant C such that, for any sequence s := {sQ}Q∈Q̃ ⊂ C,

∑
|Q|=b−j

(s∗r,λ)QχQ ≤ C

⎡⎣MA

⎛⎝ ∑
|Q|=b−j

|sQ|aχQ
⎞⎠⎤⎦ 1

a

.

The following Lemma 3.6 is an anisotropic version of the Musielak-Orlicz Fefferman-
Stein vector-valued inequality from [34, Theorem 2.10], whose proof is also an obvious
modification of the proof of [34, Theorem 2.10], the details being omitted.

Lemma 3.6. Let r ∈ (1, ∞], ϕ be a Musielak-Orlicz function with the uniformly
lower type p−ϕ and the uniformly upper type p+

ϕ , q ∈ (1, ∞) and ϕ ∈ Aq(A). If
q(ϕ) < p−ϕ ≤ p+

ϕ < ∞, then there exists a positive constant C such that, for all
{fj}j∈Z ∈ Lϕ(r, Rn),

∫
Rn
ϕ

⎛⎜⎝x,
⎧⎨⎩∑
j∈Z

[MA(fj)(x)]r

⎫⎬⎭
1
r

⎞⎟⎠ dx ≤ C

∫
Rn
ϕ

⎛⎜⎝x,
⎧⎨⎩∑
j∈Z

|fj(x)|r
⎫⎬⎭

1
r

⎞⎟⎠ dx.
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Lemma 3.7. Let ϕ be an anisotropic growth function as in Definition 2.3. Then,
for any r ∈ (0, ∞) and λ ∈ (max{1, r/2, rq(ϕ)/i(ϕ)},∞), there exists a positive
constant C such that, for all s := {sQ}Q∈Q̃,

∫
Rn

ϕ

⎛⎜⎝x,
⎡⎣∑
Q∈Q̃

{(s∗r,λ)Q}2χQ(x)

⎤⎦ 1
2

⎞⎟⎠ dx≤C
∫

Rn

ϕ

⎛⎜⎝x,
⎡⎣∑
Q∈Q̃

|sQ|2χQ(x)

⎤⎦ 1
2

⎞⎟⎠ dx.

Proof. We show this lemma by borrowing some ideas from the proof of [5,
Lemma 3.3]. Let r ∈ (0, ∞) and λ ∈ (max{1, r/2, rq(ϕ)/i(ϕ)},∞). If r <
min{2, i(ϕ)/q(ϕ)}, we let a := r. Otherwise, if r ≥ min{2, i(ϕ)/q(ϕ)}, we choose
a such that r/λ < a < min{r, 2, i(ϕ)/q(ϕ)}. It is possible to choose such an a, since
λ > max{1, r/2, rq(ϕ)/i(ϕ)} implies r/λ < min{r, 2, i(ϕ)/q(ϕ)}. In both cases,
we find that

0 < a ≤ r <∞, λ >
r

a
,

2
a
> 1 and

i(ϕ)
a

> q(ϕ).

For the above last inequality, by choosing p ∈ (0, i(ϕ)) close to i(ϕ), we further obtain
p/a > q(ϕ). Therefore, by Lemma 3.5, we conclude that

(3.3)

∫
Rn

ϕ

⎛⎜⎜⎝x,
⎧⎨⎩∑
j∈Z

⎡⎣ ∑
|Q|=b−j

(s∗r,λ)QχQ(x)

⎤⎦2⎫⎬⎭
1
2

⎞⎟⎟⎠ dx

�
∫

Rn

ϕ

⎛⎜⎜⎜⎝x,
⎧⎪⎪⎨⎪⎪⎩
⎛⎜⎝∑
j∈Z

⎡⎣MA

⎛⎝ ∑
|Q|=b−j

|sQ|aχQ
⎞⎠ (x)

⎤⎦ 2
a

⎞⎟⎠
a
2

⎫⎪⎪⎬⎪⎪⎭
1
a

⎞⎟⎟⎟⎠ dx.

Moreover, let ϕ̃(x, t) := ϕ(x, t1/a) for all x ∈ Rn and t ∈ (0,∞). From the fact
that ϕ is of uniformly upper type 1 and uniformly lower type p, it follows that ϕ̃ is of
uniformly upper type 1/a and uniformly lower type p/a. Then, applying Lemma 3.6
with 1/a > p/a > q(ϕ) to (3.3), we obtain the desired inequality in Lemma 3.7 and
hence complete the proof of Lemma 3.7.

The following Lemma 3.8 comes from [6, p. 423].

Lemma 3.8. For any f ∈ S ′(Rn), Φ ∈ S(Rn) and supp Φ̂ being compact and
bounded away from the origin, the sequences sup(f) := {supQ(f)}

Q∈Q̃ and inf(f) :=

{infQ(f)}Q∈Q̃ are defined, respectively, by setting, for any Q ∈ Q̃ with |Q| = b−j for
some j ∈ Z,

supQ(f) := sup
y∈Q

|f ∗ Φ̃j(y)|
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and

infQ(f) := inf

{
sup
y∈P

|f ∗ Φ̃j(y)| : |P ∩Q| �= 0, |Q|/|P | = bγ

}
,

where γ ∈ N. Then, for any λ, r ∈ (0, ∞) and sufficient large γ ∈ N, there exists a
positive constant C such that, for all Q ∈ Q̃,

(supQ(f))∗r,λ ≤ C(infQ(f))∗r,λ.

Proof of Theorem 3.1. Let (ϕ, q, s) be admissible as in Definition 2.11. By repeating
the proof of Lemma 2.18 with a slight modification, we easily obtain H ϕ,q,s

A (Rn) ⊂
Hϕ
g,A(Rn) with continuous inclusion. From this, H ϕ,q,s

A (Rn) ⊂ S ′
0(R

n) and

Hϕ,q,s
A (Rn) = Hϕ

A(Rn)

with equivalent (quasi-)norms (see Lemma 2.13), it follows that H ϕ
A(Rn) ⊂ Hϕ

g,A(Rn)
with continuous inclusion. Conversely, to prove H ϕ

g,A(Rn) ⊂ Hϕ
A(Rn), since

‖ · ‖Hϕ
A(Rn) ∼ ‖ · ‖Hϕ

S,A(Rn),

we only need to show that, for all f ∈ Hϕ
g,A(Rn), ‖S(f)‖Lϕ(Rn) � ‖g(f)‖Lϕ(Rn).

Let Φ, Ψ ∈ S(Rn) be as in Lemma 3.2 and let ψ ∈ S(Rn) have the vanishing
moments up to order s to be fixed later. For any M ∈ N to be fixed later, j ∈ Z, f ∈
S ′

0(R
n), x ∈ Rn and y ∈ x+ B−j , by Lemmas 3.2 and 3.3, we have

|f ∗ ψj(y)| �
∑
j′∈Z

∑
Q∈Qj′

b−j
′ |f ∗ Φ̃j′(xQ)Ψj′ ∗ ψj(y − xQ)|

�
∑
j′≤j

∑
Q∈Qj′

b−(j−j′)(s+1)ζ−

[1 + ρ(Aj′(y − xQ))]M
|(f ∗ Φ̃j′)(xQ)|

+
∑
j′>j

∑
Q∈Qj′

b−(j′−j)[1+(s+1)ζ−]

[1 + ρ(Aj(y − xQ))]M
|(f ∗ Φ̃j′)(xQ)| =: I + II.

For any m ∈ Z+, when m = 0, letAm := {Q ∈ Qj′ : ρ(Aj
′
(y − xQ)) ≤ bm} and,

when m ≥ 1,

Am := {Q ∈ Qj′ : bm−1 < ρ(Aj
′
(y − xQ)) ≤ bm}.

Then, we conclude that

(3.4)

∑
Q∈Am

b−(j−j′)(s+1)ζ−

[1 + ρ(Aj′(y − xQ))]M
|(f ∗ Φ̃j′)(xQ)|

≤ b−(j−j′)(s+1)ζ−−mM ∑
Q∈Am

|(f ∗ Φ̃j′)(xQ)|.
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Notice that, for all z ∈ Q ∈ Am, by Definition 2.1(iii) and (3.1), we see that

ρ(z − y) ≤ H [ρ(z− xQ) + ρ(xQ − y)] ≤ H [bj0−j
′
+ bm−j′ ] < 2Hbj0+m−j′ ,

where j0 ∈ Z+ is as in (3.1), which implies that⋃
Q∈Am

Q ⊂ Bρ(y, 2Hbj0+m−j′) := {z ∈ Rn : ρ(z − y) < 2Hbj0+m−j′}.(3.5)

Moreover, if j ′ ≤ j, usingm, j0 ∈ N andx ∈ y+B−j which impliesρ(x−y) < b−j ,
we obtain x ∈ Bρ(y, 2Hbj0+m−j′). Thus, for all j ′ ≤ j and r ∈ (0, 1] to be fixed later,
by (3.5), we find that

(3.6)

∑
Q∈Am

|f ∗ Φ̃j′(xQ)|

� b
j′
r

⎧⎨⎩
∫
Bρ(y,2Hbj0+m−j′ )

∑
Q∈Am

∣∣∣f ∗ Φ̃j′(xQ)
∣∣∣r χQ(z) dz

⎫⎬⎭
1/r

� b
m
r

⎡⎣MA

⎛⎝⎡⎣ ∑
Q∈Qj′

|f ∗ Φ̃j′(xQ)|χQ
⎤⎦r⎞⎠ (x)

⎤⎦1/r

,

where MA is as in (2.17).
We choose M ∈ N such thatM > 1/r. Then, by (3.4) and (3.6), we conclude that

I �
∑
j′≤j

∞∑
m=0

b−(j−j′)(s+1)ζ−−m(M− 1
r
)

⎧⎨⎩MA

⎛⎝ ∑
Q∈Qj′

|f ∗ Φ̃j′(xQ)|rχQ

⎞⎠ (x)

⎫⎬⎭
1/r

∼
∑
j′≤j

b−(j−j′)(s+1)ζ−

⎧⎨⎩MA

⎛⎝⎡⎣ ∑
Q∈Qj′

|f ∗ Φ̃j′(xQ)|χQ

⎤⎦r⎞⎠ (x)

⎫⎬⎭
1/r

.

Similar to the proof of I, by choosing M, s ∈ N such that M > 1/r and

1 + (s + 1)ζ− − 1/r > 0,

we also have

II �
∑
j′>j

∞∑
m=0

b−(j′−j)[1+(s+1)ζ−− 1
r ]−m(M− 1

r )

⎧⎨⎩MA

⎛⎝⎡⎣ ∑
Q∈Qj′

|f ∗ Φ̃j′(xQ)|χQ

⎤⎦r⎞⎠ (x)

⎫⎬⎭
1/r

∼
∑
j′>j

b−(j′−j)[1+(s+1)ζ−− 1
r ]

⎧⎨⎩MA

⎛⎝⎡⎣ ∑
Q∈Qj′

|f ∗ Φ̃j′(xQ)|χQ

⎤⎦r⎞⎠ (x)

⎫⎬⎭
1/r

.
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Combining the estimates of I and II, for any given j ∈ Z, x ∈ Rn and y ∈ x + B−j ,
we further conclude that

|f∗ψj(y)| �
∑
j′∈Z

b−|j−j′|[1− 1
r
+(s+1)ζ−]

⎧⎨⎩MA

⎛⎝⎡⎣ ∑
Q∈Qj′

|f ∗ Φ̃j′(xQ)|χQ
⎤⎦r⎞⎠(x)

⎫⎬⎭
1/r

.

Consequently, it holds true that, for all x ∈ Rn,

[S(f)(x)]2

=
∑
j∈Z

bj
∫
x+B−j

|f ∗ ψj(y)|2dy

�
∑
j∈Z

⎧⎪⎨⎪⎩
∑
j′∈Z

b−|j′−j|[1− 1
r
+(s+1)ζ−]

⎡⎣MA

⎛⎝⎡⎣ ∑
Q∈Qj′

|f ∗ Φ̃j′(xQ)|χQ
⎤⎦r⎞⎠(x)

⎤⎦
1
r

⎫⎪⎬⎪⎭
2

.

Since 1− 1/r+ (s+ 1)ζ− > 0, by the Hölder inequality, we conclude that

∑
j′∈Z

b−|j′−j|[1− 1
r
+(s+1)ζ−]

⎡⎣MA

⎛⎝⎡⎣ ∑
Q∈Qj′

|f ∗ Φ̃j′(xQ)|χQ

⎤⎦r⎞⎠ (x)

⎤⎦
1
r

�

⎧⎪⎨⎪⎩
∑
j′∈Z

b−|j′−j|[1− 1
r
+(s+1)ζ−]

⎡⎣MA

⎛⎝⎡⎣ ∑
Q∈Qj′

|f ∗ Φ̃j′(xQ)|χQ

⎤⎦r⎞⎠ (x)

⎤⎦
2
r

⎫⎪⎬⎪⎭
1
2

,

which further implies that

S(f)(x) �

⎧⎪⎨⎪⎩
∑
j′∈Z

⎡⎣MA

⎛⎝⎡⎣ ∑
Q∈Qj′

|f ∗ Φ̃j′(xQ)|χQ
⎤⎦r⎞⎠ (x)

⎤⎦
2
r

⎫⎪⎬⎪⎭
1
2

.(3.7)

Choose M ∈ N large enough such that r ∈ (1/M, p/q(ϕ)). Let ϕ̃(x, t) :=
ϕ(x, t1/r) for all x ∈ Rn and t ∈ (0,∞). From the fact that ϕ is of uniformly upper
type 1 and uniformly lower type p, it follows that ϕ̃ is of uniformly upper 1/r and
uniformly lower type p/r. Then, by Lemma 3.6 with 1/r > p/r > q(ϕ), we have

∫
Rn
ϕ

⎛⎜⎝x,
⎧⎨⎩∑
j∈Z

[MA([fj]r)(x)]
2
r

⎫⎬⎭
1
2

⎞⎟⎠ dx �
∫

Rn
ϕ

⎛⎜⎝x,
⎡⎣∑
j∈Z

|fj(x)|2
⎤⎦ 1

2

⎞⎟⎠ dx,
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which, together with (3.7), implies that

(3.8)

∫
Rn

ϕ(x, S(f)(x)) dx

�
∫

Rn
ϕ

⎛⎜⎜⎝x,
⎧⎪⎨⎪⎩

∑
j′∈Z

⎡⎣MA

⎛⎝⎡⎣ ∑
Q∈Qj′

|f ∗ Φ̃j′(xQ)|χQ

⎤⎦r⎞⎠ (x)

⎤⎦
2
r

⎫⎪⎬⎪⎭
1
2

⎞⎟⎟⎠ dx

�
∫

Rn

ϕ

⎛⎜⎝x,
⎧⎨⎩∑
j′∈Z

∑
Q∈Qj′

[
|f ∗ Φ̃j′(xQ)|χQ(x)

]2

⎫⎬⎭
1
2

⎞⎟⎠ dx.

Notice that sQ ≤ (s∗r,λ)Q for any Q ∈ Q̃ and r, λ ∈ (0, ∞). Then, from this, (3.8),
Lemmas 3.8 and 3.7 with r ∈ (0, ∞), λ ∈ (max{1, r/2, rq(ϕ)/i(ϕ)},∞), it follows
that, for some γ ∈ N large enough,

(3.9)

∫
Rn

ϕ(x, S(f)(x)) dx �
∫

Rn

ϕ

⎛⎜⎝x,
⎡⎣∑
Q∈Q̃

{(supQ(f)∗r,λ)}2χQ(x)

⎤⎦1
2

⎞⎟⎠ dx

�
∫

Rn

ϕ

⎛⎜⎝x,
⎡⎣∑
Q∈Q̃

{(infQ(f)∗r,λ)}2χQ(x)

⎤⎦
1
2

⎞⎟⎠ dx

�
∫

Rn

ϕ

⎛⎜⎝x,
⎡⎣∑
Q∈Q̃

{infQ(f)}2χQ(x)

⎤⎦1
2

⎞⎟⎠ dx.

Moreover, for any P ∈ Q̃ with |P | = b−i and sP := infy∈P |f ∗ Φ̃i−γ(y)|, by the proof
of [6, Lemma 8.4, p. 422], we find that, infQ(f) = sup{sP : |Q|/|P | = bγ , P ∈ Q̃}
and, for all x ∈ Rn,∑

|Q|=b−j
infQ(f)χQ(x) � b

γλ
r

∑
|P |=b−j−γ

(s∗r,λ)PχP (x).

Combining this, (3.9) and Lemma 3.7, we find that

∫
Rn

ϕ(x, S(f)(x)) dx �
∫

Rn

ϕ

⎛⎜⎝x,
⎡⎣∑
j∈Z

∑
|P |=b−j−γ

|(s∗r,λ)P |2χP (x)

⎤⎦ 1
2

⎞⎟⎠ dx

�
∫

Rn

ϕ

⎛⎜⎝x,
⎡⎣∑
i∈Z

∑
|P |=b−i

|sP |2χP (x)

⎤⎦ 1
2

⎞⎟⎠ dx
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�
∫

Rn

ϕ(x, g(f)(x)) dx,

which implies that ‖S(f)‖Lϕ(Rn) � ‖g(f)‖Lϕ(Rn) and hence completes the proof of
Theorem 3.1.

Next, motivated by Folland and Stein [17], Aguilera and Segovia [1] and Liang et
al. [34], we consider the Littlewood-Paley g∗λ-function characterization of Hϕ

A(Rn) as
follows.

Theorem 3.9. Let q ∈ [1, ∞), ϕ ∈ Aq(A) be an anisotropic growth function and
λ ∈ (2q/p,∞). Then there exists a positive constant C := C(ϕ, q), depending on ϕ
and q, such that, for all f ∈ S ′(Rn),

‖S(f)‖Lϕ(Rn) ≤ ‖g∗λ(f)‖Lϕ(Rn) ≤ C‖S(f)‖Lϕ(Rn)(3.10)

and, furthermore, Hϕ
S,A(Rn) = Hϕ

g∗λ,A
(Rn) = Hϕ

A(Rn) with equivalent (quasi-)norms.

To show Theorem 3.9, we need the following two technical lemmas, whose proofs are
motivated by Aguilera and Segovia [1, Lemmas 1 and 2]. Let us begin with introducing
some notation. For any subsetE ⊂ Rn and k0 ∈ N, let Γk0(E) :=

⋃
x∈E Γk0 (x), where

Γk0(x) := {(y, k) ∈ Rn × Z : y ∈ x+ Bk0+k}.
The proof of the following lemma is a slight modification of the proof of [30, Lemma

4.1(i)], the details being omitted.

Lemma 3.10. Let ϕ be an anisotropic growth function as in Definition 2.3. Then
there exists a positive constant C such that, for all (x, tj) ∈ Rn× [0, ∞) with j ∈ N,

ϕ

⎛⎝x, ∞∑
j=1

tj

⎞⎠ ≤ C

∞∑
j=1

ϕ(x, tj).

Lemma 3.11. Suppose E is an open subset of Rn. Let

U := Uk0 :=
{
x ∈ Rn : MA(χE)(x) > b−2σ−k0

}
,

where σ ∈ Z+ is as in (2.2). Then
(i) Γk0(U

�) ⊂ Γ0(E�) for all k0 ∈ N;
(ii) If (z, k) ∈ Γk0(U

�), then |z + Bk| ≤ (1− b−σ)−1|(z + Bk) ∩ E�|.
Proof. If Γk0 (U

�) = ∅, then (i) is obviously true, or else Γk0(U
�) �= ∅, then

U� � Rn. For any (z, k) ∈ Γk0(U
�), if z ∈ E�, then we have (z, k) ∈ Γ0(E�). If

z ∈ E , let us call bm0 the distance from z to the closed and non-empty setE � associated
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to ρ, namely, there exists some m0 ∈ Z such that bm0 = inf{ρ(z − z′) : z′ ∈ E�},
which implies that

z +Bm0 ⊂ E.(3.11)

Moreover, since (z, k) ∈ Γk0(U
�), it follows that there exists some y ∈ U � such that

(z, k) ∈ Γk0(y), namely, z ∈ y +Bk0+k . Hence, by (2.2), we obtain

z +Bm0 ⊂ y +Bk0+k + Bm0 ⊂ y + Bmax{k0+k,m0}+σ .

From this, (3.11) and y ∈ U�, it follows that

bm0 = |z + Bm0 | ≤ |(y + Bmax{k0+k,m0}+σ) ∩E| ≤ bmax{k0+k,m0}−σ−k0 ,

which implies m0 < k, since k0, σ ∈ N. Then, by the definition of bm0 , there exists
some x ∈ E� satisfying x ∈ z + Bk, which means (z, k) ∈ Γ0(E�). This proves (i).

Next, we prove (ii). If (z, k) ∈ Γk0 (U
�), then there exists some y ∈ U � such that

z ∈ y + Bk0+k. Then, by (2.2) and k0 ∈ N, we obtain z + Bk ⊂ y + Bk0+k + Bk ⊂
y +Bk0+k+σ and, since y ∈ U�, it follows that

|(z + Bk) ∩ E| ≤ |(y + Bk0+k+σ) ∩ E| ≤ b−σ |z + Bk|.

Using this and |z +Bk| = |(z +Bk) ∩E|+ |(z + Bk) ∩ E�|, we find that

|z +Bk| ≤ (1 − b−σ)−1|(z + Bk) ∩ E�|,

which completes the proof of (ii) and hence Lemma 3.11.

Now we introduce the following variant of the anisotropic Lusin-area function S.
For all k0 ∈ N, ψ ∈ S(Rn), f ∈ S ′(Rn) and x ∈ Rn, let

Sk0(f)(x) :=

{∑
k∈Z

b−(k0+k)

∫
x+Bk0+k

|f ∗ ψ−k(y)|2dy
}1

2

.

Lemma 3.12. Let q ∈ [1,∞), ϕ ∈ Aq(A), k0 ∈ N and E be an open set in Rn.
If U := Uk0 is the set associated to E as in Lemma 3.11, then, for any k0 ∈ N and
λ ∈ (0,∞), there exists a positive constant C such that, for all f ∈ S ′(Rn),

bk0(1−q)
∫
U�

[Sk0(f)(x)]2ϕ(x, λ)dx≤ C

∫
E�

[S(f)(x)]2ϕ(x, λ)dx.

Proof. Let k0 ∈ N, λ ∈ (0,∞), f ∈ S′(Rn) and ψ ∈ S(Rn) with ψ̂(0) = 0. By
using the definition of Sk0(f) and exchanging the order of integrals, we see that
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(3.12)

bk0(1−q)
∫
U�

[Sk0(f)(x)]2ϕ(x, λ)dx

= b−qk0
∑
k∈Z

b−k
∫
U�

|f ∗ ψ−k(y)|2ϕ
(
(y + Bk0+k) ∩ U�, λ

)
dy.

Moreover, for any y ∈ U�, by Lemma 2.15 with ϕ ∈ Aq(A) and Lemma 3.11(ii), we
conclude that

ϕ(y +Bk0+k, λ) � bqk0ϕ(y+Bk, λ) � bqk0
|y+Bk|q

|(y+Bk) ∩ E�|qϕ
(
(y+Bk) ∩ E�, λ

)
� bqk0ϕ

(
(y +Bk) ∩E�, λ

)
.

From this and Lemma 2.15, it follows that the last integral in (3.12) is not more than a
positive constant multiple of∑

k

b−k
∫
U�

|f ∗ ψ−k(y)|2ϕ
(
(y + Bk) ∩ E�, λ

)
dy �

∫
E�

[S(f)(x)]2ϕ(x, λ)dx.

This finishes the proof of Lemma 3.12.

To obtain the g∗λ-function characterization ofHϕ
A(Rn), the following technical lemma

plays a key role, whose proof is motivated by Folland and Stein [17, p. 218, Theorem
7.1], Aguilera and Segovia [1, Theorem 1] and Liang et al. [34, Lemma 4.6].

Lemma 3.13. Let q ∈ [1, ∞), ϕ ∈ Aq(A) be an anisotropic growth function. Then
there exists a positive constant C such that, for all k0 ∈ N and measurable functions
f , ∫

Rn

ϕ(x, Sk0(f)(x)) dx≤ Cb(q−
p
2
)k0

∫
Rn

ϕ(x, S(f)(x)) dx.

Proof. For all λ ∈ (0, ∞) and k0 ∈ Z+, let

Eλ, k0 := {x ∈ Rn : S(f)(x) > λbk0/2}

and
Uλ, k0 :=

{
x ∈ Rn : MA(χEλ, k0 )(x) > b−k0−2σ

}
,

where MA is as in (2.4). Then, by the weighted week type (q, q) of MA with q ∈ [1,∞)
and ϕ ∈ Aq(A) (see, for example, [7, Theorem 2.4]), we have

ϕ(Uλ, k0 , λ) � bqk0‖χEλ, k0‖Lq(Rn,ϕ(·, λ)) ∼ bqk0ϕ(Eλ,k0 , λ).

From this and Lemma 3.12 with E := Eλ, k0 and U := Uλ, k0 , it follows that



310 Baode Li, Xingya Fan and Dachun Yang

ϕ ({x ∈ Rn : Sk0(f)(x) > λ}, λ)

≤ ϕ(Uλ, k0 , λ) + ϕ
(
(Uλ, k0)

� ∩ {x ∈ Rn : Sk0(f)(x) > λ} , λ
)

� bqk0ϕ(Eλ,k0 , λ) + λ−2

∫
(Uλ,k0 )�

[Sk0(f)(x)]2ϕ(x, λ) dx

� bqk0ϕ(Eλ,k0 , λ) + b(q−1)k0λ−2

∫
(Eλ,k0 )�

[S(f)(x)]2ϕ(x, λ) dx

∼ bqk0ϕ(Eλ,k0 , λ) + b(q−1)k0λ−2

∫ λbk0/2

0
tϕ ({x ∈ Rn : S(f)(x) > t}, λ) dt.

By this, the fact that ϕ̃ ∼ ϕ, where ϕ̃(x, t) :=
∫ t
0 ϕ(x, s) ds/s for all (x, t) ∈ Rn ×

[0, ∞) (see [30, Lemma 4.1(ii)]), k0 ∈ N and the uniformly lower type p and the
uniformly upper type 1 properties of ϕ, we further conclude that∫

Rn

ϕ(x, Sk0(f)(x)) dx

∼
∫ ∞

0

1
λ
ϕ ({x ∈ Rn : Sk0(f)(x) > λ}, λ) dλ

� bqk0
∫ ∞

0

1
λ
ϕ(Eλ, k0, λ) dλ

+b(q−1)k0

∫ ∞

0
λ−3

∫ λbk0/2

0
tϕ ({x ∈ Rn : S(f)(x) > t}, λ) dtdλ

� b(q−p/2)k0

∫ ∞

0

1
λ
ϕ ({x ∈ Rn : S(f)(x) > λ}, λ) dλ

+b(q−1)k0

[∫ ∞

0
λ−3

∫ λ

0
λϕ ({x ∈ Rn : S(f)(x) > t}, t) dt dλ

+
∫ ∞

0
λ−3

∫ λbk0/2

λ

(
λ

t

)p
tϕ({x ∈ Rn : S(f)(x) > t}, t) dt dλ

]

� b(q−p/2)k0

∫
Rn
ϕ (x, S(f)(x)) dx+b(q−1)k0

{∫ ∞

0

1
t
ϕ({x∈Rn : S(f)(x)>t}, t) dt

+
∫ ∞

0

1
t

[
b(2−p)k0/2 − 1

]
ϕ({x ∈ Rn : S(f)(x) > t}, t) dt

}
� b(q−p/2)k0

∫
Rn

ϕ(x, S(f)(x)) dx.

This finishes the proof of Lemma 3.13.

Proof of Theorem 3.9. The proof of Theorem 3.9 is now similar to that of [34,
Proposition 4.7]. For all f ∈ S ′(Rn) and x ∈ Rn, since S(f)(x) ≤ g∗λ(f)(x), the
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inequality ‖S(f)‖Lϕ(Rn) ≤ ‖g∗λ(f)‖Lϕ(Rn) is obvious.
Conversely, for all f ∈ S ′(Rn) and x ∈ Rn, we have

[g∗λ(f)(x)]2

=
∑
k∈Z

b−k
∫
x+Bk

|f ∗ ϕ−k(y)|2
[

bk

bk + ρ(x− y)

]λ
dy

+
∞∑
j=1

∑
k∈Z

∫
x+(Bk+j\Bk+j−1)

· · · � [S(f)(x)]2 +
∞∑
j=1

b−j(λ−1)[Sj(f)(x)]2.

By this, Lemmas 3.10 and 3.13 and λ ∈ (2q/p, ∞), we conclude that∫
Rn

ϕ(x, g∗λ(f)(x)) dx

�
∞∑
j=0

∫
Rn

ϕ
(
x, b−j(λ−1)/2Sj(f)(x)

)
dx

�
∞∑
j=0

b−jp(λ−1)/2bj(q−p/2)

∫
Rn
ϕ (x, S(f)(x)) dx

�
∫

Rn
ϕ (x, S(f)(x)) dx,

which implies that ‖g∗λ(f)‖Lϕ(Rn) � ‖S(f)‖Lϕ(Rn). This finishes the proof of (3.10)
and hence, together with Theorem 2.8, the proof of Theorem 3.9.

ACKNOWLEDGMENTS

The authors would like to thank the referees for their very careful reading and helpful
comments which improve the presentation of this article.

REFERENCES

1. N. Aguilera and C. Segovia, Weighted norm inequalities relating the g∗λ and the area
functions, Studia Math., 61 (1977), 293-303.

2. K. Astala, T. Iwaniec, P. Koskela and G. Martin, Mappings of BMO-bounded distortion,
Math. Ann., 317 (2000), 703-726.
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