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#### Abstract

Let $\varphi: \mathbb{R}^{n} \times[0, \infty) \rightarrow[0, \infty)$ be a Musielak-Orlicz function and $A$ an expansive dilation. Let $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ be the anisotropic Hardy space of MusielakOrlicz type defined via the grand maximal function. Its atomic characterization and some other maximal function characterizations of $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$, in terms of the radial, the non-tangential and the tangential maximal functions, are known. In this article, the authors further obtain their characterizations in terms of the Lusin-area function, the $g$-function or the $g_{\lambda}^{*}$-function via first establishing an anisotropic Peetre's inequality of Musielak-Orlicz type. Moreover, the range of $\lambda$ in the $g_{\lambda}^{*}$ function characterization of $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ coincides with the known best conclusions in the case when $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ is the classical Hardy space $H^{p}\left(\mathbb{R}^{n}\right)$ or the anisotropic Hardy space $H_{A}^{p}\left(\mathbb{R}^{n}\right)$ or their weighted variants, where $p \in(0,1]$.


## 1. Introduction

Many fields in analysis require the study of specific function spaces. In harmonic analysis, one soon encounters the Lebesgue spaces, the Hardy spaces, various forms of the Lipschitz spaces, the space BMO and the Sobolev spaces. From the original definitions of these spaces, it may not appear that they are very closely related. There exist, however, various unified approaches to their study, the Littlewood-Paley theory, which arises naturally from the consideration of the Dirichlet problem, provides one of the most successful unifying perspectives on these function spaces (see [18] for

[^0]more details). Recall that the classical Hardy spaces defined via the grand maximal function can also be equivalently characterized via the Littlewood-Paley $g$-function, the Lusin-area function or the $g_{\lambda}^{*}$-function (see, for example, [23, 44]).

On the other hand, as a generalization of $L^{p}\left(\mathbb{R}^{n}\right)$, the Orlicz space was introduced by Birnbaum and Orlicz in [3] and Orlicz in [40]. Since then, the theory of the Orlicztype spaces themselves has been well developed and these spaces have been widely used in many branches of analysis (see, for example, [2, 25, 36, 29, 39]). Moreover, as a development of the theory of Orlicz spaces, Orlicz-Hardy spaces and their dual spaces were studied by Strömberg [42] and Janson [27] on $\mathbb{R}^{n}$ and Orlicz-Hardy spaces associated with divergence form elliptic operators by Jiang and Yang [28]. A survey on the real-variable theory of Orlicz-type function spaces associated with operators is recently given in [12].

Let $\mathcal{A}_{q}\left(\mathbb{R}^{n}\right)$ with $q \in[1, \infty]$ denote the classical class of Muckenhoupt weights (see, for example, [21] or [23] for their definitions and properties) and $\varphi$ be a growth function (see [30]) which means that $\varphi: \mathbb{R}^{n} \times[0, \infty) \rightarrow[0, \infty)$ is a Musielak-Orlicz function such that $\varphi(x, \cdot)$ is an Orlicz function uniformly in $x \in \mathbb{R}^{n}$ and $\varphi(\cdot, t)$ is a Muckenhoupt $\mathcal{A}_{\infty}\left(\mathbb{R}^{n}\right)$ weight uniformly in $t \in(0, \infty)$. It is known that Musielak-Orlicz functions naturally generalize Orlicz functions that may vary in the spatial variables (see, for example, [38, 30, 34, 15]). Recently, Ky [30] introduced a Musielak-Orlicz Hardy space $H^{\varphi}\left(\mathbb{R}^{n}\right)$, via the grand maximal function, and established its atomic characterization. Moreover, Liang and Yang [35], Hou et al. [24] and Liang et al. [34] further gave out the dual spaces and some other real-variable characterizations of $H^{\varphi}\left(\mathbb{R}^{n}\right)$ in terms of various maximal functions, the Littlewood-Paley $g$-function, the Lusin-area function or the $g_{\lambda}^{*}$-function.

Let $A$ be an expansive dilation on $\mathbb{R}^{n}$. Very recently, Li et al. [33] introduced the anisotropic Hardy space $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ of Musielak-Orlicz type via the anisotropic grand maximal function and established its anisotropic atomic characterization. These Hardy spaces include the classical Hardy spaces of Fefferman-Stein [16], the weighted anisotropic Hardy spaces of Bownik [8], and the Hardy spaces of Musielak-Orlicz type of Ky [30], as special cases. Motivated by [34] and [33], in this article, we further establish some new real-variable characterizations of $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ in terms of the Littlewood-Paley Lusin-area function, the $g$-function or the $g_{\lambda}^{*}$-function.

Precisely, this article is organized as follows.
In Section 2, we first recall the definitions of the anisotropic Hardy spaces of Musielak-Orlicz type via the grand maximal function (denoted by $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ ), their atomic variants (denoted by $H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right)$ ), and their variants via the Lusin-area function (denoted by $H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ ). Then we show $H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right)=H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ with equivalent (quasi-)norms by the anisotropic Calderon reproducing formula, which, together with the known conclusion $H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right)=H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ (see [33, Theorem 40]), further implies that $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)=H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ with equivalent (quasi-)norms. Here, we point out that,
since we are working on anisotropic Hardy spaces of Musielak-Orlicz type, when we decompose a distribution into a sum of atoms, the classical dual method used for estimating the norm of each atom does not work anymore in the present setting. Instead, we invoke a more subtle estimate, involving rescaling techniques (see (2.22) below). Also, observe that the method used in this article is different from that used in [24] for the Lusin-area function characterization of $H^{\varphi}\left(\mathbb{R}^{n}\right)$, which heavily depends on the theory of tent spaces (mainly, the atomic characterizations of tent spaces) and the molecular characterization of $H^{\varphi}\left(\mathbb{R}^{n}\right)$. The method used in this article avoids tent spaces and the molecular characterization of $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ and, in the spirit, is more close to the classical one (see, for example, [13]).

In Section 3, motivated by [34, Theorems 4.4 and 4.8] and via borrowing some ideas from Folland and Stein [17] and Aguilera and Segovia [1], the anisotropic LittlewoodPaley $g$-function and the $g_{\lambda}^{*}$-function characterizations of $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ are established via the discrete anisotropic Calderón reproducing formula (see Lemma 3.2 below), an anisotropic Peetre's inequality of Musielak-Orlicz type (see Lemma 3.7 below) and a Musielak-Orlicz Fefferman-Stein vector-valued inequality (see Lemma 3.6 below). We point out that this method is different from that used by Liang et al. in the proof of [34, Theorem 4.4], in which a subtle pointwise upper estimate via the vector-valued HardyLittlewood maximal function (see [34, (4.2)]) was used. However, such a pointwise upper estimate is still unknown and we do not know whether it holds true or not in the present setting due to its anisotropic structure. Moreover, the range of $\lambda \in(2 q / p, \infty)$ in the anisotropic $g_{\lambda}^{*}$-function characterization of $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ (see Theorem 3.9 below) coincides with the known best conclusions in the case when $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ is the classical Hardy space $H^{p}\left(\mathbb{R}^{n}\right)$, the anisotropic Hardy space $H_{A}^{p}\left(\mathbb{R}^{n}\right)$ or their weighted variants, where $p \in(0,1]$ (see [34, p. 414] for more details and related references therein).

Finally, we make some conventions on notation. Let $\mathbb{N}:=\{1,2, \ldots\}$ and $\mathbb{Z}_{+}:=$ $\{0\} \cup \mathbb{N}$. Denote by $\mathcal{S}\left(\mathbb{R}^{n}\right)$ the space of all Schwartz functions and $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ its dual space (namely, the space of all tempered distributions). For any $\alpha:=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{Z}_{+}^{n}$, let $|\alpha|:=\alpha_{1}+\cdots+\alpha_{n}$ and $\partial^{\alpha}:=\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}} \cdots\left(\frac{\partial}{\partial x_{n}}\right)^{\alpha_{n}}$. Throughout the whole paper, we denote by $C$ a positive constant which is independent of the main parameters, but it may vary from line to line. The symbol $D \lesssim F$ means that $D \leq C F$. If $D \lesssim F$ and $F \lesssim D$, we then write $D \sim F$. We also use $C_{(\alpha, \beta, \ldots)}$ to denote a positive constant depending on the parameters $\alpha, \beta, \ldots$.. If $E$ is a subset of $\mathbb{R}^{n}$, we denote by $\chi_{E}$ its characteristic function. For any $a \in \mathbb{R},\lfloor a\rfloor$ denotes the maximal integer not larger than $a$.

## 2. The Lusin-area Function Characterization of $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$

In this section, we first recall the notion of the anisotropic Hardy spaces of MusielakOrlicz type via the grand maximal function from [33], and then establish their characterization in terms of the anisotropic Lusin-area function.

We begin with some notation on Orlicz functions; see, for example, [30]. A function $\phi:[0, \infty) \rightarrow[0, \infty)$ is called an Orlicz function, if it is nondecreasing and $\phi(0)=0, \phi(t)>0$ if $t>0$ and $\lim _{t \rightarrow \infty} \phi(t)=\infty$. Observe that, different from the classical Orlicz functions which are convex, the Orlicz functions in this article may not be convex. An Orlicz function $\phi$ is said to be of lower (resp., upper) type $p$ with $p \in(-\infty, \infty)$, if there exists a positive constant $C$ such that, for all $t \in[0, \infty)$ and $s \in(0,1)$ (resp., $s \in[1, \infty)$ ),

$$
\phi(s t) \leq C s^{p} \phi(t)
$$

Given a function $\varphi: \mathbb{R}^{n} \times[0, \infty) \rightarrow[0, \infty)$ such that, for any $x \in \mathbb{R}^{n}, \varphi(x, \cdot)$ is an Orlicz function, $\varphi$ is said to be of uniformly lower (resp., upper) type $p$ with $p \in(-\infty, \infty)$, if there exists a positive constant $C$ such that, for all $x \in \mathbb{R}^{n}, t \in[0, \infty)$ and $s \in(0,1)$ (resp., $s \in[1, \infty)$ ),

$$
\varphi(x, s t) \leq C s^{p} \varphi(x, t)
$$

Let

$$
\begin{equation*}
i(\varphi):=\sup \{p \in(-\infty, \infty): \varphi \text { is of uniformly lower type } p\} \tag{2.1}
\end{equation*}
$$

denote the uniformly critical lower type of the function $\varphi$. Recall that $i(\varphi)$ may not be attainable; namely, $\varphi$ may not be of uniformly lower type $i(\varphi)$; see, for example, [34] for some examples.

Now we recall the notion of expansive dilations on $\mathbb{R}^{n}$; see [4]. A real $n \times n$ matrix $A$ is called an expansive dilation, shortly a dilation, if $\min _{\lambda \in \sigma(A)}|\lambda|>1$, where $\sigma(A)$ denotes the set of all eigenvalues of $A$. Let $\lambda_{-}$and $\lambda_{+}$be two positive numbers such that

$$
1<\lambda_{-}<\min \{|\lambda|: \lambda \in \sigma(A)\} \leq \max \{|\lambda|: \lambda \in \sigma(A)\}<\lambda_{+}
$$

In the case when $A$ is diagonalizable over $\mathbb{C}$, we can even take

$$
\lambda_{-}:=\min \{|\lambda|: \lambda \in \sigma(A)\}
$$

and $\lambda_{+}:=\max \{|\lambda|: \lambda \in \sigma(A)\}$. Otherwise, we need to choose them sufficiently close to these equalities according to what we need in our arguments.

It was proved in [4, Lemma 2.2] that, for a given dilation $A$, there exist an open ellipsoid $\Delta$ and $r \in(1, \infty)$ such that $\Delta \subset r \Delta \subset A \Delta$, and one can and do additionally assume that $|\Delta|=1$, where $|\Delta|$ denotes the $n$-dimensional Lebesgue measure of the set $\Delta$. Let $B_{k}:=A^{k} \Delta$ for $k \in \mathbb{Z}$. Then $B_{k}$ is open, $B_{k} \subset r B_{k} \subset B_{k+1}$ and $\left|B_{k}\right|=b^{k}$, here and hereafter, $b:=|\operatorname{det} A|$. Throughout the whole paper, let $\sigma$ be the minimum integer such that $r^{\sigma} \geq 2$ and, for any subset $E$ of $\mathbb{R}^{n}$, let $E^{\mathbb{C}}:=\mathbb{R}^{n} \backslash E$. Then, for all $k, j \in \mathbb{Z}$ with $k \leq j$, it holds true that

$$
\begin{align*}
& B_{k}+B_{j} \subset B_{j+\sigma},  \tag{2.2}\\
& B_{k}+\left(B_{k+\sigma}\right)^{\complement} \subset\left(B_{k}\right)^{\complement}, \tag{2.3}
\end{align*}
$$

where $E+F$ denotes the algebraic sum $\{x+y: x \in E, y \in F\}$ of sets $E, F \subset \mathbb{R}^{n}$.
Definition 2.1. A quasi-norm, associated with an expansive matrix $A$, is a Borel measurable mapping $\rho_{A}: \mathbb{R}^{n} \rightarrow[0, \infty)$, for simplicity, denoted by $\rho$, satisfying
(i) $\rho(x)>0$ for all $x \in \mathbb{R}^{n} \backslash\left\{\overrightarrow{0}_{n}\right\}$, here and hereafter, $\left\{\overrightarrow{0}_{n}\right\}:=(0, \ldots, 0)$;
(ii) $\rho(A x)=b \rho(x)$ for all $x \in \mathbb{R}^{n}$, where, as above, $b:=|\operatorname{det} A|$;
(iii) $\rho(x+y) \leq H[\rho(x)+\rho(y)]$ for all $x, y \in \mathbb{R}^{n}$, where $H \in[1, \infty)$ is a constant independent of $x$ and $y$.

In the standard dyadic case $A:=2 I_{n \times n}, \rho(x):=|x|^{n}$ for all $x \in \mathbb{R}^{n}$ is an example of homogeneous quasi-norms associated with $A$, here and hereafter, $|\cdot|$ always denotes the Euclidean norm in $\mathbb{R}^{n}$ and $I_{n \times n}$ the $n \times n$ unit matrix.

It was proved, in [4, Lemma 2.4], that all homogeneous quasi-norms associated with a given dilation $A$ are equivalent. Therefore, for a given expansive dilation $A$, in what follows, for convenience, we always use the step homogeneous quasi-norm $\rho$ defined by setting, for all $x \in \mathbb{R}^{n}$,

$$
\rho(x):=\sum_{k \in \mathbb{Z}} b^{k} \chi_{B_{k+1} \backslash B_{k}}(x) \text { if } x \neq 0, \text { or else } \rho\left(\overrightarrow{0}_{n}\right):=0 .
$$

By (2.2) and (2.3), we know that, for all $x, y \in \mathbb{R}^{n}$,

$$
\rho(x+y) \leq b^{\sigma}(\max \{\rho(x), \rho(y)\}) \leq b^{\sigma}[\rho(x)+\rho(y)] ;
$$

see [4, p. 8]. Moreover, $\left(\mathbb{R}^{n}, \rho, d x\right)$ is a space of homogeneous type in the sense of Coifman and Weiss [14], where $d x$ denotes the $n$-dimensional Lebesgue measure.

Definition 2.2. Let $p \in[1, \infty)$. A function $\varphi: \mathbb{R}^{n} \times[0, \infty) \rightarrow[0, \infty)$ is said to satisfy the uniform anisotropic Muckenhoupt condition $\mathbb{A}_{p}(A)$, denoted by $\varphi \in \mathbb{A}_{p}(A)$, if there exists a positive constant $C$ such that, for all $t \in(0, \infty)$, when $p \in(1, \infty)$,

$$
\sup _{x \in \mathbb{R}^{n}} \sup _{k \in \mathbb{Z}}\left\{b^{-k} \int_{x+B_{k}} \varphi(y, t) d y\right\}\left\{b^{-k} \int_{x+B_{k}}[\varphi(y, t)]^{-\frac{1}{p-1}} d y\right\}^{p-1} \leq C
$$

and, when $p=1$,

$$
\sup _{x \in \mathbb{R}^{n}} \sup _{k \in \mathbb{Z}}\left\{b^{-k} \int_{x+B_{k}} \varphi(y, t) d y\right\}\left\{\underset{y \in x+B_{k}}{\operatorname{ess} \sup _{y}}[\varphi(y, t)]^{-1}\right\} \leq C .
$$

The minimal constant $C$ as above is denoted by $C_{(p, A, n, \varphi)}$.
Define $\mathbb{A}_{\infty}(A):=\bigcup_{1 \leq p<\infty} \mathbb{A}_{p}(A)$ and, for any $\varphi \in \mathbb{A}_{\infty}(A)$,

$$
\begin{equation*}
q(\varphi):=\inf \left\{q \in[1, \infty): \varphi \in \mathbb{A}_{q}(A)\right\} \tag{2.4}
\end{equation*}
$$

If $\varphi \in \mathbb{A}_{\infty}(A)$ is independent of $t \in[0, \infty)$, then $\varphi$ is just an anisotropic Muckenhoupt $A_{\infty}(A)$ weight in [7]. Obviously, $q(\varphi) \in[1, \infty)$. Moreover, it is known (see [33]) that, if $q(\varphi) \in(1, \infty)$, then $\varphi \notin \mathbb{A}_{q(\varphi)}(A)$ and there exists a $\varphi \in\left(\cap_{q>1} \mathbb{A}_{q}(A)\right) \backslash \mathbb{A}_{1}(A)$ such that $q(\varphi)=1$.

Now, we recall the notion of anisotropic growth functions from [33].
Definition 2.3. A function $\varphi: \mathbb{R}^{n} \times[0, \infty) \rightarrow[0, \infty)$ is called an anisotropic growth function if
(i) The function $\varphi$ is a Musielak-Orlicz function, that is,
(a) the function $\varphi(x, \cdot):[0, \infty) \rightarrow[0, \infty)$ is an Orlicz function for all $x \in \mathbb{R}^{n}$,
(b) the function $\varphi(\cdot, t)$ is a Lebesgue measurable function for all $t \in[0, \infty)$;
(ii) the function $\varphi$ belongs to $\mathbb{A}_{\infty}(A)$;
(iii) the function $\varphi$ is of uniformly lower type $p$ for some $p \in(0,1]$ and of uniformly upper type 1 .

Given a growth function $\varphi$, let

$$
\begin{equation*}
m(\varphi):=\left\lfloor\left[\frac{q(\varphi)}{i(\varphi)}-1\right] \frac{\ln b}{\ln \left(\lambda_{-}\right)}\right\rfloor, \tag{2.5}
\end{equation*}
$$

where $i(\varphi)$ and $q(\varphi)$ are, respectively, as in (2.1) and (2.4). Clearly,

$$
\begin{equation*}
\varphi(x, t):=w(x) \Phi(t) \quad \text { for all } x \in \mathbb{R}^{n} \quad \text { and } t \in[0, \infty) \tag{2.6}
\end{equation*}
$$

is an anisotropic growth function if $w$ is a classical or an anisotropic $A_{\infty}$ Muckenhoupt weight (see, for example, [7]) and $\Phi$ of lower type $p$ for some $p \in(0,1]$ and of upper type 1. More examples of growth functions can be found in [31, 32, 30, 34].

Remark 2.4. By [33, Lemma 11] (see also [30, Lemma 4.1]), without loss of generality, we may always assume that an anisotropic growth function $\varphi$ is of uniformly lower type $p$ for some $p \in(0,1]$ and of uniformly upper type 1 such that $\varphi(x, \cdot)$ is continuous and strictly increasing for all given $x \in \mathbb{R}^{n}$.

Recall that the Musielak-Orlicz-type space $L^{\varphi}\left(\mathbb{R}^{n}\right)$ is defined as the set of all measurable functions $f$ such that, for some $\lambda \in(0, \infty)$,

$$
\int_{\mathbb{R}^{n}} \varphi(x,|f(x)| / \lambda) d x<\infty
$$

with the Luxembourg (or called the Luxembourg-Nakano) (quasi-)norm

$$
\|f\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)}:=\inf \left\{\lambda \in(0, \infty): \int_{\mathbb{R}^{n}} \varphi(x,|f(x)| / \lambda) d x \leq 1\right\} .
$$

In what follows, we denote by $\mathcal{S}\left(\mathbb{R}^{n}\right)$ the set of all Schwartz functions on $\mathbb{R}^{n}$ and by $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ its topological dual space. For $m \in \mathbb{N}$, let

$$
\mathcal{S}_{m}\left(\mathbb{R}^{n}\right):=\left\{\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right): \sup _{x \in \mathbb{R}^{n},|\alpha| \leq m+1}[1+\rho(x)]^{m+2}\left|\partial^{\alpha} \phi(x)\right| \leq 1\right\}
$$

In what follows, for $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, $k \in \mathbb{Z}$ and $x \in \mathbb{R}^{n}$, let $\phi_{k}(x):=b^{k} \phi\left(A^{k} x\right)$.
For $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, the non-tangential grand maximal function $f_{m}^{*}$ of $f$ is defined by setting, for all $x \in \mathbb{R}^{n}$,

$$
f_{m}^{*}(x):=\sup _{\phi \in \mathcal{S}_{m}\left(\mathbb{R}^{n}\right)} \sup _{k \in \mathbb{Z}, y \in x+B_{k}}\left|f * \phi_{k}(y)\right|
$$

If $m:=m(\varphi)$, we then write $f^{*}$ instead of $f_{m}^{*}$. The following anisotropic Hardy spaces $H_{m, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ of Musielak-Orlicz type were introduced by Li et al. in [33].

Definition 2.5. For any $m \in \mathbb{N}$ and anisotropic growth function $\varphi$, the anisotropic Hardy space $H_{m, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ of Musielak-Orlicz type is defined as the set of all $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ such that $f_{m}^{*} \in L^{\varphi}\left(\mathbb{R}^{n}\right)$ with the (quasi-)norm $\|f\|_{H_{m, A}^{\varphi}\left(\mathbb{R}^{n}\right)}:=\left\|f_{m}^{*}\right\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)}$. When $m:=m(\varphi), H_{m, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ is denoted simply by $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$.

Remark 2.6. By [33, Theorems 33, 40], we know that, if $m \geq m(\varphi)$, then the Musielak-Orlicz Hardy $H_{m, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ is independent of $m$; see Lemma 2.13 below.

Observe that, when $A:=2 I_{n \times n}$ and $\varphi$ is as in (2.6) with a Muckenhoupt weight $w$ and an Orlicz function $\Phi$, the above Hardy spaces $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ are just weighted HardyOrlicz spaces which include classical Hardy-Orlicz spaces of Janson [26] ( $w \equiv 1$ in this context) and classical weighted Hardy spaces of García-Cuerva [19] as well as Strömberg and Torchinsky [43] $\left(\Phi(t):=t^{p}\right.$ for all $t \in[0, \infty)$ in this context); see also [37, 10, 20]. When $\varphi$ is as in (2.6) with $\Phi(t):=t^{p}$ for all $t \in[0, \infty)$, the above Hardy spaces $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ become weighted anisotropic Hardy spaces (see [8]).

Recall that a distribution $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ is said to vanish weakly at infinity if, for any $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right), f * \phi_{k} \rightarrow 0$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ as $k \rightarrow-\infty$. Denote by $\mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right)$ the set of all $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ vanishing weakly at infinity.

Definition 2.7. Let $\psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ such that, for all multi-indices $\alpha$ satisfying $|\alpha| \leq$ $m(\varphi), \int_{\mathbb{R}^{n}} \psi(x) x^{\alpha} d x=0$, where $m(\varphi)$ is as in (2.5). For $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\lambda \in$ $(0, \infty)$, the Littlewood-Paley anisotropic Lusin-area function $S(f)$, the $g$-function $g(f)$ and the $g_{\lambda}^{*}$-function $g_{\lambda}^{*}(f)$ of $f$, associated to $\psi$, are defined, respectively, by setting, for all $x \in \mathbb{R}^{n}$,

$$
\begin{equation*}
S(f)(x):=\left\{\sum_{k \in \mathbb{Z}} b^{-k} \int_{x+B_{k}}\left|f * \psi_{-k}(y)\right|^{2} d y\right\}^{1 / 2} \tag{2.7}
\end{equation*}
$$

$$
\begin{equation*}
g(f)(x):=\left\{\sum_{k \in \mathbb{Z}}\left|\psi_{k} * f(x)\right|^{2}\right\}^{1 / 2} \tag{2.8}
\end{equation*}
$$

and

$$
g_{\lambda}^{*}(f)(x):=\left\{\sum_{k \in \mathbb{Z}} b^{-k} \int_{\mathbb{R}^{n}}\left[\frac{b^{k}}{b^{k}+\rho(x-y)}\right]^{\lambda}\left|f * \psi_{-k}(y)\right|^{2} d y\right\}^{1 / 2} .
$$

The anisotropic Musielak-Orlicz Hardy space $H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ is defined as the set of all $f \in \mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right)$ such that

$$
\|f\|_{H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)}:=\|S(f)\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)}<\infty
$$

Similarly, the anisotropic Musielak-Orlicz Hardy space $H_{g, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ or $H_{g_{\lambda}, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ can also be defined with $S(f)$ replaced, respectively, by $g(f)$ or $g_{\lambda}^{*}(f)$.

The main result of this section is the following theorem.
Theorem 2.8. Let $\varphi$ be an anisotropic growth function as in Definition 2.3. Then

$$
H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)=H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)
$$

with equivalent (quasi-)norms.
To show Theorem 2.8, we need the atomic characterization of $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ from [33]. Let us begin with the following lemma from [9, Lemma 2.3], which is a slight modification of [11, Theorem 11].

Lemma 2.9. Let $A$ be a dilation. Then there exists a collection

$$
\mathcal{Q}:=\left\{Q_{\alpha}^{k} \subset \mathbb{R}^{n}: k \in \mathbb{Z}, \alpha \in \mathrm{I}_{k}\right\}
$$

of open subsets, where $\mathrm{I}_{k}$ is some index set, such that
(i) $\left|\mathbb{R}^{n} \backslash \cup_{\alpha} Q_{\alpha}^{k}\right|=0$ for each fixed $k$ and $Q_{\alpha}^{k} \cap Q_{\beta}^{k}=\emptyset$ if $\alpha \neq \beta$;
(ii) for all $\alpha, \beta, k, \ell$ with $\ell \geq k$, either $Q_{\alpha}^{k} \cap Q_{\beta}^{\ell}=\emptyset$ or $Q_{\alpha}^{\ell} \subset Q_{\beta}^{k}$;
(iii) for each $(\ell, \beta)$ and each $k<\ell$, there exists a unique $\alpha$ such that $Q_{\beta}^{\ell} \subset Q_{\alpha}^{k}$;
(iv) there exist some negative integer $v$ and positive integer $u$ such that, for all $Q_{\alpha}^{k}$ with $k \in \mathbb{Z}$ and $\alpha \in \mathrm{I}_{k}$, there exists $x_{Q_{\alpha}^{k}} \in Q_{\alpha}^{k}$ satisfying that, for all $x \in Q_{\alpha}^{k}$,

$$
x_{Q_{\alpha}^{k}}+B_{v k-u} \subset Q_{\alpha}^{k} \subset x+B_{v k+u} .
$$

In what follows, for convenience, we call $k$ the level of the dyadic cube $Q_{\alpha}^{k}$ with $k \in \mathbb{Z}$ and $\alpha \in \mathrm{I}_{k}$ and denote it by $\ell\left(Q_{\alpha}^{k}\right)$, and call $\mathcal{Q}$ of Lemma 2.9 dyadic cubes.

For any set $E \subset \mathbb{R}^{n}$ and $t \in(0, \infty)$, let $\varphi(E, t):=\int_{E} \varphi(x, t) d x$.

Definition 2.10. For any $Q \in \mathcal{Q}$ and $q \in[1, \infty]$, let $L_{\varphi}^{q}(Q)$ be the set of all measurable functions $f$ supported in $Q$ such that

$$
\|f\|_{L_{\varphi}^{q}(Q)}:= \begin{cases}\sup _{t \in(0, \infty)}\left[\frac{1}{\varphi(Q, t)} \int_{\mathbb{R}^{n}}|f(x)|^{q} \varphi(x, t) d x\right]^{\frac{1}{q}}<\infty, & q \in[1, \infty) \\ \|f\|_{L^{\infty}(Q)}<\infty, & q=\infty\end{cases}
$$

It is easy to show that $\left(L_{\varphi}^{q}(Q),\|\cdot\|_{L_{\varphi}^{q}(Q)}\right)$ is a Banach space. Next we recall anisotropic atomic Hardy spaces of Musielak-Orlicz type from [33].

Definition 2.11. Let $\varphi$ be an anisotropic growth function and $q(\varphi)$ as in (2.4).
(i) An anisotropic triplet $(\varphi, q, s)$ is said to be admissible, if $q \in(q(\varphi), \infty]$ and $s \in \mathbb{Z}_{+}$such that $s \geq m(\varphi)$ with $m(\varphi)$ as in (2.5).
(ii) For an admissible anisotropic triplet ( $\varphi, q, s$ ), a measurable function $a$ is called an anisotropic ( $\varphi, q, s$ )-atom if
(a) $a \in L_{\varphi}^{q}(Q)$ for some dyadic cube $Q \in \mathcal{Q}$;
(b) $\|a\|_{L_{\varphi}^{q}(Q)} \leq\left\|\chi_{Q}\right\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)}^{-1}$;
(c) $\int_{\mathbb{R}^{n}} a(x) x^{\alpha} d x=0$ for any $|\alpha| \leq s$.
(iii) For an admissible anisotropic triplet ( $\varphi, q, s$ ), the anisotropic atomic Hardy space of Musielak-Orlicz type, $H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right)$, is defined as the set of all distributions $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ which can be represented as a sum of multiples of anisotropic ( $\varphi, q, s$ )-atoms, that is, $f=\sum_{j} a_{j}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, where $a_{j}$ for $j$ is a multiple of an anisotropic $(\varphi, q, s)$-atom supported in the dyadic cube $Q_{j}$, with the property

$$
\sum_{j} \varphi\left(Q_{j},\left\|a_{j}\right\|_{L_{\varphi}^{q}\left(Q_{j}\right)}\right)<\infty
$$

Define

$$
\Lambda_{q}\left(\left\{a_{j}\right\}\right):=\inf \left\{\lambda \in(0, \infty): \sum_{j} \varphi\left(Q_{j}, \frac{\left\|a_{j}\right\|_{L_{\varphi}^{q}\left(Q_{j}\right)}}{\lambda}\right) \leq 1\right\}
$$

and

$$
\|f\|_{H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right)}:=\inf \left\{\Lambda_{q}\left(\left\{a_{j}\right\}\right): f=\sum_{j} a_{j} \text { in } \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)\right\}
$$

where the infimum is taken over all admissible decompositions of $f$ as above.
Remark 2.12. In the definition of $(\varphi, q, s)$-atoms, if we replace dyadic cubes by dilated balls $\mathcal{B}:=\left\{x+B_{k}: x \in \mathbb{R}^{n}, k \in \mathbb{Z}\right\}$, which coincides with [33, Definition 30], by Lemma 2.9(iv), we know that both anisotropic atomic Hardy spaces of Musielak-Orlicz type are the same in the sense of equivalent (quasi-)norms.

Combining Remark 2.12 and [33, Theorems 33 and 40], we obtain the following conclusion.

Lemma 2.13. Let $(\varphi, q, s)$ be admissible as in Definition 2.11. If $m \geq m(\varphi)$, then

$$
H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)=H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right)=H_{m, A}^{\varphi}\left(\mathbb{R}^{n}\right)
$$

with equivalent (quasi-)norms.
Proof. This lemma is just a corollary of [33, Theorems 33 and 40]. Indeed, if $m \geq m(\varphi)$ and $(\varphi, q, s)$ is admissible, by [33, Theorem 33], we have

$$
\begin{equation*}
H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right) \subset H_{A}^{\varphi, q, m(\varphi)}\left(\mathbb{R}^{n}\right) \subset H_{m, A}^{\varphi}\left(\mathbb{R}^{n}\right) \tag{2.9}
\end{equation*}
$$

Conversely, if $m \geq m(\varphi),(\varphi, q, s)$ is admissible and $\widetilde{m}, \widetilde{s} \in \mathbb{Z}_{+}$such that

$$
\widetilde{m} \geq \widetilde{s} \geq \max \left\{m, s,\left\lfloor q(\varphi) \ln b /\left[i(\varphi) \ln \left(\lambda_{-}\right)\right]\right\rfloor\right\}
$$

with $i(\varphi)$ and $q(\varphi)$ being, respectively, as in (2.1) and (2.4), then, by Definition 2.7, [33, Theorem 40] and Definition 2.11, together with Remark 2.12, we find that

$$
H_{m, A}^{\varphi}\left(\mathbb{R}^{n}\right) \subset H_{\widetilde{m}, A}^{\varphi}\left(\mathbb{R}^{n}\right) \subset H_{A}^{\varphi, q, \widetilde{s}}\left(\mathbb{R}^{n}\right) \subset H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right)
$$

which, combined with (2.9), implies that the conclusions of Lemma 2.13 and hence completes its proof.

Then Theorem 2.8 is a direct consequence of Lemma 2.13 and the following theorem.
Theorem 2.14. Let $(\varphi, q, s)$ be admissible as in Definition 2.11. Then

$$
H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)=H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right)
$$

with equivalent (quasi-)norms.
To show Theorem 2.14, we need several technical lemmas. The following conclusion comes from [43, pp. 7-8].

Lemma 2.15. Let $q \in[1, \infty)$ and $\varphi \in \mathbb{A}_{q}(A)$. Then there exists a positive constant $C$ such that, for all $k \in \mathbb{Z}, t \in(0, \infty), x \in \mathbb{R}^{n}$ and $E \subset x+B_{k}$,

$$
\frac{\varphi\left(x+B_{k}, t\right)}{\varphi(E, t)} \leq C \frac{\left|x+B_{k}\right|^{q}}{|E|^{q}}
$$

The following lemma shows that anisotropic $(\varphi, q, s)$-atoms of Musielak-Orlicz type are in $H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)$.

Lemma 2.16. Let $(\varphi, q, s)$ be admissible as in Definition 2.11. Then there exists a positive constant $C:=C_{(\varphi, q, s)}$ such that, for any anisotropic $(\varphi, q, s)$-atom a associated with some dyadic cube $Q$,

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \varphi(x, S(a)(x)) d x \leq C \varphi\left(Q,\|a\|_{L_{\varphi}^{q}(Q)}\right) \tag{2.10}
\end{equation*}
$$

Proof. We just consider $q \in(q(\varphi), \infty)$ with $q(\varphi)$ as in (2.4). The case $q=\infty$ is easier, the details being omitted. Now let us write

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} \varphi(x, S(a)(x)) d x & =\int_{x_{Q}+B_{v \ell(Q)+u+2 \sigma}} \varphi(x, S(a)(x)) d x+\int_{x_{Q}+\left(B_{v \ell(Q)+u+2 \sigma}\right)^{\complement}} \cdots \\
& =: \mathrm{I}+\mathrm{II} .
\end{aligned}
$$

By Lemma 2.15 with $\varphi \in \mathbb{A}_{q}(A)$ and Lemma 2.9(iv), we conclude that, for any $t \in(0, \infty)$,

$$
\varphi\left(x_{Q}+B_{v \ell(Q)+u+2 \sigma}, t\right) \lesssim b^{2 q(u+\sigma)} \varphi\left(x_{Q}+B_{v \ell(Q)-u}, t\right) \lesssim \varphi(Q, t)
$$

From this, Hölder's inequality and the boundedness in $L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)$, uniformly in $t \in(0, \infty)$, of the Lusin-area function $S$ with $\varphi \in \mathbb{A}_{q}(A)$ (see [9, Theorem 3.2]), it follows that

$$
\begin{aligned}
& \mathrm{I} \lesssim \\
& \int_{x_{Q}+B_{v \ell(Q)+u+2 \sigma}}\left[1+\frac{S(a)(x)}{\|a\|_{L_{\varphi}^{q}(Q)}}\right] \varphi\left(x,\|a\|_{L_{\varphi}^{q}(Q)}\right) d x \\
& \lesssim \varphi\left(Q,\|a\|_{L_{\varphi}^{q}(Q)}\right)+\frac{1}{\|a\|_{L_{\varphi}^{q}(Q)}}\left\{\int_{x_{Q}+B_{v \ell(Q)+u+2 \sigma}}[S(a)(x)]^{q} \varphi\left(x,\|a\|_{L_{\varphi}^{q}(Q)}\right) d x\right\}^{1 / q} \\
& \times\left[\varphi\left(x_{Q}+B_{v \ell(Q)+u+2 \sigma},\|a\|_{L_{\varphi}^{q}(Q)}\right)\right]^{1-1 / q} \lesssim \varphi\left(Q,\|a\|_{L_{\varphi}^{q}(Q)}\right)
\end{aligned}
$$

To estimate II, we claim that, for all $j \in \mathbb{Z}_{+}$and

$$
\begin{gather*}
x \in U_{j}:=x_{Q}+\left(B_{v[\ell(Q)-j-1]+u+2 \sigma} \backslash B_{v[\ell(Q)-j]+u+2 \sigma}\right) \\
S(a)(x) \lesssim\|a\|_{L_{\varphi}^{q}(Q)}\left[b\left(\lambda_{-}\right)^{s+1}\right]^{v j} \tag{2.11}
\end{gather*}
$$

where $s \geq m(\varphi)$ with $m(\varphi)$ as in (2.5). Assume the claim holds true for the moment. Choose $\widetilde{q}>q(\varphi)$ and $p<i(\varphi)$ such that $b^{-\widetilde{q}+p}\left(\lambda_{-}\right)^{(s+1) p}>1$ (which is possible, since $s \geq m(\varphi)$ ), then, by the claim, $v<0$ as in Lemma 2.9(iv), the uniformly lower type $p$
of $\varphi$, Lemma 2.15 with $\varphi \in \mathbb{A}_{\tilde{q}}(A)$ and Lemma 2.9(iv), we have

$$
\begin{aligned}
\text { II } & \lesssim \sum_{j=1}^{\infty} \int_{U_{j}}\left[b\left(\lambda_{-}\right)^{s+1}\right]^{v j p} \varphi\left(x,\|a\|_{L_{\varphi}^{q}(Q)}\right) d x \\
& \lesssim \sum_{j=1}^{\infty}\left[b\left(\lambda_{-}\right)^{s+1}\right]^{v j p} \varphi\left(x_{Q}+B_{v[\ell(Q)-j-1]+u+2 \sigma},\|a\|_{L_{\varphi}^{q}(Q)}\right) \\
& \lesssim \varphi\left(Q,\|a\|_{L_{\varphi}^{q}(Q)}\right) \sum_{j=1}^{\infty}\left[b\left(\lambda_{-}\right)^{s+1}\right]^{v j p} b^{-v j \tilde{q}} \lesssim \varphi\left(Q,\|a\|_{L_{\varphi}^{q}(Q)}\right) .
\end{aligned}
$$

Combining the estimates for I and II, we know that (2.10) holds true.
Thus, to finish the proof of (2.10), we still need to show the claim (2.11). To this end, for any $x \in U_{j}$, let

$$
[S(a)(x)]^{2}=\left[\sum_{k>-v \ell(Q)-u}+\sum_{k \leq-v \ell(Q)-u}\right] b^{k} \int_{y \in x+B_{-k}}\left|a * \phi_{k}(y)\right|^{2} d y=: \mathrm{II}_{1}+\mathrm{II}_{2} .
$$

To estimate $\mathrm{I}_{1}$, observe that, when $-k<v \ell(Q)+u$, since $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, pick some $N \in \mathbb{N}$ to be fixed later, we conclude that, for all $y \in x+B_{-k}$,

$$
\begin{align*}
\left|a * \phi_{k}(y)\right| & \lesssim b^{k} \int_{Q}\left|a(z) \phi\left(A^{k}(y-z)\right)\right| d z  \tag{2.12}\\
& \lesssim b^{k} \int_{Q}^{|a(z)|} \frac{1}{\left[1+\rho\left(A^{k}(y-z)\right)\right]^{N+1}} d z .
\end{align*}
$$

Using $-k<v \ell(Q)+u$ and (2.3), we have

$$
y \in x+B_{-k} \subset x_{Q}+\left(B_{v[\ell(Q)-j]+u+2 \sigma}\right)^{\complement}+B_{-k} \subset x_{Q}+\left(B_{v[\ell(Q)-j]+u+\sigma}\right)^{\complement} .
$$

By this and $z \in x_{Q}+B_{v \ell(Q)+u}$, using (2.3) again, we obtain $y-z \in\left(B_{v[\ell(Q)-j]+u}\right)^{\text {C }}$, which implies that

$$
\begin{equation*}
\rho(y-z) \geq b^{v[\ell(Q)-j]+u} . \tag{2.13}
\end{equation*}
$$

Moreover, by Hölder's inequality and

$$
\left[\int_{Q}|\varphi(z, t)|^{-\frac{q^{\prime}}{q}} d z\right]^{\frac{1}{q}} \lesssim \frac{b^{\nu \ell(Q)}}{[\varphi(Q, t)]^{\frac{1}{q}}},
$$

we see that, for all $y \in x+B_{-k}$,

$$
\begin{align*}
\int_{Q}|a(z)| d z & \leq\left[\int_{Q}|a(z)|^{q} \varphi(z, t) d z\right]^{\frac{1}{q}}\left\{\int_{Q}[\varphi(z, t)]^{-\frac{q^{\prime}}{q}} d z\right\}^{\frac{1}{q^{\tau}}}  \tag{2.14}\\
& \lesssim b^{v \ell(Q)}\|a\|_{L_{\varphi}^{q}(Q)} .
\end{align*}
$$

Hence, by (2.12), (2.13) and (2.14), we find that, for all $y \in x+B_{-k}$,

$$
\left|a * \phi_{k}(y)\right| \lesssim b^{k-(N+1)\{k+v[\ell(Q)-j]+u\}+v \ell(Q)}\|a\|_{L_{\varphi}^{q}(Q)} \lesssim b^{-N\{k+v[\ell(Q)-j]\}}\|a\|_{L_{\varphi}^{q}(Q)}
$$

Therefore, choosing $N \in \mathbb{N}$ such that $b^{N}>b\left(\lambda_{-}\right)^{s+1}$, we conclude that

$$
\begin{aligned}
\mathrm{II}_{1} & \lesssim \sum_{k>-v \ell(Q)-u} b^{-2 N\{k+v[\ell(Q)-j]\}}\|a\|_{L_{\varphi}^{q}(Q)}^{2} \\
& \lesssim b^{2 N j v}\|a\|_{L_{\varphi}^{q}(Q)}^{2} \lesssim\left[b\left(\lambda_{-}\right)^{s+1}\right]^{2 j v}\|a\|_{L_{\varphi}^{q}(Q)}^{2} .
\end{aligned}
$$

To estimate $\mathrm{II}_{2}$, since $-k \geq v \ell(Q)+u$ and $a$ has the vanishing moments up to order $s$, by Taylor's remainder theorem and $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, we know that there exists some $\xi \in Q$ such that, for all $y \in x+B_{-k}$,

$$
\begin{aligned}
& \left|a * \phi_{k}(y)\right| \\
= & b^{k}\left|\int_{Q} a(z)\left\{\phi\left(A^{k}(y-z)\right)-\sum_{|\alpha| \leq s} \frac{D^{\alpha} \phi\left(A^{k}\left(y-x_{Q}\right)\right)}{\alpha!}\left[A^{k}\left(x_{Q}-z\right)\right]^{\alpha}\right\} d z\right| \\
\lesssim & b^{k} \int_{Q}|a(z)|\left|A^{k}\left(x_{Q}-z\right)\right|^{s+1} \sup _{\xi \in Q}\left[1+\rho\left(A^{k}(y-\xi)\right)\right]^{-N-1} d z .
\end{aligned}
$$

By using $A^{k}\left(z-x_{Q}\right) \in B_{k+v \ell(Q)+u}$, the fact $\left|A^{m} x\right| \lesssim\left(\lambda_{-}\right)^{m}$ for $m<0$ and $x \in B_{0}$ (see $[8,(2.7)]$ ), and $k+v \ell(Q)+u \leq 0$, we obtain

$$
\begin{equation*}
\left|A^{k}\left(z-x_{Q}\right)\right| \lesssim\left(\lambda_{-}\right)^{k+v \ell(Q)+u} \tag{2.15}
\end{equation*}
$$

Moreover, if $v[\ell(Q)-j]+u>-k$, by (2.3), we have

$$
y \in x+B_{-k} \subset x_{Q}+\left(B_{v[\ell(Q)-j]+u+2 \sigma}+B_{-k}\right)^{\complement} \subset x_{Q}+\left(B_{v[\ell(Q)-j]+u+\sigma}\right)^{\complement}
$$

Using this, $\xi \in Q \subset x_{Q}+B_{v \ell(Q)+u}$, by (2.3) again, we further have $y-\xi \in$ $\left(B_{v[\ell(Q)-j]+u}\right)^{\text {C }}$, which implies that

$$
\rho\left(A^{k}(y-\xi)\right) \geq b^{k+v[\ell(Q)-j]+u}
$$

and hence

$$
\begin{equation*}
\sup _{\xi \in Q}\left[1+\rho\left(A^{k}(y-\xi)\right)\right]^{-N-1} \leq \min \left\{1, b^{-N(k+v[\ell(Q)-j]+u)}\right\} \tag{2.16}
\end{equation*}
$$

If $v[\ell(Q)-j]+u \leq-k$, since $b^{-N\{k+v[\ell(Q)-j]+u\}} \geq 1$, it is easy to see that (2.16) still holds true.

Write

$$
\begin{aligned}
\mathrm{II}_{2} & =\left[\sum_{-v[\ell(Q)-j]-u<k \leq-v \ell(Q)-u}+\sum_{k \leq-v[\ell(Q)-j]-u}\right] b^{k} \int_{x+B_{-k}}\left|a * \phi_{k}(y)\right|^{2} d y \\
& =: \mathrm{II}_{2,1}+\mathrm{II}_{2,2}
\end{aligned}
$$

Choosing $N \in \mathbb{N}$ such that $b^{N}>b\left(\lambda_{-}\right)^{s+1}$ and applying (2.14), (2.15) and (2.16), we obtain

$$
\begin{aligned}
\mathrm{II}_{2,1} & \lesssim \sum_{-v[\ell(Q)-j]-u<k \leq-v \ell(Q)-u}\left[\|a\|_{L_{\varphi}^{q}(Q)}\left(\lambda_{-}\right)^{(s+1)[k+v \ell(Q)+u]} b^{v \ell(Q)+k-N\{k+v[\ell(Q)-j]+u\}}\right]^{2} \\
& \lesssim\left[b\left(\lambda_{-}\right)^{s+1}\right]^{2 j v}\|a\|_{L_{\varphi}^{q}(Q)}^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\mathrm{I}_{2,2} & \lesssim \sum_{k \leq-v[\ell(Q)-j]-u}\left[\|a\|_{L_{\varphi}^{q}(Q)}\left(\lambda_{-}\right)^{(s+1)\{k+v \ell(Q)+u\}} b^{k+v \ell(Q)}\right]^{2} \\
& \lesssim\left[b\left(\lambda_{-}\right)^{s+1}\right]^{2 j v}\|a\|_{L_{\varphi}^{q}(Q)}^{2} .
\end{aligned}
$$

Combining the estimates of $\mathrm{I}_{1}, \mathrm{II}_{2,1}$ and $\mathrm{II}_{2,2}$, we know that (2.11) holds true, which completes the proof of Lemma 2.16.

Lemma 2.17. Let $(\varphi, q, s)$ be admissible as in Definition 2.11. Then

$$
H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right) \subset \mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right)
$$

Proof. We show this lemma by borrowing some ideas from the proof of [24, Lemma 4.14].

For $m:=m(\varphi)$ with $m(\varphi)$ as in (2.5), $k \in \mathbb{Z}, \phi \in \mathcal{S}\left(\mathbb{R}^{n}\right), f \in H_{A}^{\varphi}\left(\mathbb{R}^{n}\right), x \in$ $\mathbb{R}^{n}$ and $y \in x+B_{k}$, we have $\left|f * \phi_{k}(x)\right| \leq\|\phi\|_{\mathcal{S}_{m}\left(\mathbb{R}^{n}\right)} f^{*}(y)$. Moreover, noticing that, for any $p \in(0, i(\varphi)), \varphi$ is of uniformly lower type $p$, then, by the uniformly lower type $p$ and the uniformly upper type 1 properties of $\varphi$ and the property that $\int_{\mathbb{R}^{n}} \varphi\left(x,|g(x)| /\|g\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)}\right) d x=1$ for all $g \in L^{\varphi}\left(\mathbb{R}^{n}\right) \backslash\{0\}$ (see [30, Lemma 4.2(i)]), we conclude that, for all $x \in \mathbb{R}^{n}$,

$$
\begin{aligned}
& \min \left\{\left|f * \phi_{k}(x)\right|^{p},\left|f * \phi_{k}(x)\right|\right\} \\
\lesssim & \|\phi\|_{\mathcal{S}_{m}\left(\mathbb{R}^{n}\right)}\left[\varphi\left(x+B_{k}, 1\right)\right]^{-1} \int_{x+B_{k}} \varphi(y, 1) \min \left\{\left[f^{*}(y)\right]^{p}, f^{*}(y)\right\} d y \\
\lesssim & \|\phi\|_{\mathcal{S}_{m}\left(\mathbb{R}^{n}\right)}\left[\varphi\left(x+B_{k}, 1\right)\right]^{-1} \int_{x+B_{k}} \varphi\left(y, f^{*}(y)\right) d y \\
\lesssim & \|\phi\|_{\mathcal{S}_{m}\left(\mathbb{R}^{n}\right)}\left[\varphi\left(x+B_{k}, 1\right)\right]^{-1} \max \left\{\|f\|_{H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)}^{p},\|f\|_{H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)}\right\} \rightarrow 0
\end{aligned}
$$

as $k \rightarrow-\infty$, which implies that $f$ vanishes weakly at infinity. Combining this and Lemma 2.13, we then complete the proof of Lemma 2.17.

Using Lemmas 2.16 and 2.17, with a slight modification on the proof of [30, Theorem 5.1], we have the following conclusion, the details being omitted.

Lemma 2.18. Let $(\varphi, q, s)$ be admissible as in Definition 2.11. Then $H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right) \subset$ $H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ and the inclusion is continuous.

The following Calderón reproducing formula is just [9, Proposition 2.14]. In what follows, for any $\psi \in L^{1}\left(\mathbb{R}^{n}\right)$ and $\xi \in \mathbb{R}^{n}$, let $\widehat{\psi}(\xi):=\int_{\mathbb{R}^{n}} e^{-2 \pi i \xi x} \psi(x) d x$.

Lemma 2.19. Let $s \in \mathbb{Z}_{+}$and $A$ be a dilation on $\mathbb{R}^{n}$. Then there exist $\theta, \psi \in$ $\mathcal{S}\left(\mathbb{R}^{n}\right)$ such that
(i) $\operatorname{supp} \theta \subset B_{\rho}\left(\overrightarrow{0}_{n}, 1\right):=\left\{x \in \mathbb{R}^{n}: \rho(x)<1\right\}, \int_{\mathbb{R}^{n}} x^{\gamma} \theta(x) d x=0$ for all $\gamma \in$ $\left(\mathbb{Z}_{+}\right)^{n}$ with $|\gamma| \leq s$, and $\widehat{\theta}(\xi) \geq C>0$ for all $\xi \in\left\{x \in \mathbb{R}^{n}: a \leq \rho(x) \leq b\right\}$, where $0<a<b<1$ are constants;
(ii) $\operatorname{supp} \widehat{\psi}$ is compact and bounded away from the origin;
(iii) $\sum_{j \in \mathbb{Z}} \widehat{\psi}\left(\left(A^{*}\right)^{j} \xi\right) \widehat{\theta}\left(\left(A^{*}\right)^{j} \xi\right)=1$ for all $\xi \in \mathbb{R}^{n} \backslash\left\{\overrightarrow{0}_{n}\right\}$, where $A^{*}$ denotes the transpose of $A$.

Then, for all $f \in \mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right), f=\sum_{j \in \mathbb{Z}} f * \psi_{j} * \theta_{j}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$.
The following lemma says that the space $L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)$ with $t \in(0, \infty)$ can be characterized by the Lusin-area function and the Littlewood-Paley $g$-function, respectively. Moreover, the conclusions of Lemma 2.20 associated to the Lusin-area function are just [ 9 , Theorem 3.2] in the one parameter case.

Lemma 2.20. Let $\varphi \in \mathbb{A}_{\infty}(A)$ with $q \in(q(\varphi), \infty), t \in(0, \infty)$ and $\theta, \psi$ be as in Lemma 2.19. Suppose $\phi:=\theta$ or $\psi$. Then $f \in L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)$ if and only if $f \in \mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right)$ and $S(f) \in L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)$ if and only if $f \in \mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right)$ and $g(f) \in$ $L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)$, where $S(f)$ and $g(f)$ are defined, respectively, as in (2.7) and (2.8) via replacing $\psi$ therein by $\phi$. Moreover, for all $f \in L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right),\|f\|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)} \sim$ $\|S(f)\|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)} \sim\|g(f)\|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)}$ hold true uniformly for all $t \in(0, \infty)$, where the implicit positive constants are independent of $f$ and $t$.

By a slight and obvious modification on the proof of [9, Theorem 3.2], namely, replacing two parameters therein by one parameter here, we can show Lemma 2.20 , the details being omitted.

Recall that the anisotropic Hardy-Littlewood maximal function $\mathcal{M}_{A}(f)$ of any locally integrable function $f$ is defined by setting, for all $x \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\mathcal{M}_{A} f(x):=\sup _{x \in B, B \in \mathcal{B}} \frac{1}{|B|} \int_{B}|f(y)| d y \tag{2.17}
\end{equation*}
$$

The following Lemma 2.21 is essentially [7, Theorem 2.5], by observing that the positive constant $\widetilde{C}$ in Lemma 2.21 bellow only depends on $n, p, q$ and the weight constant $C_{(p, A, n, \varphi)}$ which is uniform on $t \in(0, \infty)$, the detail being omitted.

Lemma 2.21. Let $\varphi \in \mathbb{A}_{p}(A), p \in(1, \infty)$ and $q \in(1, \infty]$. Then the anisotropic Hardy-Littlewood maximal operator $\mathcal{M}_{A}$ is bounded on $L^{p}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)$ uniformly for $t \in(0, \infty)$ and, moreover, there exists a positive constant $\widetilde{C}$, depending only on $n, p, q$ and $C_{(p, A, n, \varphi)}$ in Definition 2.2, such that, for all $t \in(0, \infty)$ and $\left\{f_{j}\right\}_{j \in \mathbb{N}} \subset$ $L^{p}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)$,

$$
\left\|\left\{\sum_{j \in \mathbb{N}}\left[\mathcal{M}_{A}\left(f_{j}\right)\right]^{q}\right\}^{1 / q}\right\|_{L^{p}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)} \leq \widetilde{C}\left\|\left\{\sum_{j \in \mathbb{N}}\left|f_{j}\right|^{q}\right\}^{1 / q}\right\|_{L^{p}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)} .
$$

Proof of Theorem 2.14. By Lemma 2.18, we only need to show $H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right) \subset$ $H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right)$, which is proved by the following five steps.

## Step 1. Decompose $f$ via the Calderon reproducing formula.

For any $k \in \mathbb{Z}$ and $f \in H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)$, let $\Omega_{k}:=\left\{x \in \mathbb{R}^{n}: S(f)(x)>2^{k}\right\}$ and

$$
\mathcal{R}_{k}:=\left\{Q \in \mathcal{Q}:\left|Q \cap \Omega_{k}\right|>|Q| / 2,\left|Q \cap \Omega_{k+1}\right| \leq|Q| / 2\right\} .
$$

Then, for each dyadic cube $Q \in \mathcal{Q}$, there exists a unique $k \in \mathbb{Z}$ such that $Q \in \mathcal{R}_{k}$. Let $\ell(Q), v, u$ be the same as in Lemma 2.9 corresponding to $A$. For any $Q \in \mathcal{Q}$, let

$$
\widetilde{Q}:=\left\{(y, m) \in \mathbb{R}^{n} \times \mathbb{R}: y \in Q, m \sim v \ell(Q)+u\right\}
$$

here and hereafter, $m \sim v \ell(Q)+u$ always means

$$
\begin{equation*}
v \ell(Q)+u+\sigma \leq m<v[\ell(Q)-1]+u+\sigma, \tag{2.18}
\end{equation*}
$$

where $\sigma$ is as in (2.2) and (2.3). Observe that, in the above inequality, $v$ is negative. Obviously, $\{\widetilde{Q}\}_{Q \in \mathcal{Q}}$ are mutually disjoint and

$$
\begin{equation*}
\mathbb{R}^{n} \times \mathbb{R}=\bigcup_{k \in \mathbb{Z}} \bigcup_{Q \in \mathcal{R}_{k}} \widetilde{Q} \tag{2.19}
\end{equation*}
$$

Let $\theta$ and $\psi$ be as in Lemma 2.19 and let each $\theta$ have the vanishing moments up to order $s$ with $s \geq m(\varphi)$.

For all $f \in H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ and $x \in \mathbb{R}^{n}$, by Lemma 2.19, together with the properties of $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ (see [41, p. 23, Theorem 3.13] or [22, Theorem 2.3.20]), and (2.19), we know that

$$
\begin{aligned}
f(x) & =\sum_{k \in \mathbb{Z}} f * \psi_{-k} * \theta_{-k}(x)=\int_{\mathbb{R}^{n} \times \mathbb{R}} f * \psi_{-m}(y) \theta_{-m}(x-y) d y d \sigma(m) \\
& =\int_{\bigcup_{k \in \mathbb{Z}} \cup_{Q \in \mathcal{R}_{k}} \widetilde{Q}} f * \psi_{-m}(y) \theta_{-m}(x-y) d y d \sigma(m)=\sum_{k \in \mathbb{Z}} \sum_{Q \in \mathcal{R}_{k}} e_{Q}(x)
\end{aligned}
$$

hold true in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, where

$$
\begin{equation*}
e_{Q}(x):=\int_{\tilde{Q}} f * \psi_{-m}(y) \theta_{-m}(x-y) d y d \sigma(m), \tag{2.20}
\end{equation*}
$$

and $\sigma(m)$ is the counting measure on $\mathbb{R}$.
Let $\left\{Q_{k}^{\ell}\right\}_{\ell}$ be the set of all maximal dyadic cubes in $\mathcal{R}_{k}$. For any $Q$ in $\mathcal{R}_{k}$, by Lemma 2.9(ii), there exists a unique maximal dyadic cube $Q_{k}^{\ell}$ such that $Q \subset Q_{k}^{\ell}$. Then we further have $f=\sum_{k \in \mathbb{Z}} \sum_{\ell} a_{k}^{\ell}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, where

$$
\begin{equation*}
a_{k}^{\ell}:=\sum_{Q \subset Q_{k}^{\ell}, Q \in \mathcal{R}_{k}} e_{Q} \tag{2.21}
\end{equation*}
$$

Step 2. Prove $\|f\|_{H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right)} \lesssim\|f\|_{H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)}$.
First, we need a subtle estimate as follows.
Let $\mathcal{G}$ be any set of dyadic cubes in $\mathbb{R}^{n}$ and $e_{Q}$ as in (2.20) for all $Q \in \mathcal{G}$. Then we claim that, for all $x \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\left[S\left(\sum_{Q \in \mathcal{G}} e_{Q}\right)(x)\right]^{2} \lesssim \sum_{Q \in \mathcal{G}}\left[\mathcal{M}_{A}\left(c_{Q} \chi_{Q}\right)(x)\right]^{2} \tag{2.22}
\end{equation*}
$$

where

$$
c_{Q}:=\left\{\int_{\widetilde{Q}}\left|\psi_{-m} * f(y)\right|^{2} d y \frac{d \sigma(m)}{b^{m}}\right\}^{1 / 2}
$$

Indeed, we can show the above claim by borrowing some ideas from [9, Lemma 4.7]. For any $Q \in \mathcal{Q}$, let $Q^{\prime}:=c_{Q}+B_{v[\ell(Q)-1]+u+2 \sigma}$. By repeating the proof of [9, Lemma 4.7, pp. 412-413] via replacing two parameters therein by one parameter here, we conclude that

$$
\begin{aligned}
& {\left[S\left(\sum_{Q \in \mathcal{G}} e_{Q}\right)(x)\right]^{2}} \\
& \lesssim \\
& \sum_{Q \in \mathcal{Q}}\left(c_{Q}\right)^{2}\left[\mathcal{M}_{A}\left(\chi_{Q}\right)(x)\right]^{2}\left\{\sum_{P \in \mathcal{Q}, Q^{\prime} \cap P^{\prime} \neq \emptyset} b^{(s+1) v|\ell(Q)-\ell(P)| \log _{b}\left(\lambda_{-}\right)}\right\} .
\end{aligned}
$$

Combining this and the following estimate (see [9, (4.18)] in one parameter case)

$$
\sum_{P \in \mathcal{Q}, Q^{\prime} \cap P^{\prime} \neq \emptyset} b^{(s+1) v|\ell(Q)-\ell(P)| \log _{b}\left(\lambda_{-}\right)} \lesssim 1
$$

we obtain the desired claim.

By Lemma 2.20, (2.22) and Lemma 2.21 with $\varphi \in \mathbb{A}_{q}(A)$, where $q \in(q(\varphi), \infty)$, we find that

$$
\begin{aligned}
&\left\|a_{k}^{\ell}\right\|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)} \\
&= \sum_{Q \subset Q_{k}^{e}, Q \in \mathcal{R}_{k}} e_{Q} \|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)} \\
& \lesssim\left\|S\left(\sum_{Q \subset Q_{k}^{e}, Q \in \mathcal{R}_{k}} e_{Q}\right)\right\|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)} \\
&\left.\lesssim \sum_{Q \subset Q_{k}^{e}, Q \in \mathcal{R}_{k}}\left[\mathcal{M}_{A}\left(c_{Q} \chi_{Q}\right)\right]^{2}\right\}^{1 / 2} \|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)} \\
& \lesssim\left\|\left[\sum_{Q \subset Q_{k}^{e}, Q \in \mathcal{R}_{k}}\left(c_{Q}\right)^{2} \chi_{Q}\right]^{1 / 2}\right\|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)}
\end{aligned}
$$

Notice that, for any $Q \in \mathcal{R}_{k}$ and $x \in Q$, by Lemma 2.9(iv), we conclude that

$$
\mathcal{M}_{A}\left(\chi_{\Omega_{k}}\right)(x) \geq \frac{1}{b^{v \ell(Q)+u}} \int_{x_{Q}+B_{v \ell(Q)+u}} \chi_{\Omega_{k}}(y) d y>b^{-2 u} \frac{\left|\Omega_{k} \cap Q\right|}{|Q|}>\frac{1}{2 b^{2 u}}
$$

which implies that

$$
\begin{equation*}
\bigcup_{-Q_{k}^{\ell}, Q \in \mathcal{R}_{k}} Q \subset \widetilde{\Omega}_{k}:=\left\{x \in \mathbb{R}^{n}: \mathcal{M}_{A}\left(\chi_{\Omega_{k}}\right)(x)>\left(2 b^{2 u}\right)^{-1}\right\} . \tag{2.23}
\end{equation*}
$$

Moreover, for any $Q \in \mathcal{R}_{k}$ and $x \in Q$, by $Q \subset \widetilde{\Omega}_{k}$ and Lemma 2.9(iv), we have

$$
\mathcal{M}_{A}\left(\chi_{Q \cap\left(\widetilde{\Omega}_{k} \backslash \Omega_{k+1}\right)}\right)(x) \gtrsim \frac{1}{|Q|} \int_{Q} \chi_{\widetilde{\Omega}_{k} \backslash \Omega_{k+1}}(y) d y \gtrsim \frac{|Q|-|Q| / 2}{|Q|} \gtrsim \chi_{Q}(x)
$$

From this and Lemma 2.21, it follows that

$$
\begin{align*}
& \left\|a_{k}^{\ell}\right\|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)} \\
\lesssim & \| \sum_{\left.\sum_{Q \subset Q_{k}^{\ell}, Q \in \mathcal{R}_{k}}\left[\mathcal{M}_{A}\left(c_{Q} \chi_{Q \cap\left(\widetilde{\Omega}_{k} \backslash \Omega_{k+1}\right)}\right)\right]^{2}\right\}^{1 / 2} \|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)}}^{\lesssim}  \tag{2.24}\\
\lesssim & \left\|\left[\sum_{Q \subset Q_{k}^{\ell}, Q \in \mathcal{R}_{k}}\left(c_{Q}\right)^{2} \chi_{Q \cap\left(\widetilde{\Omega}_{k} \backslash \Omega_{k+1}\right)}\right]^{1 / 2}\right\|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)}
\end{align*}
$$

For any $Q \in \mathcal{R}_{k}, x \in Q$ and $(y, m) \in \widetilde{Q}$, by Lemma 2.9(iv) and (2.18), we conclude that $x-y \in B_{v \ell(Q)+u+\sigma} \subset B_{m}$, which, together with the disjointness of $\{\widetilde{Q}\}_{Q \subset Q_{k}^{\ell}}$, implies that

$$
\begin{align*}
& \sum_{Q \subset Q_{k}^{e}, Q \in \mathcal{R}_{k}}\left(c_{Q}\right)^{2} \chi_{Q \cap\left(\tilde{\Omega}_{k} \backslash \Omega_{k+1}\right)}(x) \\
&= \sum_{Q \subset Q_{k}^{e}, Q \in \mathcal{R}_{k}} \int_{\tilde{Q}}\left|\psi_{-m} * f(y)\right|^{2} d y \frac{d \sigma(m)}{b^{m}} \chi_{Q \cap\left(\tilde{\Omega}_{k} \backslash \Omega_{k+1}\right)}(x)  \tag{2.25}\\
& \lesssim[S(f)(x)]^{2} \chi_{Q_{k}^{\ell} \cap\left(\tilde{\Omega}_{k} \backslash \Omega_{k+1}\right)}(x) .
\end{align*}
$$

Therefore, for any $t \in(0, \infty)$, by (2.24) and (2.25), we further have

$$
\begin{aligned}
\left\|a_{k}^{\ell}\right\|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)} & \lesssim\left\{\int_{\mathbb{R}^{n}}[S(f)(x)]^{q} \chi_{Q_{k}^{\ell} \cap\left(\tilde{\Omega}_{k} \backslash \Omega_{k+1}\right)}(x) \varphi(x, t) d x\right\}^{1 / q} \\
& \lesssim 2^{k}\left[\varphi\left(Q_{k}^{\ell}, t\right)\right]^{\frac{1}{q}},
\end{aligned}
$$

which implies that $\left\|a_{k}^{\ell}\right\|_{L_{\varphi}^{q}\left(Q_{k}^{\ell}\right)} \leq \widetilde{C} 2^{k}$, where $\widetilde{C}$ is a positive constant independent of $k$ and $\ell$. By the weighted boundedness in $L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)$ of $\mathcal{M}_{A}$ with $\varphi \in \mathbb{A}_{q}(A)$ and $q \in(q(\varphi), \infty)$ uniformly in $t \in(0, \infty)$ (see Lemma 2.21), we see that, for all $t \in(0, \infty)$,

$$
\begin{equation*}
\varphi\left(\widetilde{\Omega}_{k}, t\right) \leq\left(2 b^{2 u}\right)^{q} \int_{\mathbb{R}^{n}}\left[\mathcal{M}_{A}\left(\chi_{\Omega_{k}}\right)(x)\right]^{q} \varphi(x, t) d x \lesssim \varphi\left(\Omega_{k}, t\right) . \tag{2.26}
\end{equation*}
$$

Thus, using $\left\|a_{k}^{\ell}\right\|_{L_{\varphi}^{q}\left(Q_{k}^{\ell}\right)} \lesssim 2^{k}$, (2.23) with the disjointness of $\left\{Q_{k}^{\ell}\right\}_{k \in \mathbb{Z}, \ell},(2.26)$ and the following estimate (see [30, Lemma 5.4] with a slight modification)

$$
\sum_{k \in \mathbb{Z}} \varphi\left(\Omega_{k}, \frac{2^{k}}{\lambda}\right) \lesssim \int_{\mathbb{R}^{n}} \varphi\left(x, \frac{S(f)(x)}{\lambda}\right) d x
$$

we conclude that

$$
\sum_{k \in \mathbb{Z}} \sum_{\ell} \varphi\left(Q_{k}^{\ell}, \frac{\left\|a_{k}^{\ell}\right\|_{L_{\varphi}^{q}\left(Q_{k}^{\ell}\right)}}{\lambda}\right) \lesssim \sum_{k \in \mathbb{Z}} \varphi\left(\Omega_{k}, \frac{2^{k}}{\lambda}\right) \lesssim \int_{\mathbb{R}^{n}} \varphi\left(x, \frac{S(f)(x)}{\lambda}\right) d x
$$

which implies $\|f\|_{H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right)} \lesssim\|S(f)\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)}$.
Step 3. Show $\operatorname{supp} a_{k}^{\ell} \subset B_{k}^{\ell}:=x_{Q_{k}^{\ell}}+B_{v\left[\ell\left(Q_{k}^{\ell}\right)-1\right]+u+3 \sigma}$.
If $x \in \operatorname{supp} a_{k}^{\ell}$, by the definition of $a_{k}^{\ell}$ in (2.21), $a_{k}^{\ell}(x) \neq 0$ implies that there exists $Q \subset Q_{k}^{\ell}$ and $Q \in \mathcal{R}_{k}$ such that $e_{Q}(x) \neq 0$. Recall that, for all $m \in \mathbb{Z}$ and $x \in \mathbb{R}^{n}$,

$$
\theta_{-m}(x):=b^{-m} \theta\left(A^{-m} x\right)
$$

and $\operatorname{supp} \theta \subset B_{0}$. If $e_{Q}(x) \neq 0$, by (2.20) again, there exists $(y, m) \in \widetilde{Q}$ such that $A^{-m}(x-y) \in B_{0}$. Moreover, by (2.18), (2.2) and Lemma 2.9(iv), we further have

$$
x \in y+B_{m} \subset x_{Q}+B_{v \ell(Q)+u}+B_{v[\ell(Q)-1]+u+\sigma} \subset x_{Q}+B_{v[\ell(Q)-1]+u+2 \sigma}
$$

Thus,

$$
\operatorname{supp} e_{Q} \subset x_{Q}+B_{v[\ell(Q)-1]+u+2 \sigma}
$$

From this, $a_{k}^{\ell}=\sum_{Q \subset Q_{k}^{\ell}, Q \in \mathcal{R}_{k}} e_{Q}$, Lemma 2.9(iv) and (2.2), we deduce that

$$
\begin{aligned}
\operatorname{supp} a_{k}^{\ell} & \subset \bigcup_{Q \subset Q_{k}^{\ell}, Q \in \mathcal{R}_{k}}\left(x_{Q}+B_{v[\ell(Q)-1]+u+2 \sigma}\right) \\
& \subset x_{Q_{k}^{\ell}}+B_{v \ell\left(Q_{k}^{\ell}\right)+u}+B_{v\left[\ell\left(Q_{k}^{\ell}\right)-1\right]+u+2 \sigma} \\
& \subset x_{Q_{k}^{\ell}}+B_{v\left[\ell\left(Q_{k}^{\ell}\right)-1\right]+u+3 \sigma}
\end{aligned}
$$

Step 4. Prove $\left\|\widetilde{a}_{k}^{\ell}\right\|_{L_{\varphi}^{q}\left(B_{k}^{\ell}\right)} \leq\left\|\chi_{B_{k}^{\ell}}\right\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)}^{-1}$.
Let $\lambda_{k}^{\ell}:=\widetilde{C} 2^{k}\left\|\chi_{B_{k}^{\ell}}\right\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)}$ and $\widetilde{a}_{k}^{\ell}:=\left(\lambda_{k}^{\ell}\right)^{-1} a_{k}^{\ell}$. Then we have

$$
f=\sum_{k \in \mathbb{Z}} \sum_{\ell} a_{k}^{\ell}=\sum_{k \in \mathbb{Z}} \sum_{\ell} \lambda_{k}^{\ell} \widetilde{a}_{k}^{\ell}
$$

in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$. By $\left\|a_{k}^{\ell}\right\|_{L_{\varphi}^{q}\left(Q_{k}^{\ell}\right)} \leq \widetilde{C} 2^{k}$, we see that $\left\|\widetilde{a}_{k}^{\ell}\right\|_{L_{\varphi}^{q}\left(Q_{k}^{\ell}\right)} \leq\left\|\chi_{B_{k}^{\ell}}\right\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)}^{-1}$.
Step 5. Show the vanishing moments of $a_{k}^{\ell}$.
By (2.25) and $\varphi\left(\widetilde{\Omega}_{k}, t\right) \lesssim \varphi\left(\Omega_{k}, t\right)$ (see (2.26)), we obtain

$$
\begin{aligned}
& \left\|\left[\sum_{Q \in \mathcal{R}_{k}}\left(c_{Q}\right)^{2} \chi_{Q \cap\left(\tilde{\Omega}_{k} \backslash \Omega_{k+1}\right)}\right]^{1 / 2}\right\|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)}^{q} \\
\leq & \int_{\mathbb{R}^{n}}\left\{\chi_{Q_{k}^{\ell} \cap\left(\tilde{\Omega}_{k} \backslash \Omega_{k+1}\right)}(x) \int_{\cup_{Q \subset Q_{k}^{\ell}, Q \in \mathcal{R}_{k}}} \tilde{Q}^{\left.\left|f * \psi_{-m}(y)\right|^{2} d y \frac{d \sigma(m)}{b^{m}}\right\}^{q / 2} \varphi(x, t) d x}\right. \\
\lesssim & 2^{k q} \varphi\left(\Omega_{k}, t\right)<\infty .
\end{aligned}
$$

Take any $N \in \mathbb{N}$ and let $\mathcal{R}_{k, N}:=\left\{Q \in \mathcal{R}_{k}:|\ell(Q)|>N\right\}$. Similar to the estimate of
(2.24), via replacing $a_{k}^{\ell}$ by $\sum_{Q \subset Q_{k}^{\ell}, Q \in \mathcal{R}_{k, N}} e_{Q}$, we conclude that

$$
\begin{aligned}
& \left\|\sum_{Q \subset Q_{k}^{e}, Q \in \mathcal{R}_{k, N}} e_{R}\right\|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)}^{q} \\
\lesssim & \left\|\left[\sum_{Q \subset Q_{k}^{e}, Q \in \mathcal{R}_{k, N}}\left(c_{Q}\right)^{2} \chi_{Q \cap\left(\tilde{\Omega}_{k} \backslash \Omega_{k+1)}\right)}\right]^{1 / 2}\right\|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)}^{q} \\
\lesssim & \int_{\mathbb{R}^{n}} \chi_{Q_{k}^{e} \cap\left(\tilde{\Omega}_{k} \backslash \Omega_{k+1}\right)}(x)\left[\int_{\bigcup_{Q \subset Q_{k}^{e}, Q \in \mathcal{R}_{k, N}} \tilde{Q}}\left|f * \psi_{-m}(y)\right|^{2} d y \frac{d \sigma(m)}{b^{m}}\right]^{q / 2} \varphi(x, t) d x .
\end{aligned}
$$

Then, by (2.27) and Lebesgue's dominated convergence theorem, we have

$$
\left\|\sum_{Q \subset Q_{k}^{e}, Q \in \mathcal{R}_{k, N}} e_{Q}\right\|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)} \rightarrow 0
$$

as $N \rightarrow \infty$, which implies that $a_{k}^{\ell}=\sum_{\substack{Q \subset Q_{k}^{\ell} \\ Q \in \mathcal{R}_{k}}} e_{Q}$ holds true in $L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)$. Moreover, recall that $\theta$ has the vanishing moments $s \geq m(\varphi)$ and so is $e_{Q}$. Let $h(x):=x^{\alpha} \chi_{B_{k}^{e}}(x)$ for all $x \in \mathbb{R}^{n}$ with $|\alpha| \leq s$ and $q^{\prime} \in[1, \infty)$ such that $1 / q+1 / q^{\prime}=1$. Obviously,

$$
h \in L^{q^{\prime}}\left(\mathbb{R}^{n},[\varphi(\cdot, t)]^{-q^{\prime} / q}\right) .
$$

Then, by the fact that $\operatorname{supp} a_{k}^{\ell} \subset B_{k}^{\ell},\left(L^{q^{\prime}}\left(\mathbb{R}^{n},[\varphi(\cdot, t)]^{-q^{\prime} / q}\right)\right)^{*}=L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, t)\right)$ and $\operatorname{supp} e_{Q} \subset B_{k}^{\ell}$, we obtain

$$
\int_{\mathbb{R}^{n}} a_{k}^{\ell}(x) x^{\alpha} d x=\left\langle a_{k}^{\ell}, h\right\rangle=\sum_{Q \subset Q_{k}^{e}, Q \in \mathcal{R}_{k}}\left\langle e_{Q}, h\right\rangle=\sum_{Q \subset Q_{k}^{e}, Q \in \mathcal{R}_{k}} \int_{\mathbb{R}^{n}} e_{Q}(x) x^{\alpha} d x=0 .
$$

Thus, $a_{k}^{\ell}$ has the vanishing moments up to order $s$. Combining Steps 3 through 5, we find that $a_{k}^{\ell}$ is a multiple of a $(\varphi, q, s)$-atom associated to $B_{k}^{\ell}$. This finishes the proof of Theorem 2.8.

Corollary 2.22. Let $\varphi$ be an anisotropic growth function as in Definition 2.3. Then $H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ is well defined. Precisely, if $\psi_{1}, \psi_{2} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ are as in Definition 2.7, then $H_{S_{\psi_{1}}, A}^{\varphi}\left(\mathbb{R}^{n}\right)=H_{S_{\psi_{2}}, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ with equivalent (quasi-)norms, where $S_{\psi_{1}}$ and $S_{\psi_{2}}$ are defined, respectively, as in (2.7) via replacing $\psi$ by $\psi_{1}$ or $\psi_{2}$.

## 3. Littlewood-paley $g$-Function and $g_{\lambda}^{*}$-Function Characterizations of $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$

In this section, we establish the Littlewood-Paley $g$-function and $g_{\lambda}^{*}$-function characterizations of $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ via first establishing an anisotropic Peetre's inequality of Musielak-Orlicz type. The following theorem is the first main result of this section.

Theorem 3.1. Let $\varphi$ be an anisotropic growth function as in Definition 2.3. Then

$$
H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)=H_{g, A}^{\varphi}\left(\mathbb{R}^{n}\right)
$$

with equivalent (quasi-)norms.
To prove Theorem 3.1, we begin with recalling some notation and establishing several technical lemmas. For any $j \in \mathbb{Z}$ and $k \in \mathbb{Z}^{n}$, let $Q_{j, k}:=A^{-j}\left([0,1)^{n}+k\right)$, $\mathcal{Q}_{j}:=\left\{Q_{j, k}: k \in \mathbb{Z}^{n}\right\}$ and $\widetilde{\mathcal{Q}}:=\bigcup_{j \in \mathbb{Z}} \mathcal{Q}_{j}$. Recall that $Q_{j, k}$ for $j \in \mathbb{Z}$ and $k \in \mathbb{Z}^{n}$ is called a dilated cube (see, for example, [7, p. 1475]). Obviously, for all $k_{1}, k_{2} \in \mathbb{Z}^{n}$ and $k_{1} \neq k_{2},\left|Q_{j, k_{1}} \cap Q_{j, k_{2}}\right|=0$.

In what follows, for any $x \in \mathbb{R}^{n}$ and $r \in(0, \infty)$, let

$$
B_{\rho}(x, r):=\left\{y \in \mathbb{R}^{n}: \rho(x-y)<r\right\} .
$$

For any dilated cube $Q_{j, k}$, denoting by $c_{Q_{j, k}}$ its center, via [6, Lemma 2.9(a)], we know that there exists a positive integer $j_{0}:=j_{(A, n)}$, depending on $A$ and $n$, such that, for any $x \in Q$,

$$
\begin{equation*}
B_{\rho}\left(c_{Q_{j, k}}, b^{-j_{0}-j}\right) \subset Q_{j, k} \subset B_{\rho}\left(x, b^{j_{0}-j}\right) \tag{3.1}
\end{equation*}
$$

For any function $\Phi$ on $\mathbb{R}^{n}$ and $Q:=Q_{j, k}$, the left corner $A^{-j} k$ in $Q_{j, k}$ is denoted by $x_{Q_{j, k}}$, and let $x_{Q}:=x_{Q_{j, k}}$ and, for all $x \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\Phi_{Q}(x):=|Q|^{1 / 2} \Phi_{j}\left(x-x_{Q}\right) \tag{3.2}
\end{equation*}
$$

We need the following discrete Calderón reproducing formula which is an anisotropic version of [18, Theorem 6.16].

Lemma 3.2. Let $\Psi, \Phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ such that $\operatorname{supp} \widehat{\Phi}$, $\operatorname{supp} \widehat{\Psi} \subset[-1,1]^{n} \backslash\left\{\overrightarrow{0}_{n}\right\}$ and

$$
\sum_{j \in \mathbb{Z}} \overline{\widehat{\Phi}\left(\left(A^{*}\right)^{j} \xi\right)} \widehat{\Psi}\left(\left(A^{*}\right)^{j} \xi\right)=1 \quad \text { for all } \quad \xi \in \mathbb{R}^{n} \backslash\left\{\overrightarrow{0}_{n}\right\}
$$

where $A^{*}$ denotes the transpose of $A$. Then, for all $f \in \mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right)$,

$$
f(\cdot)=\sum_{Q \in \widetilde{\mathcal{Q}}}\left\langle f, \Phi_{Q}\right\rangle \Psi_{Q}(\cdot)=\sum_{j \in \mathbb{Z}} \sum_{Q \in \mathcal{Q}_{j}} b^{-j} f * \widetilde{\Phi}_{j}\left(x_{Q}\right) \Psi_{j}\left(\cdot-x_{Q}\right)
$$

holds true in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, where $\widetilde{\Phi}(\cdot):=\overline{\Phi(-\cdot)}$, and $\Phi_{Q}$ and $\Psi_{Q}$ are defined as in (3.2).
Proof. For any $f \in \mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\Phi, \Psi$ as in Lemma 3.2, by [9, Lemma 2.12(i)], we have $f=\sum_{j \in \mathbb{Z}} f * \widetilde{\Phi}_{j} * \Psi_{j}$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, which, combined with the fact that

$$
f * \widetilde{\Phi}_{j} * \Psi_{j}(\cdot)=\sum_{Q \in \mathcal{Q}_{j}} b^{-j} f * \widetilde{\Phi}_{j}\left(x_{Q}\right) \Psi_{j}\left(\cdot-x_{Q}\right)
$$

in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ (see the proof of [6, Lemma 2.8, pp. 1478-1479]), then completes the proof of Lemma 3.2.

Here, we point out that the condition $\operatorname{supp} \widehat{\Psi} \subset[-1,1]^{n} \backslash\left\{\overrightarrow{0}_{n}\right\}$ in Lemma 3.2 implies that $\int_{\mathbb{R}^{n}} \Psi(x) x^{\alpha} d x=0$ for all multi-indices $\alpha$.

For any $j, j^{\prime} \in \mathbb{Z}$ and $\psi, \phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, by [9, Lemma 5.4(i)] with

$$
\psi_{j^{\prime}} * \phi_{j}(\cdot)=b^{j}\left(\psi_{j^{\prime}-j} * \phi\right)\left(A^{j} \cdot\right),
$$

we have the following Lemma 3.3, the details being omitted.
Lemma 3.3. Let $s, M \in \mathbb{N}$ and $\psi, \phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ which have the vanishing moments up to order s. Then there exists a positive constant $C_{(s, M)}$, depending on $s$ and $M$, such that, for all $j, j^{\prime} \in \mathbb{Z}$ with $j^{\prime} \geq j$ and $x \in \mathbb{R}^{n}$,

$$
\left.\left|\psi_{j^{\prime}} * \phi_{j}(x)\right| \leq C_{(s, M)}\right)^{j-\left(j^{\prime}-j\right)(s+1) \zeta_{-}}\left[1+\rho\left(A^{j} x\right)\right]^{-M},
$$

where $\zeta_{-}:=\ln \left(\lambda_{-}\right) / \ln b$.
Definition 3.4. Let $r, \lambda \in(0, \infty)$. For any sequence $\mathrm{s}:=\left\{s_{Q}\right\}_{Q \in \tilde{\mathcal{Q}}} \subset \mathbb{C}$, its majorant sequence $s_{r, \lambda}^{*}:=\left\{\left(s_{r, \lambda}^{*}\right)_{Q}\right\}_{Q \in \tilde{\mathcal{Q}}}$, is defined, by setting, for all $Q \in \widetilde{\mathcal{Q}}$,

$$
\left(s_{r, \lambda}^{*}\right)_{Q}:=\left\{\sum_{P \in \tilde{\mathcal{Q}},|P|=|Q|} \frac{\left|s_{P}\right|^{r}}{\left[1+|Q|^{-1} \rho\left(x_{Q}-x_{P}\right)\right]^{\lambda}}\right\}^{\frac{1}{r}} .
$$

The following Lemma 3.5 is just [ 5 , Lemma 6.2].
Lemma 3.5. Let $j \in \mathbb{Z}, a, r \in(0, \infty)$ with $a \leq r$ and $\lambda \in(r / a, \infty)$. Then there exists a positive constant $C$ such that, for any sequence $\mathrm{s}:=\left\{s_{Q}\right\}_{Q \in \tilde{\mathcal{Q}}} \subset \mathbb{C}$,

$$
\sum_{|Q|=b^{-j}}\left(s_{r, \lambda}^{*}\right)_{Q} \chi_{Q} \leq C\left[\mathcal{M}_{A}\left(\sum_{|Q|=b^{-j}}\left|s_{Q}\right|^{a} \chi_{Q}\right)\right]^{\frac{1}{a}}
$$

The following Lemma 3.6 is an anisotropic version of the Musielak-OrliczFeffermanStein vector-valued inequality from [34, Theorem 2.10], whose proof is also an obvious modification of the proof of [34, Theorem 2.10], the details being omitted.

Lemma 3.6. Let $r \in(1, \infty], \varphi$ be a Musielak-Orlicz function with the uniformly lower type $p_{\varphi}^{-}$and the uniformly upper type $p_{\varphi}^{+}, q \in(1, \infty)$ and $\varphi \in \mathbb{A}_{q}(A)$. If $q(\varphi)<p_{\varphi}^{-} \leq p_{\varphi}^{+}<\infty$, then there exists a positive constant $C$ such that, for all $\left\{f_{j}\right\}_{j \in \mathbb{Z}} \in L^{\varphi}\left(\ell^{r}, \mathbb{R}^{n}\right)$,

$$
\int_{\mathbb{R}^{n}} \varphi\left(x,\left\{\sum_{j \in \mathbb{Z}}\left[\mathcal{M}_{A}\left(f_{j}\right)(x)\right]^{r}\right\}^{\frac{1}{r}}\right) d x \leq C \int_{\mathbb{R}^{n}} \varphi\left(x,\left\{\sum_{j \in \mathbb{Z}}\left|f_{j}(x)\right|^{r}\right\}^{\frac{1}{r}}\right) d x
$$

Lemma 3.7. Let $\varphi$ be an anisotropic growth function as in Definition 2.3. Then, for any $r \in(0, \infty)$ and $\lambda \in(\max \{1, r / 2, r q(\varphi) / i(\varphi)\}, \infty)$, there exists a positive constant $C$ such that, for all $\mathrm{s}:=\left\{s_{Q}\right\}_{Q \in \widetilde{\mathcal{Q}}}$,

$$
\int_{\mathbb{R}^{n}} \varphi\left(x,\left[\sum_{Q \in \widetilde{\mathcal{Q}}}\left\{\left(s_{r, \lambda}^{*}\right)_{Q}\right\}^{2} \chi_{Q}(x)\right]^{\frac{1}{2}}\right) d x \leq C \int_{\mathbb{R}^{n}} \varphi\left(x,\left[\sum_{Q \in \widetilde{\mathcal{Q}}}\left|s_{Q}\right|^{2} \chi_{Q}(x)\right]^{\frac{1}{2}}\right) d x
$$

Proof. We show this lemma by borrowing some ideas from the proof of [5, Lemma 3.3]. Let $r \in(0, \infty)$ and $\lambda \in(\max \{1, r / 2, r q(\varphi) / i(\varphi)\}, \infty)$. If $r<$ $\min \{2, i(\varphi) / q(\varphi)\}$, we let $a:=r$. Otherwise, if $r \geq \min \{2, i(\varphi) / q(\varphi)\}$, we choose $a$ such that $r / \lambda<a<\min \{r, 2, i(\varphi) / q(\varphi)\}$. It is possible to choose such an $a$, since $\lambda>\max \{1, r / 2, r q(\varphi) / i(\varphi)\}$ implies $r / \lambda<\min \{r, 2, i(\varphi) / q(\varphi)\}$. In both cases, we find that

$$
0<a \leq r<\infty, \quad \lambda>\frac{r}{a}, \quad \frac{2}{a}>1 \quad \text { and } \quad \frac{i(\varphi)}{a}>q(\varphi)
$$

For the above last inequality, by choosing $p \in(0, i(\varphi))$ close to $i(\varphi)$, we further obtain $p / a>q(\varphi)$. Therefore, by Lemma 3.5, we conclude that

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} \varphi\left(x,\left\{\sum_{j \in \mathbb{Z}}\left[\sum_{|Q|=b^{-j}}\left(s_{r, \lambda}^{*}\right)_{Q \chi_{Q}}(x)\right]^{2}\right\}^{\frac{1}{2}}\right) d x \\
\lesssim & \int_{\mathbb{R}^{n}} \varphi\left(x,\left\{\left(\sum_{j \in \mathbb{Z}}\left[\mathcal{M}_{A}\left(\sum_{|Q|=b^{-j}}\left|s_{Q}\right|^{a} \chi_{Q}\right)(x)\right]^{\frac{2}{a}}\right)^{\frac{a}{2}}\right\}^{\frac{1}{a}}\right) d x \tag{3.3}
\end{align*}
$$

Moreover, let $\widetilde{\varphi}(x, t):=\varphi\left(x, t^{1 / a}\right)$ for all $x \in \mathbb{R}^{n}$ and $t \in(0, \infty)$. From the fact that $\varphi$ is of uniformly upper type 1 and uniformly lower type $p$, it follows that $\widetilde{\varphi}$ is of uniformly upper type $1 / a$ and uniformly lower type $p / a$. Then, applying Lemma 3.6 with $1 / a>p / a>q(\varphi)$ to (3.3), we obtain the desired inequality in Lemma 3.7 and hence complete the proof of Lemma 3.7.

The following Lemma 3.8 comes from [6, p. 423].
Lemma 3.8. For any $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right), \Phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and $\operatorname{supp} \widehat{\Phi}$ being compact and bounded away from the origin, the sequences $\sup (f):=\left\{\sup _{Q}(f)\right\}_{Q \in \widetilde{\mathcal{Q}}}$ and $\inf (f):=$ $\left\{\inf _{Q}(f)\right\}_{Q \in \widetilde{\mathcal{Q}}}$ are defined, respectively, by setting, for any $Q \in \widetilde{\mathcal{Q}}$ with $|Q|=b^{-j}$ for some $j \in \mathbb{Z}$,

$$
\sup _{Q}(f):=\sup _{y \in Q}\left|f * \widetilde{\Phi}_{j}(y)\right|
$$

and

$$
\inf _{Q}(f):=\inf \left\{\sup _{y \in P}\left|f * \widetilde{\Phi}_{j}(y)\right|:|P \cap Q| \neq 0,|Q| /|P|=b^{\gamma}\right\}
$$

where $\gamma \in \mathbb{N}$. Then, for any $\lambda, r \in(0, \infty)$ and sufficient large $\gamma \in \mathbb{N}$, there exists a positive constant $C$ such that, for all $Q \in \widetilde{\mathcal{Q}}$,

$$
\left(\sup _{Q}(f)\right)_{r, \lambda}^{*} \leq C\left(\inf _{Q}(f)\right)_{r, \lambda}^{*}
$$

Proof of Theorem 3.1. Let $(\varphi, q, s)$ be admissible as in Definition 2.11. By repeating the proof of Lemma 2.18 with a slight modification, we easily obtain $H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right) \subset$ $H_{g, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ with continuous inclusion. From this, $H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right) \subset \mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right)$ and

$$
H_{A}^{\varphi, q, s}\left(\mathbb{R}^{n}\right)=H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)
$$

with equivalent (quasi-)norms (see Lemma 2.13), it follows that $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right) \subset H_{g, A}^{\varphi}\left(\mathbb{R}^{n}\right)$ with continuous inclusion. Conversely, to prove $H_{g, A}^{\varphi}\left(\mathbb{R}^{n}\right) \subset H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$, since

$$
\|\cdot\|_{H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)} \sim\|\cdot\|_{H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)},
$$

we only need to show that, for all $f \in H_{g, A}^{\varphi}\left(\mathbb{R}^{n}\right),\|S(f)\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)} \lesssim\|g(f)\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)}$.
Let $\Phi, \Psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ be as in Lemma 3.2 and let $\psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ have the vanishing moments up to order $s$ to be fixed later. For any $M \in \mathbb{N}$ to be fixed later, $j \in \mathbb{Z}, f \in$ $\mathcal{S}_{0}^{\prime}\left(\mathbb{R}^{n}\right), x \in \mathbb{R}^{n}$ and $y \in x+B_{-j}$, by Lemmas 3.2 and 3.3, we have

$$
\begin{aligned}
\left|f * \psi_{j}(y)\right| & \lesssim \\
& \sum_{j^{\prime} \in \mathbb{Z}} \sum_{Q \in \mathcal{Q}_{j^{\prime}}} b^{-j^{\prime}}\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right) \Psi_{j^{\prime}} * \psi_{j}\left(y-x_{Q}\right)\right| \\
& \lesssim \sum_{j^{\prime} \leq j} \sum_{Q \in \mathcal{Q}_{j^{\prime}}} \frac{b^{-\left(j-j^{\prime}\right)(s+1) \zeta_{-}}}{\left[1+\rho\left(A^{j^{\prime}}\left(y-x_{Q}\right)\right)\right]^{M}}\left|\left(f * \widetilde{\Phi}_{j^{\prime}}\right)\left(x_{Q}\right)\right| \\
& +\sum_{j^{\prime}>j} \sum_{Q \in \mathcal{Q}_{j^{\prime}}} \frac{b^{-\left(j^{\prime}-j\right)\left[1+(s+1) \zeta_{-}\right]}}{\left[1+\rho\left(A^{j}\left(y-x_{Q}\right)\right)\right]^{M}}\left|\left(f * \widetilde{\Phi}_{j^{\prime}}\right)\left(x_{Q}\right)\right|=: \mathrm{I}+\mathrm{II} .
\end{aligned}
$$

For any $m \in \mathbb{Z}_{+}$, when $m=0$, let $A_{m}:=\left\{Q \in \mathcal{Q}_{j^{\prime}}: \rho\left(A^{j^{\prime}}\left(y-x_{Q}\right)\right) \leq b^{m}\right\}$ and, when $m \geq 1$,

$$
A_{m}:=\left\{Q \in \mathcal{Q}_{j^{\prime}}: b^{m-1}<\rho\left(A^{j^{\prime}}\left(y-x_{Q}\right)\right) \leq b^{m}\right\} .
$$

Then, we conclude that

$$
\begin{align*}
& \sum_{Q \in A_{m}} \frac{b^{-\left(j-j^{\prime}\right)(s+1) \zeta_{-}}}{\left[1+\rho\left(A^{j^{\prime}}\left(y-x_{Q}\right)\right)\right]^{M}}\left|\left(f * \widetilde{\Phi}_{j^{\prime}}\right)\left(x_{Q}\right)\right|  \tag{3.4}\\
\leq & b^{-\left(j-j^{\prime}\right)(s+1) \zeta_{-}-m M} \sum_{Q \in A_{m}}\left|\left(f * \widetilde{\Phi}_{j^{\prime}}\right)\left(x_{Q}\right)\right| .
\end{align*}
$$

Notice that, for all $z \in Q \in A_{m}$, by Definition 2.1(iii) and (3.1), we see that

$$
\rho(z-y) \leq H\left[\rho\left(z-x_{Q}\right)+\rho\left(x_{Q}-y\right)\right] \leq H\left[b^{j_{0}-j^{\prime}}+b^{m-j^{\prime}}\right]<2 H b^{j_{0}+m-j^{\prime}}
$$

where $j_{0} \in \mathbb{Z}_{+}$is as in (3.1), which implies that

$$
\begin{equation*}
\bigcup_{Q \in A_{m}} Q \subset B_{\rho}\left(y, 2 H b^{j_{0}+m-j^{\prime}}\right):=\left\{z \in \mathbb{R}^{n}: \rho(z-y)<2 H b^{j_{0}+m-j^{\prime}}\right\} \tag{3.5}
\end{equation*}
$$

Moreover, if $j^{\prime} \leq j$, using $m, j_{0} \in \mathbb{N}$ and $x \in y+B_{-j}$ which implies $\rho(x-y)<b^{-j}$, we obtain $x \in B_{\rho}\left(y, 2 H b^{j_{0}+m-j^{\prime}}\right)$. Thus, for all $j^{\prime} \leq j$ and $r \in(0,1]$ to be fixed later, by (3.5), we find that

$$
\begin{align*}
& \sum_{Q \in A_{m}}\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right)\right| \\
\lesssim & b^{\frac{j^{\prime}}{r}}\left\{\int_{B_{\rho}\left(y, 2 H b^{\left.j_{0}+m-j^{\prime}\right)}\right.} \sum_{Q \in A_{m}}\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right)\right|^{r} \chi_{Q}(z) d z\right\}^{1 / r}  \tag{3.6}\\
\lesssim & b^{\frac{m}{r}}\left[\mathcal{M}_{A}\left(\left[\sum_{Q \in \mathcal{Q}_{j^{\prime}}}\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right)\right| \chi_{Q}\right]^{r}\right)(x)\right]^{1 / r},
\end{align*}
$$

where $\mathcal{M}_{A}$ is as in (2.17).
We choose $M \in \mathbb{N}$ such that $M>1 / r$. Then, by (3.4) and (3.6), we conclude that

$$
\begin{aligned}
\mathrm{I} & \lesssim \sum_{j^{\prime} \leq j} \sum_{m=0}^{\infty} b^{-\left(j-j^{\prime}\right)(s+1) \zeta_{--m\left(M-\frac{1}{r}\right)}\left\{\mathcal{M}_{A}\left(\sum_{Q \in \mathcal{Q}_{j^{\prime}}}\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right)\right|^{r} \chi_{Q}\right)(x)\right\}^{1 / r}} \\
& \sim \sum_{j^{\prime} \leq j} b^{-\left(j-j^{\prime}\right)(s+1) \zeta_{-}}\left\{\mathcal{M}_{A}\left(\left[\sum_{Q \in \mathcal{Q}_{j^{\prime}}}\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right)\right| \chi_{Q}\right]^{r}\right)(x)\right\}^{1 / r}
\end{aligned}
$$

Similar to the proof of $I$, by choosing $M, s \in \mathbb{N}$ such that $M>1 / r$ and

$$
1+(s+1) \zeta_{-}-1 / r>0
$$

we also have

$$
\begin{aligned}
\mathrm{II} & \lesssim \sum_{j^{\prime}>j} \sum_{m=0}^{\infty} b^{-\left(j^{\prime}-j\right)\left[1+(s+1) \zeta_{-}-\frac{1}{r}\right]-m\left(M-\frac{1}{r}\right)}\left\{\mathcal{M}_{A}\left(\left[\sum_{Q \in \mathcal{Q}_{j^{\prime}}}\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right)\right| \chi_{Q}\right]^{r}\right)(x)\right\}^{1 / r} \\
& \sim \sum_{j^{\prime}>j} b^{-\left(j^{\prime}-j\right)\left[1+(s+1) \zeta_{\left.--\frac{1}{r}\right]}\right]}\left\{\mathcal{M}_{A}\left(\left[\sum_{Q \in \mathcal{Q}_{j^{\prime}}}\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right)\right| \chi_{Q}\right]^{r}\right)(x)\right\}^{1 / r}
\end{aligned}
$$

Combining the estimates of I and II, for any given $j \in \mathbb{Z}, x \in \mathbb{R}^{n}$ and $y \in x+B_{-j}$, we further conclude that

$$
\left|f * \psi_{j}(y)\right| \lesssim \sum_{j^{\prime} \in \mathbb{Z}} b^{-\left|j-j^{\prime}\right|\left[1-\frac{1}{r}+(s+1) \zeta_{-}\right]}\left\{\mathcal{M}_{A}\left(\left[\sum_{Q \in \mathcal{Q}_{j^{\prime}}}\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right)\right| \chi_{Q}\right]^{r}\right)(x)\right\}^{1 / r}
$$

Consequently, it holds true that, for all $x \in \mathbb{R}^{n}$,

$$
\begin{aligned}
& {[S(f)(x)]^{2} } \\
= & \sum_{j \in \mathbb{Z}} b^{j} \int_{x+B_{-j}}\left|f * \psi_{j}(y)\right|^{2} d y \\
\lesssim & \sum_{j \in \mathbb{Z}}\left\{\sum_{j^{\prime} \in \mathbb{Z}} b^{-\left|j^{\prime}-j\right|\left[1-\frac{1}{r}+(s+1) \zeta-\right]}\left[\mathcal{M}_{A}\left(\left[\sum_{Q \in \mathcal{Q}_{j^{\prime}}}\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right)\right| \chi_{Q}\right]^{r}\right)(x)\right]^{\frac{1}{r}}\right\}^{2} .
\end{aligned}
$$

Since $1-1 / r+(s+1) \zeta_{-}>0$, by the Hölder inequality, we conclude that

$$
\begin{aligned}
& \sum_{j^{\prime} \in \mathbb{Z}} b^{-\left|j^{\prime}-j\right|\left[1-\frac{1}{r}+(s+1) \zeta_{-}\right]}\left[\mathcal{M}_{A}\left(\left[\sum_{Q \in \mathcal{Q}_{j^{\prime}}}\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right)\right| \chi_{Q}\right]^{r}\right)(x)\right]^{\frac{1}{r}} \\
\lesssim & \left\{\sum_{j^{\prime} \in \mathbb{Z}} b^{-\left|j^{\prime}-j\right|\left[1-\frac{1}{r}+(s+1) \zeta_{-}\right]}\left[\mathcal{M}_{A}\left(\left[\sum_{Q \in \mathcal{Q}_{j^{\prime}}}\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right)\right| \chi_{Q}\right]^{r}\right)(x)\right]^{\frac{2}{r}}\right\}^{\frac{1}{2}},
\end{aligned}
$$

which further implies that

$$
\begin{equation*}
S(f)(x) \lesssim\left\{\sum_{j^{\prime} \in \mathbb{Z}}\left[\mathcal{M}_{A}\left(\left[\sum_{Q \in \mathcal{Q}_{j^{\prime}}}\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right)\right| \chi_{Q}\right]^{r}\right)(x)\right]^{\frac{2}{r}}\right\}^{\frac{1}{2}} . \tag{3.7}
\end{equation*}
$$

Choose $M \in \mathbb{N}$ large enough such that $r \in(1 / M, p / q(\varphi))$. Let $\widetilde{\varphi}(x, t):=$ $\varphi\left(x, t^{1 / r}\right)$ for all $x \in \mathbb{R}^{n}$ and $t \in(0, \infty)$. From the fact that $\varphi$ is of uniformly upper type 1 and uniformly lower type $p$, it follows that $\widetilde{\varphi}$ is of uniformly upper $1 / r$ and uniformly lower type $p / r$. Then, by Lemma 3.6 with $1 / r>p / r>q(\varphi)$, we have

$$
\int_{\mathbb{R}^{n}} \varphi\left(x,\left\{\sum_{j \in \mathbb{Z}}\left[\mathcal{M}_{A}\left(\left[f_{j}\right]^{r}\right)(x)\right]^{\frac{2}{r}}\right\}^{\frac{1}{2}}\right) d x \lesssim \int_{\mathbb{R}^{n}} \varphi\left(x,\left[\sum_{j \in \mathbb{Z}}\left|f_{j}(x)\right|^{2}\right]^{\frac{1}{2}}\right) d x
$$

which, together with (3.7), implies that

$$
\begin{align*}
& \int_{\mathbb{R}^{n}} \varphi(x, S(f)(x)) d x \\
\lesssim & \int_{\mathbb{R}^{n}} \varphi\left(x,\left\{\sum_{j^{\prime} \in \mathbb{Z}}\left[\mathcal{M}_{A}\left(\left[\sum_{Q \in \mathcal{Q}_{j^{\prime}}}\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right)\right| \chi_{Q}\right]^{r}\right)(x)\right]^{\frac{2}{r}}\right\}^{\frac{1}{2}}\right) d x  \tag{3.8}\\
\lesssim & \int_{\mathbb{R}^{n}} \varphi\left(x,\left\{\sum_{j^{\prime} \in \mathbb{Z}} \sum_{Q \in \mathcal{Q}_{j^{\prime}}}\left[\left|f * \widetilde{\Phi}_{j^{\prime}}\left(x_{Q}\right)\right| \chi_{Q}(x)\right]^{2}\right\}^{\frac{1}{2}}\right) d x
\end{align*}
$$

Notice that $s_{Q} \leq\left(s_{r, \lambda}^{*}\right)_{Q}$ for any $Q \in \widetilde{\mathcal{Q}}$ and $r, \lambda \in(0, \infty)$. Then, from this, (3.8), Lemmas 3.8 and 3.7 with $r \in(0, \infty), \lambda \in(\max \{1, r / 2, r q(\varphi) / i(\varphi)\}, \infty)$, it follows that, for some $\gamma \in \mathbb{N}$ large enough,

$$
\begin{align*}
\int_{\mathbb{R}^{n}} \varphi(x, S(f)(x)) d x & \lesssim \int_{\mathbb{R}^{n}} \varphi\left(x,\left[\sum_{Q \in \widetilde{\mathcal{Q}}}\left\{\left(\sup _{Q}(f)_{r, \lambda}^{*}\right)\right\}^{2} \chi_{Q}(x)\right]^{\frac{1}{2}}\right) d x \\
& \lesssim \int_{\mathbb{R}^{n}} \varphi\left(x,\left[\sum_{Q \in \widetilde{\mathcal{Q}}}\left\{\left(\inf _{Q}(f)_{r, \lambda}^{*}\right)\right\}^{2} \chi_{Q}(x)\right]^{\frac{1}{2}}\right) d x  \tag{3.9}\\
& \lesssim \int_{\mathbb{R}^{n}} \varphi\left(x,\left[\sum_{Q \in \widetilde{\mathcal{Q}}}\left\{\inf _{Q}(f)\right\}^{2} \chi_{Q}(x)\right]^{\frac{1}{2}}\right) d x
\end{align*}
$$

Moreover, for any $P \in \widetilde{\mathcal{Q}}$ with $|P|=b^{-i}$ and $s_{P}:=\inf _{y \in P}\left|f * \widetilde{\Phi}_{i-\gamma}(y)\right|$, by the proof of [6, Lemma 8.4, p. 422], we find that, $\inf _{Q}(f)=\sup \left\{s_{P}:|Q| /|P|=b^{\gamma}, P \in \widetilde{\mathcal{Q}}\right\}$ and, for all $x \in \mathbb{R}^{n}$,

$$
\sum_{|Q|=b^{-j}} \inf _{Q}(f) \chi_{Q}(x) \lesssim b^{\frac{\gamma \lambda}{r}} \sum_{|P|=b^{-j-\gamma}}\left(s_{r, \lambda}^{*}\right)_{P} \chi_{P}(x)
$$

Combining this, (3.9) and Lemma 3.7, we find that

$$
\begin{aligned}
\int_{\mathbb{R}^{n}} \varphi(x, S(f)(x)) d x & \lesssim \int_{\mathbb{R}^{n}} \varphi\left(x,\left[\sum_{j \in \mathbb{Z}} \sum_{|P|=b^{-j-\gamma}}\left|\left(s_{r, \lambda}^{*}\right)_{P}\right|^{2} \chi_{P}(x)\right]^{\frac{1}{2}}\right) d x \\
& \lesssim \int_{\mathbb{R}^{n}} \varphi\left(x,\left[\sum_{i \in \mathbb{Z}} \sum_{|P|=b^{-i}}\left|s_{P}\right|^{2} \chi_{P}(x)\right]^{\frac{1}{2}}\right) d x
\end{aligned}
$$

$$
\lesssim \int_{\mathbb{R}^{n}} \varphi(x, g(f)(x)) d x
$$

which implies that $\|S(f)\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)} \lesssim\|g(f)\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)}$ and hence completes the proof of Theorem 3.1.

Next, motivated by Folland and Stein [17], Aguilera and Segovia [1] and Liang et al. [34], we consider the Littlewood-Paley $g_{\lambda}^{*}$-function characterization of $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ as follows.

Theorem 3.9. Let $q \in[1, \infty), \varphi \in \mathbb{A}_{q}(A)$ be an anisotropic growth function and $\lambda \in(2 q / p, \infty)$. Then there exists a positive constant $C:=C_{(\varphi, q)}$, depending on $\varphi$ and $q$, such that, for all $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\|S(f)\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)} \leq\left\|g_{\lambda}^{*}(f)\right\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)} \leq C\|S(f)\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)} \tag{3.10}
\end{equation*}
$$

and, furthermore, $H_{S, A}^{\varphi}\left(\mathbb{R}^{n}\right)=H_{g_{\lambda}^{*}, A}^{\varphi}\left(\mathbb{R}^{n}\right)=H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$ with equivalent (quasi-)norms.
To show Theorem 3.9, we need the following two technical lemmas, whose proofs are motivated by Aguilera and Segovia [1, Lemmas 1 and 2]. Let us begin with introducing some notation. For any subset $E \subset \mathbb{R}^{n}$ and $k_{0} \in \mathbb{N}$, let $\Gamma_{k_{0}}(E):=\bigcup_{x \in E} \Gamma_{k_{0}}(x)$, where

$$
\Gamma_{k_{0}}(x):=\left\{(y, k) \in \mathbb{R}^{n} \times \mathbb{Z}: y \in x+B_{k_{0}+k}\right\} .
$$

The proof of the following lemma is a slight modification of the proof of [30, Lemma 4.1(i)], the details being omitted.

Lemma 3.10. Let $\varphi$ be an anisotropic growth function as in Definition 2.3. Then there exists a positive constant $C$ such that, for all $\left(x, t_{j}\right) \in \mathbb{R}^{n} \times[0, \infty)$ with $j \in \mathbb{N}$,

$$
\varphi\left(x, \sum_{j=1}^{\infty} t_{j}\right) \leq C \sum_{j=1}^{\infty} \varphi\left(x, t_{j}\right) .
$$

Lemma 3.11. Suppose $E$ is an open subset of $\mathbb{R}^{n}$. Let

$$
U:=U_{k_{0}}:=\left\{x \in \mathbb{R}^{n}: \mathcal{M}_{A}\left(\chi_{E}\right)(x)>b^{-2 \sigma-k_{0}}\right\},
$$

where $\sigma \in \mathbb{Z}_{+}$is as in (2.2). Then
(i) $\Gamma_{k_{0}}\left(U^{\complement}\right) \subset \Gamma_{0}\left(E^{\complement}\right)$ for all $k_{0} \in \mathbb{N}$;
(ii) If $(z, k) \in \Gamma_{k_{0}}\left(U^{\complement}\right)$, then $\left|z+B_{k}\right| \leq\left(1-b^{-\sigma}\right)^{-1}\left|\left(z+B_{k}\right) \cap E^{\complement}\right|$.

Proof. If $\Gamma_{k_{0}}\left(U^{\complement}\right)=\emptyset$, then (i) is obviously true, or else $\Gamma_{k_{0}}\left(U^{\complement}\right) \neq \emptyset$, then $U^{\complement} \varsubsetneqq \mathbb{R}^{n}$. For any $(z, k) \in \Gamma_{k_{0}}\left(U^{\complement}\right)$, if $z \in E^{\complement}$, then we have $(z, k) \in \Gamma_{0}\left(E^{\complement}\right)$. If $z \in E$, let us call $b^{m_{0}}$ the distance from $z$ to the closed and non-empty set $E^{\complement}$ associated
to $\rho$, namely, there exists some $m_{0} \in \mathbb{Z}$ such that $b^{m_{0}}=\inf \left\{\rho\left(z-z^{\prime}\right): z^{\prime} \in E^{\complement}\right\}$, which implies that

$$
\begin{equation*}
z+B_{m_{0}} \subset E \tag{3.11}
\end{equation*}
$$

Moreover, since $(z, k) \in \Gamma_{k_{0}}\left(U^{\complement}\right)$, it follows that there exists some $y \in U^{\complement}$ such that $(z, k) \in \Gamma_{k_{0}}(y)$, namely, $z \in y+B_{k_{0}+k}$. Hence, by (2.2), we obtain

$$
z+B_{m_{0}} \subset y+B_{k_{0}+k}+B_{m_{0}} \subset y+B_{\max \left\{k_{0}+k, m_{0}\right\}+\sigma} .
$$

From this, (3.11) and $y \in U^{\complement}$, it follows that

$$
b^{m_{0}}=\left|z+B_{m_{0}}\right| \leq\left|\left(y+B_{\max \left\{k_{0}+k, m_{0}\right\}+\sigma}\right) \cap E\right| \leq b^{\max \left\{k_{0}+k, m_{0}\right\}-\sigma-k_{0}},
$$

which implies $m_{0}<k$, since $k_{0}, \sigma \in \mathbb{N}$. Then, by the definition of $b^{m_{0}}$, there exists some $x \in E^{\complement}$ satisfying $x \in z+B_{k}$, which means $(z, k) \in \Gamma_{0}\left(E^{\complement}\right)$. This proves (i).

Next, we prove (ii). If $(z, k) \in \Gamma_{k_{0}}\left(U^{\mathrm{C}}\right)$, then there exists some $y \in U^{\mathrm{C}}$ such that $z \in y+B_{k_{0}+k}$. Then, by (2.2) and $k_{0} \in \mathbb{N}$, we obtain $z+B_{k} \subset y+B_{k_{0}+k}+B_{k} \subset$ $y+B_{k_{0}+k+\sigma}$ and, since $y \in U^{\complement}$, it follows that

$$
\left|\left(z+B_{k}\right) \cap E\right| \leq\left|\left(y+B_{k_{0}+k+\sigma}\right) \cap E\right| \leq b^{-\sigma}\left|z+B_{k}\right| .
$$

Using this and $\left|z+B_{k}\right|=\left|\left(z+B_{k}\right) \cap E\right|+\left|\left(z+B_{k}\right) \cap E^{\complement}\right|$, we find that

$$
\left|z+B_{k}\right| \leq\left(1-b^{-\sigma}\right)^{-1}\left|\left(z+B_{k}\right) \cap E^{\complement}\right|,
$$

which completes the proof of (ii) and hence Lemma 3.11.
Now we introduce the following variant of the anisotropic Lusin-area function $S$. For all $k_{0} \in \mathbb{N}, \psi \in \mathcal{S}\left(\mathbb{R}^{n}\right), f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $x \in \mathbb{R}^{n}$, let

$$
S_{k_{0}}(f)(x):=\left\{\sum_{k \in \mathbb{Z}} b^{-\left(k_{0}+k\right)} \int_{x+B_{k_{0}+k}}\left|f * \psi_{-k}(y)\right|^{2} d y\right\}^{\frac{1}{2}}
$$

Lemma 3.12. Let $q \in[1, \infty), \varphi \in \mathbb{A}_{q}(A), k_{0} \in \mathbb{N}$ and $E$ be an open set in $\mathbb{R}^{n}$. If $U:=U_{k_{0}}$ is the set associated to $E$ as in Lemma 3.11, then, for any $k_{0} \in \mathbb{N}$ and $\lambda \in(0, \infty)$, there exists a positive constant $C$ such that, for all $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$,

$$
b^{k_{0}(1-q)} \int_{U^{\mathrm{C}}}\left[S_{k_{0}}(f)(x)\right]^{2} \varphi(x, \lambda) d x \leq C \int_{E^{\mathrm{C}}}[S(f)(x)]^{2} \varphi(x, \lambda) d x .
$$

Proof. Let $k_{0} \in \mathbb{N}, \lambda \in(0, \infty), f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $\psi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ with $\widehat{\psi}(0)=0$. By using the definition of $S_{k_{0}}(f)$ and exchanging the order of integrals, we see that

$$
\begin{align*}
& b^{k_{0}(1-q)} \int_{U^{\mathrm{C}}}\left[S_{k_{0}}(f)(x)\right]^{2} \varphi(x, \lambda) d x \\
= & b^{-q k_{0}} \sum_{k \in \mathbb{Z}} b^{-k} \int_{U^{\mathrm{C}}}\left|f * \psi_{-k}(y)\right|^{2} \varphi\left(\left(y+B_{k_{0}+k}\right) \cap U^{\mathrm{C}}, \lambda\right) d y . \tag{3.12}
\end{align*}
$$

Moreover, for any $y \in U^{\complement}$, by Lemma 2.15 with $\varphi \in \mathbb{A}_{q}(A)$ and Lemma 3.11(ii), we conclude that

$$
\begin{aligned}
\varphi\left(y+B_{k_{0}+k}, \lambda\right) & \lesssim b^{q k_{0}} \varphi\left(y+B_{k}, \lambda\right) \lesssim b^{q k_{0}} \frac{\left|y+B_{k}\right|^{q}}{\left|\left(y+B_{k}\right) \cap E^{\mathrm{C}}\right|^{q}} \varphi\left(\left(y+B_{k}\right) \cap E^{\mathrm{C}}, \lambda\right) \\
& \lesssim b^{q k_{0}} \varphi\left(\left(y+B_{k}\right) \cap E^{\mathrm{C}}, \lambda\right) .
\end{aligned}
$$

From this and Lemma 2.15, it follows that the last integral in (3.12) is not more than a positive constant multiple of

$$
\sum_{k} b^{-k} \int_{U^{\mathrm{C}}}\left|f * \psi_{-k}(y)\right|^{2} \varphi\left(\left(y+B_{k}\right) \cap E^{\complement}, \lambda\right) d y \lesssim \int_{E^{\complement}}[S(f)(x)]^{2} \varphi(x, \lambda) d x
$$

This finishes the proof of Lemma 3.12.
To obtain the $g_{\lambda}^{*}$-function characterization of $H_{A}^{\varphi}\left(\mathbb{R}^{n}\right)$, the following technical lemma plays a key role, whose proof is motivated by Folland and Stein [17, p. 218, Theorem 7.1], Aguilera and Segovia [1, Theorem 1] and Liang et al. [34, Lemma 4.6].

Lemma 3.13. Let $q \in[1, \infty), \varphi \in \mathbb{A}_{q}(A)$ be an anisotropic growth function. Then there exists a positive constant $C$ such that, for all $k_{0} \in \mathbb{N}$ and measurable functions $f$,

$$
\int_{\mathbb{R}^{n}} \varphi\left(x, S_{k_{0}}(f)(x)\right) d x \leq C b^{\left(q-\frac{p}{2}\right) k_{0}} \int_{\mathbb{R}^{n}} \varphi(x, S(f)(x)) d x
$$

Proof. For all $\lambda \in(0, \infty)$ and $k_{0} \in \mathbb{Z}_{+}$, let

$$
E_{\lambda, k_{0}}:=\left\{x \in \mathbb{R}^{n}: S(f)(x)>\lambda b^{k_{0} / 2}\right\}
$$

and

$$
U_{\lambda, k_{0}}:=\left\{x \in \mathbb{R}^{n}: \mathcal{M}_{A}\left(\chi_{E_{\lambda, k_{0}}}\right)(x)>b^{-k_{0}-2 \sigma}\right\}
$$

where $\mathcal{M}_{A}$ is as in (2.4). Then, by the weighted week type $(q, q)$ of $\mathcal{M}_{A}$ with $q \in[1, \infty)$ and $\varphi \in \mathbb{A}_{q}(A)$ (see, for example, [7, Theorem 2.4]), we have

$$
\varphi\left(U_{\lambda, k_{0}}, \lambda\right) \lesssim b^{q k_{0}}\left\|\chi_{E_{\lambda, k_{0}}}\right\|_{L^{q}\left(\mathbb{R}^{n}, \varphi(\cdot, \lambda)\right)} \sim b^{q k_{0}} \varphi\left(E_{\lambda, k_{0}}, \lambda\right)
$$

From this and Lemma 3.12 with $E:=E_{\lambda, k_{0}}$ and $U:=U_{\lambda, k_{0}}$, it follows that

$$
\begin{aligned}
& \varphi\left(\left\{x \in \mathbb{R}^{n}: S_{k_{0}}(f)(x)>\lambda\right\}, \lambda\right) \\
\leq & \varphi\left(U_{\lambda, k_{0}}, \lambda\right)+\varphi\left(\left(U_{\lambda, k_{0}}\right)^{\complement} \cap\left\{x \in \mathbb{R}^{n}: S_{k_{0}}(f)(x)>\lambda\right\}, \lambda\right) \\
\lesssim & b^{q k_{0}} \varphi\left(E_{\lambda, k_{0}}, \lambda\right)+\lambda^{-2} \int_{\left(U_{\lambda, k_{0}}\right)^{\text {C }}}\left[S_{k_{0}}(f)(x)\right]^{2} \varphi(x, \lambda) d x \\
\lesssim & b^{q k_{0}} \varphi\left(E_{\lambda, k_{0}}, \lambda\right)+b^{(q-1) k_{0}} \lambda^{-2} \int_{\left(E_{\left.\lambda, k_{0}\right)^{c}}\right.}[S(f)(x)]^{2} \varphi(x, \lambda) d x \\
\sim & b^{q k_{0}} \varphi\left(E_{\lambda, k_{0}}, \lambda\right)+b^{(q-1) k_{0}} \lambda^{-2} \int_{0}^{\lambda b^{k} / 2} t \varphi\left(\left\{x \in \mathbb{R}^{n}: S(f)(x)>t\right\}, \lambda\right) d t
\end{aligned}
$$

By this, the fact that $\widetilde{\varphi} \sim \varphi$, where $\widetilde{\varphi}(x, t):=\int_{0}^{t} \varphi(x, s) d s / s$ for all $(x, t) \in \mathbb{R}^{n} \times$ $[0, \infty)$ (see [30, Lemma 4.1(ii)]), $k_{0} \in \mathbb{N}$ and the uniformly lower type $p$ and the uniformly upper type 1 properties of $\varphi$, we further conclude that

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}} \varphi\left(x, S_{k_{0}}(f)(x)\right) d x \\
\sim & \int_{0}^{\infty} \frac{1}{\lambda} \varphi\left(\left\{x \in \mathbb{R}^{n}: S_{k_{0}}(f)(x)>\lambda\right\}, \lambda\right) d \lambda \\
\lesssim & b^{q k_{0}} \int_{0}^{\infty} \frac{1}{\lambda} \varphi\left(E_{\lambda, k_{0}}, \lambda\right) d \lambda \\
& +b^{(q-1) k_{0}} \int_{0}^{\infty} \lambda^{-3} \int_{0}^{\lambda b^{k_{0} / 2}} t \varphi\left(\left\{x \in \mathbb{R}^{n}: S(f)(x)>t\right\}, \lambda\right) d t d \lambda \\
\lesssim & b^{(q-p / 2) k_{0}} \int_{0}^{\infty} \frac{1}{\lambda} \varphi\left(\left\{x \in \mathbb{R}^{n}: S(f)(x)>\lambda\right\}, \lambda\right) d \lambda \\
& +b^{(q-1) k_{0}}\left[\int_{0}^{\infty} \lambda^{-3} \int_{0}^{\lambda} \lambda \varphi\left(\left\{x \in \mathbb{R}^{n}: S(f)(x)>t\right\}, t\right) d t d \lambda\right. \\
& \left.+\int_{0}^{\infty} \lambda^{-3} \int_{\lambda}^{\lambda b^{k_{0} / 2}}\left(\frac{\lambda}{t}\right)^{p} t \varphi\left(\left\{x \in \mathbb{R}^{n}: S(f)(x)>t\right\}, t\right) d t d \lambda\right] \\
\lesssim & b^{(q-p / 2) k_{0}} \int_{\mathbb{R}^{n}} \varphi(x, S(f)(x)) d x+b^{(q-1) k_{0}}\left\{\int_{0}^{\infty} \frac{1}{t} \varphi\left(\left\{x \in \mathbb{R}^{n}: S(f)(x)>t\right\}, t\right) d t\right. \\
& \left.+\int_{0}^{\infty} \frac{1}{t}\left[b^{(2-p) k_{0} / 2}-1\right] \varphi\left(\left\{x \in \mathbb{R}^{n}: S(f)(x)>t\right\}, t\right) d t\right\} \\
\lesssim & b^{(q-p / 2) k_{0}} \int_{\mathbb{R}^{n}} \varphi(x, S(f)(x)) d x .
\end{aligned}
$$

This finishes the proof of Lemma 3.13.
Proof of Theorem 3.9. The proof of Theorem 3.9 is now similar to that of [34, Proposition 4.7]. For all $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $x \in \mathbb{R}^{n}$, since $S(f)(x) \leq g_{\lambda}^{*}(f)(x)$, the
inequality $\|S(f)\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)} \leq\left\|g_{\lambda}^{*}(f)\right\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)}$ is obvious.
Conversely, for all $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $x \in \mathbb{R}^{n}$, we have

$$
\begin{aligned}
& {\left[g_{\lambda}^{*}(f)(x)\right]^{2} } \\
= & \sum_{k \in \mathbb{Z}} b^{-k} \int_{x+B_{k}}\left|f * \varphi_{-k}(y)\right|^{2}\left[\frac{b^{k}}{b^{k}+\rho(x-y)}\right]^{\lambda} d y \\
& +\sum_{j=1}^{\infty} \sum_{k \in \mathbb{Z}} \int_{x+\left(B_{k+j} \backslash B_{k+j-1}\right)} \cdots \lesssim[S(f)(x)]^{2}+\sum_{j=1}^{\infty} b^{-j(\lambda-1)}\left[S_{j}(f)(x)\right]^{2} .
\end{aligned}
$$

By this, Lemmas 3.10 and 3.13 and $\lambda \in(2 q / p, \infty)$, we conclude that

$$
\begin{aligned}
& \int_{\mathbb{R}^{n}} \varphi\left(x, g_{\lambda}^{*}(f)(x)\right) d x \\
\lesssim & \sum_{j=0}^{\infty} \int_{\mathbb{R}^{n}} \varphi\left(x, b^{-j(\lambda-1) / 2} S_{j}(f)(x)\right) d x \\
\lesssim & \sum_{j=0}^{\infty} b^{-j p(\lambda-1) / 2} b^{j(q-p / 2)} \int_{\mathbb{R}^{n}} \varphi(x, S(f)(x)) d x \\
\lesssim & \int_{\mathbb{R}^{n}} \varphi(x, S(f)(x)) d x,
\end{aligned}
$$

which implies that $\left\|g_{\lambda}^{*}(f)\right\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)} \lesssim\|S(f)\|_{L^{\varphi}\left(\mathbb{R}^{n}\right)}$. This finishes the proof of (3.10) and hence, together with Theorem 2.8, the proof of Theorem 3.9.
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