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#### Abstract

Asai and Friedberg studied the imaginary Doi-Naganuma lifting which sends elliptic modular forms to automorphic forms over an imaginary quadratic field. In this paper we extend this lifting to weak Maass forms by using regularized integral. We construct an automorphic object with singularities on the quadratic upper half-plane $\mathfrak{H}^{1}$ by the regularized theta lifting of a weak Maass form. We also give the convergence region and describe its singularity type. Finally we compute the Fourier coefficients of the lifted form explicitly and present the case of Poincaré series as an example.


## 1. Introduction

A theta lifting gives a correspondence between automorphic forms associated to two groups by the integration with a suitably constructed theta kernel of two variables. A theta lifting has been an important tool in studying automorphic forms by forming connections between different types of automorphic forms. For example, Katok and Sarnak [16] used theta liftings to prove the relation between the central values of the $L$-series of Maass cusp forms to the Fourier coefficients of counterparts under the Shimura correspondence. Theta liftings were also used to study generating series in arithmetic and differential geometry (see [17, 18, 19]).

These classical theta liftings were mainly focused on cusp forms. But there are many interesting researches about weak forms which have possible singularities at cusps (for example, see [3, 24, 25]). Therefore it is natural to consider and study the theta lifting of weak forms including weak Maass forms. Borcherds [2] used a regularized theta lifting to get a remarkable product expansions of automorphic forms for $O(p, 2)$. This regularization, which was introduced by Harvey and Moore [13], allows us to overcome the convergence issue and extend theta liftings to weak forms. For related works, see [5, 6, 7, 23].

[^0]Our goal is to extend the imaginary Doi-Naganuma lifting to weak Maass forms using the regularized integral. The imaginary Doi-Naganuma lifting is a map from elliptic modular forms to automorphic forms over an imaginary quadratic field, introduced by Asai [1] and Friedberg [10, 11]. This kind of lifting was first studied by Doi and Naganuma as a precursor of the base change lifting (see [9, 20]). In this paper we construct an automorphic object with singularities on the quadratic upper half-plane $\mathfrak{H}^{1}$ by the regularized theta lifting of a weak Maass form. To obtain this result, we study the convergence of the regularized theta lifting and show that the lifted form is an eigenfunction of the Casimir operator. We also give the convergence region and describe its singularity type. Finally we compute the Fourier coefficients of the lifted form explicitly and present the case of Poincare series as an example.

From now on we try to explain the results more precisely. Let $k$ be a natural number and $f, g$ functions on the upper half plane $\mathfrak{H}$ such that $\left(\left.f\right|_{k} \sigma\right)(z)=f(z)$, $\left(\left.g\right|_{k} \sigma\right)(z)=g(z)$ for all $\sigma \in \Gamma(N)$. We define

$$
\int_{\Gamma(N) \backslash \mathfrak{H}}^{r e g} f(z) \overline{g(z)} y^{k-2} d x d y:=\int_{S L_{2}(\mathbb{Z}) \backslash \mathfrak{H}}^{r e g} \sum_{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z})}\left(\left.f\right|_{k} \gamma\right)(z) \overline{\left(\left.g\right|_{k} \gamma\right)(z)} y^{k-2} d x d y
$$

where $\int_{S L_{2}(\mathbb{Z}) \backslash \mathfrak{H}}^{r e g}$ is the regularized integral in the sense of Borcherds (see [2, section 6] for the definition) and $z=x+i y \in \mathfrak{H}$. In this paper we use this to define the regularized Doi-Naganuma lifting. We are given a quadratic lattice $\Lambda$ of signature $(3,1)$ arising from an imaginary quadratic field $K$ and an element $V$ of the dual lattice of $\Lambda$. The regularized lifting of a weak Maass form $f$ of weight $k$ associated to $\Lambda$ and $V$ is given by $F^{\text {reg }}(g, V, \Lambda ; f)=^{t}\left(F_{1-k}^{r e g}, \cdots, F_{k-1}^{r e g}\right)$, where for $|\alpha| \leq k-1$ the component $F_{\alpha}^{r e g}(g, V, \Lambda ; f)$ is defined by

$$
F_{\alpha}^{r e g}(g, V, \Lambda ; f):=\int_{\Gamma(N) \backslash \mathfrak{H}}^{r e g} \theta_{k, \alpha}(z, V, g, \Lambda) \overline{f(z)} y^{k-2} d x d y
$$

Here, ${ }^{t} A$ denotes the transpose of $A$ and $\theta_{k, \alpha}(z, V, g, \Lambda)$ is a theta function of variables $z \in \mathfrak{H}$ and $g \in S L_{2}(\mathbb{C})$. Then it turns out that the result is a weak Maass form for $K$ of weight $2 k-2$ for $g=g(\mu, \nu)=\left(\begin{array}{cc}\nu^{1 / 2} & \mu \nu^{-1 / 2} \\ 0 & \nu^{-1 / 2}\end{array}\right)$, when $\mu+\nu \mathbf{k} \in \mathfrak{H}^{1}$ (Theorem 3.2).

It is also important to compute the Fourier expansions of the regularized theta lifting and study its singularities. We compute the singularity type in Theorem 4.1 and the Fourier expansion in Theorem 4.2 and Theorem 4.3.

In [10] Friedberg gave an interesting example showing that the lifted form of the non-holomorphic Eisenstein series of weight $k>1$ is a Poincaré type series. The following example shows that the same phenomenon happens in the case where $f$ is a weakly holomorphic Poincaré series. Let $\psi$ be a negative integer. Then it is known (see [15]) that the Poincaré series

$$
f_{\psi}(z):=\sum_{\gamma \in \Gamma_{\infty} \backslash \Gamma(N)} \frac{e^{2 \pi i \psi \gamma z}}{(c \tau+d)^{k}}
$$

vanishes at all cusps of $\Gamma(N)$ except possibly at $i \infty$, and at $i \infty$ it has a Fourier expansion of the form

$$
f_{\psi}(z)=e^{2 \pi i \psi z}+\sum_{m>0} a_{m}(\psi) e^{2 \pi i m z}
$$

Then the regularized lifting $F^{r e g}\left(g(\mu, \nu) ; g_{\psi}\right)$ is equal to

$$
\sum_{\substack{X \in \Lambda \\ Q[X-V]=2 \psi}} \frac{N \Gamma(k-1 / 2)}{\pi\left(R^{g(\mu, \nu)}[X-V]+\psi\right)^{k-1 / 2}} .
$$

Since the result is absolutely convergent for $k \geq 2$, it can be regarded as a type of Poincaré series.

The remainder of the paper is organized as follows. In section 2 , we deal with preliminary notions. We define weak Maass forms on $\mathfrak{H}$ and $\mathfrak{H}^{1}$ respectively and introduce the theta functions $\theta_{k, \alpha}$ and their properties. This enables us to compute the Fourier expansion of $\theta_{k, \alpha}$ at arbitrary cusps. In section 3 we prove several properties of the regularized theta lifting to prove Theorem 3.2. We compute the convergence region and study the modularity and the behavior of $F_{\alpha}^{r e g}(g(\mu, \nu) ; f)$ under the Casimir operators. Finally in section 4 we compute its singularity type and the Fourier expansion.

## 2. Preliminaries

In this section we set several notations and define basic objects, following [10]. For a function $f(z)$ on $\mathfrak{H}$ and a matrix $\gamma=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in G L_{2}^{+}(\mathbb{R})$, we define the slash operator of integral weight $k$ by $\left(\left.f\right|_{k} \gamma\right)(z)=(\operatorname{det} \gamma)^{k / 2}(c z+d)^{-k} f(\gamma z)$, where $\gamma z=\frac{a z+b}{c z+d}$.

### 2.1. Weak Maass Forms

We start with the definition of a weak Maass form. Let $\Delta_{k}$ be the hyperbolic Laplacian of weight $k$ given by

$$
\Delta_{k}:=-y^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)+i k y\left(\frac{\partial}{\partial x}+i \frac{\partial}{\partial y}\right) .
$$

Definition 2.1. A weak Maass form of weight $k \in \mathbb{Z}$ on the congruence subgroup $\Gamma \subset S L_{2}(\mathbb{Z})$ and eigenvalue $-\lambda \in \mathbb{C}$ is a smooth function $f: \mathfrak{H} \rightarrow \mathbb{C}$ such that
(1) $\left.f\right|_{k} \gamma=f$ for all $\gamma \in \Gamma$,
(2) $\Delta_{k} f=-\lambda f$,
(3) $f(z)$ has at most linear exponential growth at all of the cusps, i.e., $\left(\left.f\right|_{k} \gamma\right)(z)=$ $O\left(e^{\delta y}\right)$ for all $\gamma \in S L_{2}(\mathbb{Z})$, for some $\delta>0$.

We denote the space of weak Maass forms by $W M F_{k,-\lambda}(\Gamma)$.

Let $\gamma \in S L_{2}(\mathbb{Z})$. It is known that the Fourier expansion for a weak Maass form $\left(\left.f\right|_{k} \gamma^{-1}\right)(z) \in W M F_{k,-\lambda}(\Gamma(N))$ at the cusp corresponding to $\gamma$ is given by

$$
\begin{align*}
& \left(f\left|\left.\right|_{k} \gamma^{-1}\right)(z)\right. \\
= & \sum_{\substack{l_{\gamma} \\
n=-n \gamma \\
n \neq 0}} \tilde{a}_{\gamma}(n, s)|4 \pi n y / N|^{-\frac{k}{2}} W_{-\operatorname{sgn}(n) \frac{k}{2}, s-\frac{1}{2}}(-4 \pi|n| y / N) e^{2 \pi i n x / N}  \tag{1}\\
& +\sum_{n \in \mathbb{Z} \backslash\{0\}} a_{\gamma}(n, s)|4 \pi n y / N|^{-\frac{k}{2}} W_{\operatorname{sgn}(n) \frac{k}{2}, s-\frac{1}{2}}(4 \pi|n| y / N) e^{2 \pi i n x / N} \\
& +a_{\gamma}(0, s) y^{s-\frac{k}{2}}+\tilde{a}_{\gamma}(0, s) y^{1-s-\frac{k}{2}}
\end{align*}
$$

where $n_{\gamma}, l_{\gamma} \in \mathbb{N}, W_{k, m}(y)$ and $W_{-k, m}(-y)$ are the standard W -Whittaker's functions and $-\lambda=s(1-s)+\frac{k^{2}-2 k}{4}$ (for the details see [4]). It is also known that $a_{\gamma}(n, s)=$ $O\left(e^{C \sqrt{n}}\right)$ for some $C>0$ (see $\left.[5,6]\right)$. We define a subspace $W M F_{k,-\lambda}^{+}(\Gamma(N))$ by

$$
W M F_{k,-\lambda}^{+}(\Gamma(N))=\left\{f \in W M F_{k,-\lambda}(\Gamma(N)) \mid \tilde{a}_{\gamma}(n, s)=0 \text { for } n>0\right\}
$$

### 2.2. Weak Maass forms for Imaginary Quadratic Fields

Now we introduce the space of Hilbert modular forms on the quaternionic upper half space $\mathfrak{H}^{1}=\{\mu+\nu \mathbf{k} \in \mathcal{H}(-1,-1) \mid \mu \in \mathbb{C}, \nu>0\}$, where $\mathcal{H}(-1,-1)$ is the quaternion algebra with the standard basis $1, \mathbf{i}, \mathbf{j}$, and $\mathbf{k}$. Recall that $\sigma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in$ $\mathbf{G}=S L_{2}(\mathbb{C})$ acts on $z_{1}$ in $\mathfrak{H}^{1}$ by $\sigma z_{1}=\left(a z_{1}+b\right)\left(c z_{1}+d\right)^{-1}$ and that the stabilizer of $\mathbf{k}$ is $S U(2, \mathbb{C})$, the special unitary group. Note that $S U(2, \mathbb{C})$ is not abelian so we need to consider multi-dimensional representations of $S U(2, \mathbb{C})$. For $n \in \mathbb{Z}_{\geq 0}$ let $(a b)_{n}:={ }^{t}\left(a^{n}, a^{n-1} b, \cdots, a b^{n-1}, b^{n}\right)$ and define the $n$-fold symmetric representation $\rho_{n}(g)$, for $g \in S L_{2}(\mathbb{C})$, by $\rho_{n}(g)(a b)_{n}:=\left((a b)^{t} g\right)_{n}$. Then $\rho_{n}$ gives an irreducible $(n+1)$-dimensional representation of $S U(2, \mathbb{C})$.

Let $\rho\left(z_{1}=\mu+\nu \mathbf{k}\right)=\left(\begin{array}{cc}\mu & -\nu \\ \bar{\nu} & \bar{\mu}\end{array}\right)$ for $\mu, \nu \in \mathbb{C}$. For $g=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in \mathbf{G}$ and $z_{1} \in \mathfrak{H}^{1}$ set $J\left(g, z_{1}\right)=\rho\left(c z_{1}+d\right)$ and $\rho_{n}^{1}(g)={ }^{t} \rho_{n}\left({ }^{t} g\right)$. Then we can define a slash operator for a function $F^{1}: \mathfrak{H}^{1} \rightarrow \mathbb{C}^{n+1}$ by

$$
\left(F^{1} \|[g]_{n}\right)\left(z_{1}\right):=\rho_{n}^{1}\left(J\left(g, z_{1}\right)\right)^{-1} F^{1}\left(g z_{1}\right)
$$

for all $g \in \mathbf{G}$. We can also extend the slash operator to $A \in G L_{2}(\mathbb{C})$ by putting

$$
F^{1}\left\|[A]_{n}=F^{1}\right\|\left[(\operatorname{det} A)^{-\frac{1}{2}} A\right]_{n}
$$

(as stated in [10, p.491], the ambiguity of sign arising from by the choice of square root will not cause any harm in the applications).

Let $K$ be an imaginary quadratic field, and let $-D$ be its discriminant.

Definition 2.2. Let $\Xi$ a congruence subgroup of $S L_{2}\left(\mathcal{O}_{K}\right)$. A weak Maass form for $K$ of weight $n$ on $\Xi$ and eigenvalues $\left(\lambda, \lambda^{\prime}\right)$ is a real analytic function $F^{1}: \mathfrak{H}^{1} \rightarrow \mathbb{C}^{n+1}$ with singularities satisfying
(1) $\Psi^{n} F^{1}=\lambda F^{1}$ and $\tilde{\Psi}^{n} F^{1}=\lambda^{\prime} F^{1}$,
(2) $F^{1} \|[\sigma]_{n}=F^{1}$ for all $\sigma$ in $\Xi$,
(3) $\left(F^{1} \|[A]_{n}\right)\left(z_{1}\right)=O\left(\nu^{\delta}\right)$ as $\nu \rightarrow \infty$, uniformly in $x$ for all $A \in G L_{2}\left(\mathcal{O}_{K}\right)$, for some fixed real $\delta$.
Here $\Psi^{n}, \tilde{\Psi}^{n}$ are Casimir operators of weight $n$ on $\mathfrak{H}^{1}$ which are given by

$$
\begin{align*}
& \Psi^{n}=y^{2}\left(\partial_{x \bar{x}}^{2}+\partial_{y y}^{2} / 4\right) E_{n+1}+y \partial_{x}\left(\begin{array}{ccccc}
0 & 1 & & & \\
& \ddots & 2 & \\
& & \ddots & \ddots & \\
& & & \ddots & \\
& & & & { }_{0} \\
& & &
\end{array}\right)  \tag{2}\\
& +y \partial_{y} \cdot \frac{1}{4}\left(\begin{array}{llll}
2 n-1 & & & \\
& 2 n-3 & & \\
& & \ddots & \\
& & & -1
\end{array}\right)+\frac{1}{4}\left(\begin{array}{llll}
n(n-2) & & & \\
& (n-1)(n-3) & & \\
& & \ddots & \\
& & & \\
& & &
\end{array}\right) \text {, } \\
& \tilde{\Psi}^{n}=y^{2}\left(\partial_{x \bar{x}}^{2}+\partial_{y y}^{2} / 4\right) E_{n+1}-y \partial_{x}\left(\begin{array}{ccccc}
0 & & & & \\
n & \ddots & & & \\
& & n-1 & \ddots & \\
\\
& & \ddots & \ddots & \\
& & & 1 & 0
\end{array}\right) \\
& +y \partial_{y} \cdot \frac{1}{4}\left(\begin{array}{llll}
-1 & & \\
& \ddots & & \\
& & 2 n-3 & \\
& & & 2 n-1
\end{array}\right)+\frac{1}{4}\left(\begin{array}{lll}
0 & & \\
& \ddots_{(n-1)(n-3)} & \\
& & \\
n(n-2)
\end{array}\right),
\end{align*}
$$

where $E_{n+1}$ is the identity matrix of size $n+1$.
Let $\left\{\left\{\Xi, n,\left\{\lambda, \lambda^{\prime}\right\}\right\}\right\}$ be the space of all these forms. If $F^{1}$ is defined without singularities, then it is said to be a modular form for $K$, and moreover if $F^{1}$ satisfies a better growth condition at infinity, namely for all $A \in G L_{2}\left(\mathcal{O}_{K}\right), F^{1} \|[A]_{n}\left(z_{1}\right)=$ $O\left(e^{-\delta \nu}\right)$ as $\nu \rightarrow \infty$ uniformly in $\mu$, for some fixed $\delta>0, F^{1}$ is said to be cuspidal or a cusp form. If $\lambda=\lambda^{\prime}$, we say simply that $F^{1}$ has eigenvalue $\lambda$.

For later use we recall the following proposition.
Proposition 2.3. ([10, Proposition 2.2]). There is a one-to-one correspondence between

$$
\left\{F: \mathbf{G} \rightarrow \mathbb{C}^{n+1} \mid F(\gamma g \kappa)={ }^{t} \rho_{n}(\kappa) F(g) \text { for all } \gamma \in \Xi, \kappa \in S U(2, \mathbb{C})\right\}
$$

and

$$
\left\{F^{1}: \mathfrak{H}^{1} \rightarrow \mathbb{C}^{n+1} \mid F^{1}\left(\gamma z_{1}\right)=\rho_{n}^{1}\left(J\left(\gamma, z_{1}\right)\right) F^{1}\left(z_{1}\right) \text { for all } \gamma \in \Xi\right\}
$$

given by $F^{1}\left(z_{1}\right)=\rho_{n}^{1}(J(g, \mathbf{k})) F(g)$ and $F(g)=\rho_{n}^{1}(J(g, \mathbf{k}))^{-1} F^{1}(g \mathbf{k})$, where $z_{1}=$ $g$ k.

This correspondence is also compatible with the action of Casimir operators (see [10, section 2]). Also note that for an element $g(\mu, \nu)=\left(\begin{array}{cc}\nu^{1 / 2} & \mu \nu^{-1 / 2} \\ 0 & \nu^{-1 / 2}\end{array}\right)$ in $S L_{2}(\mathbb{C})$, where $\mu \in \mathbb{C}$ and $\nu>0$, the corresponding element in $\mathfrak{H}^{1}$ is $g(\mu, \nu) \mathbf{k}=\mu+\nu \mathbf{k}$.

### 2.3. Theta function

We introduce a quadratic vector space $\mathcal{V}=\left\{\left.X \in M_{2 \times 2}(\mathbb{C})\right|^{t} X=\bar{X}\right\}$ with a symmetric bilinear form $Q(X, Y):=-\operatorname{tr}(X a d j(Y))$ and a quadratic form $Q[X]:=$ $Q(X, X)=-2 \operatorname{det} X$. Here $\operatorname{adj}(Y)$ is the adjoint of $Y \operatorname{defined}$ by $\operatorname{adj}\left(\left(\begin{array}{ll}a & b \\ c & b\end{array}\right)\right)=$ $\left(\begin{array}{cc}d & -b \\ -c & a\end{array}\right)$. We remark that $\tilde{Y}=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right) Y\left(\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right)$ used in [1, 10] is the complex conjugate of $\operatorname{adj}(Y)$ for $Y \in \mathcal{V}$, but $\operatorname{adj} Y$ gives the correct pairing. For $X \in \mathcal{V}$ and $g \in \mathbf{G}$ let $X^{g}:={ }^{t} \bar{g} X g$, and let $R^{g}[X]:=\operatorname{tr}\left(\left(X^{g}\right)^{2}\right)$ be its majorant corresponding to $g$. Given $M, P \in \mathbb{Z}_{\neq 0}$ and an ideal $I$, we introduce the lattice

$$
\Lambda_{i}:=\left\{\left.\left(\frac{m}{r}{ }_{p}^{r}\right) \in \mathcal{V} \right\rvert\, m \in M \mathbb{Z}, p \in P \mathbb{Z}, r \in J_{i}\right\}
$$

where $J_{i}=I \mathfrak{E}_{i} \mathfrak{e}_{i}^{-1}, \mathfrak{E}_{1}=\mathcal{O}_{K}, \cdots, \mathfrak{E}_{h(K)}$ is a set of ideal class representatives, and take $\mathfrak{e}_{i}$ ideal numbers for these ideals in the sense of Hecke (see [14]). Let $N_{1}=$ l.c. $m(M P, \mathbf{N}(I) D)$.

For a fixed $\Lambda=\Lambda_{i}$ let $\Lambda^{*}$ be the dual lattice of $\Lambda$ given by $\Lambda^{*}=\Lambda_{i}^{*}=\left\{\left(\frac{m}{r} \underset{p}{r}\right) \in\right.$ $\left.\mathcal{V} \mid P m \in \mathbb{Z}, M p \in \mathbb{Z}, r \in \bar{J}_{i}^{-1} \mathcal{D}_{K}^{-1}\right\}$, where $\mathcal{D}_{K}^{-1}$ is the inverse different. Then for a vector $V$ in the dual lattice $\Lambda^{*}$, there is a theta series

$$
\begin{equation*}
\theta_{k, \alpha}(z, V, g, \Lambda):=y^{1 / 2} \sum_{X \in \Lambda} \eta_{k, \alpha}\left((X-V)^{g}\right) e\left(\left(x Q+i y R^{g}\right)[X-V]\right) \tag{4}
\end{equation*}
$$

for $z=x+i y \in \mathfrak{H}, g \in \mathbf{G}$ and $k \in \mathbb{Z}_{\geq 1}$ (see [1]), where $e(x)=e^{\pi i x}$. Here,

$$
\eta_{k, \alpha}(X):=(k-1)!\sum_{\beta, \gamma} \frac{r^{\alpha} L_{\beta}^{(\alpha)}(2 r \bar{r}) H_{\gamma}(m-p)}{(\alpha+\beta)!\gamma!2^{\beta}},
$$

where $\sum_{\beta, \gamma}$ denotes the sum over $\beta$ and $\gamma$ nonnegative integers such that $2 \beta+\gamma=$ $k-1-\alpha$ and $\alpha+\beta \geq 0$ and $L_{n}^{(\alpha)}$ and $H_{n}$ are Laguerre and Hermite polynomials given by

$$
L_{n}^{(\alpha)}(y)=e^{y}\left(n!y^{\alpha}\right)^{-1} \frac{d^{n}}{d y^{n}}\left(e^{-y} y^{n+\alpha}\right), H_{n}(y)=(-1)^{n} e^{y^{2} / 2} \frac{d^{n}}{d y^{n}}\left(e^{-y^{2} / 2}\right) .
$$

Note that $\eta_{k, \alpha}(X)$ form a $\mathbb{C}$-basis of spherical harmonic polynomials of degree $k-1$.

Proposition 2.4. [10, Proposition 3.1]. For all $\sigma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma_{0}\left(N_{1}\right)$

$$
\left(\left.\theta_{k, \alpha}\right|_{k} \sigma\right)(z, d V, g, \Lambda)=\chi_{-D}(d) \theta_{k, \alpha}(z, V, g, \Lambda),
$$

where $\chi_{-D}(n)=\left(\frac{-D}{n}\right)$ and $(-)$ is the Kronecker symbol. In particular, for $\sigma \in$ $\Gamma\left(N_{1}\right)$,

$$
\left(\left.\theta_{k, \alpha}\right|_{k} \sigma\right)(z, V, g, \Lambda)=\theta_{k, \alpha}(z, V, g, \Lambda) .
$$

We write $\operatorname{Tr}_{\mathbb{R}}^{\mathbb{C}}$ for the trace from $\mathbb{C}$ to $\mathbb{R}$ and $\mathbf{N}=\operatorname{Norm}(\mathbb{C} / \mathbb{R})$. Let

$$
\phi_{\alpha, \beta}(z, u, v):=\sum_{r \in J} y^{-\beta} L_{\beta}^{(\alpha)}(4 \pi y \mathbf{N}(r-v))(r-v)^{\alpha} e\left(2 \mathbf{N}(r-v) z+2 \operatorname{Tr}_{\mathbb{R}}^{\mathbb{C}}(r \bar{u})-\operatorname{Tr}_{\mathbb{R}}^{\mathbb{C}}(u \bar{v})\right),
$$

where $L_{\beta}^{\alpha}(y)$ is the Laguerre polynomial defined in Section 2.3. Then by [11, Lemma 3.5]

$$
\phi_{\alpha, \beta}(\sigma z, a u+b v, c u+d v)=\chi_{-D}(d)(c z+d)^{\alpha+2 \beta+1} \phi_{\alpha, \beta}(z, u, v)
$$

for $\alpha, \beta \geq 0, z \in \mathfrak{H}, u, v \in \mathbb{C}$ and $\sigma \in \Gamma_{0}(D \mathbf{N}(I))$. The definition of $\phi_{\alpha, \beta}$ is motivated by the fact that $\theta_{k, \alpha}$ is the sum of products of functions of $r$ and $\bar{r}$ and functions of $m$ and $p$, with $\phi_{\alpha, \beta}$ being precisely the former (see [11, Lemma 3.6]).

### 2.4. Fourier expansion of $\left(\left.\theta_{k, \alpha}\right|_{k} \gamma\right)(z, V, g, \Lambda)$

In this subsection we briefly explain that $\theta_{k, \alpha}$ can be realized as the theta function with the Weil representation and find the Fourier expansion of $\left(\left.\theta_{k, \alpha}\right|_{k} \gamma\right)(z)$. We follow the notations given in [21].

We briefly recall the first spherical property (for the details see [8]). Let $\varphi \in$ $\mathcal{S}\left(\mathbb{R}^{n}\right)$ and $l \in \mathbb{Z}$. Then $\varphi$ is said to be of first spherical property for weight $\frac{l}{2}$ if $r(\kappa(\phi), Q) \varphi=\varepsilon(\kappa(\phi))^{p-q}{\sqrt{e^{-i \phi}}}^{-l} \varphi$ for $\kappa(\phi)=\binom{\cos \phi \sin \phi}{-\sin \phi \cos \phi}$, where

$$
\varepsilon(\sigma)= \begin{cases}\sqrt{i} & c>0 \\ i^{(1-s g n d) / 2} & c=0, \\ \sqrt{i}^{-1} & c<0\end{cases}
$$

for $\sigma=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in S L_{2}(\mathbb{R})$. Now we introduce the theta series coming from the Weil representation. If we let

$$
\varphi(X)=\eta_{k, \alpha}\left(X^{g}\right) e^{-\pi R^{g}[X]}
$$

for $X \in \mathcal{V}$, then this function clearly is a Schwartz function. In the following we show that this $\varphi$ satisfies the first spherical property of weight $k$.

Let $\eta_{(k)}(X):=\left(\eta_{k, 1-k}(X), \cdots, \eta_{k, k-1}(X)\right)$ and $P_{k-1}(X):=\eta_{(k)}(X)^{t}(a b)_{2 k-2}$. Then we see that $P_{k-1}(X)=Q\left(X, A_{1}\right)^{k-1}$, where $(a b)_{2 k-2}=\left(a^{2 k-2}, a^{2 k-3} b, \cdots\right.$, $b^{2 k-2}$ ) and $A_{1}={ }^{t}\left(\begin{array}{ll}a & b\end{array}\right)(a b)\left({ }_{1}{ }^{-1}\right)$ (see [11, section 1.3]). We let $F_{z}(X):=$
$P_{k-1}(X) e^{\pi i Q_{z}(X)}$, where $Q_{z}(X)=x Q[X]+i y R^{I_{2 \times 2}}[X]$ and $z=x+i y \in \mathfrak{H}$. Furthermore, since $Q(A, B)=Q\left(A^{g}, B^{g}\right)$ for all $g \in S L_{2}(\mathbb{C})$, we see $\eta_{(k)}\left(X^{g}\right)^{t}(a b)_{2 k-2}=$ $Q\left(X^{g}, A_{1}\right)^{k-1}=Q\left(X, A_{1}^{g^{-1}}\right)^{k-1}=P_{k-1}\left(X^{g}\right)$. Then

$$
F_{i}\left(X^{g}\right)=P_{k-1}\left(X^{g}\right) e^{-\pi R^{I_{2 \times 2}\left[X^{g}\right]}}=Q\left(X, A_{1}^{g^{-1}}\right)^{k-1} e^{-\pi R^{g}[X]}
$$

Therefore we can see that $F_{i}\left(X^{g}\right)$ satisfies the first spherical property for weight $k$ by Lemma 1.2 of [21]. Finally, since the Weil representation acts independently of $a, b$, the function $\eta_{k, \alpha}\left(X^{g}\right) e^{-\pi R^{g}[X]}$ is also of the first spherical property for weight $k$. Then $\theta_{k, \alpha}$ coincides with the theta function in [8]: $\theta(z, \varphi,-V)=\theta_{k, \alpha}(z, V, g, \Lambda)$.

From this interpretation we can compute the Fourier expansion of $\left.\theta_{k, \alpha}\right|_{k} \gamma$ by using Theorem 1.5 of [8]. Note that the signature is $(3,1)$ and the weight is $k$ for $\theta_{k, \alpha}$. For $\gamma \in \Gamma$ we get
$\left(\left.\theta_{k, \alpha}\right|_{k} \gamma\right)(z, V, g, \Lambda)=i^{-\operatorname{sgn} c} \sum_{X \in \Lambda^{*}} c(-V, X)_{\gamma} y^{1 / 2} \eta_{k, \alpha}\left(X^{g}\right) e\left(\left(x Q+i y R^{g}\right)[X]\right)$,
where $v(\Lambda)=\int_{\mathcal{V} / \Lambda} d x$ and
$c(h, l)_{\gamma}= \begin{cases}\delta_{h, a l} e(a b Q(h, l)) & \text { if } c=0 \\ |\operatorname{det} Q|^{1 / 2} v(\Lambda)^{-1}|c|^{-n / 2} \sum_{r \in \Lambda / c \Lambda} e\left(\frac{a Q[h+r]-2 Q(l, h+r)+d Q[l]}{c}\right) & \text { if } c \neq 0 .\end{cases}$
We remark that these expressions from $[8,21]$ are not accurate due to a certain confusion between the elements $r_{0}(g, Q)$ and $r(g, Q)$ in these references.

## 3. The Main Result

Let $N$ is a natural number such that $N_{1} \mid N$.
Definition 3.1. The regularized lifting of $f \in W M F_{k,-\lambda}^{+}(\Gamma(N))$ associated to $\Lambda$ and $V$ is given by $F^{r e g}(g, V, \Lambda ; f)={ }^{t}\left(F_{1-k}^{r e g}, \cdots, F_{k-1}^{r e g}\right)$, where for $|\alpha| \leq k-1$ the component $F_{\alpha}^{r e g}(g, V, \Lambda ; f)$ is defined by

$$
F_{\alpha}^{r e g}(g, V, \Lambda ; f):=\int_{\Gamma(N) \backslash \mathfrak{H}}^{r e g} \theta_{k, \alpha}(z, V, g, \Lambda) \overline{f(z)} y^{k-2} d x d y
$$

We remark that this lift is the complex conjugate of the lift in [2], in the sense that it is anti-linear rather than linear as a function of the lifted modular form $f$.

Theorem 3.2. The lifted forms $F^{r e g}(g(\mu, \nu) ; f)$ on $\mathfrak{H}^{1}$ are weak Maass forms for $K$ of weight $2 k-2$ and eigenvalue $\left(k^{2}-2 k\right) / 4+\lambda$ for the group $G(\Lambda):=\{\gamma \in$ $\left.\mathbf{G} \mid \Lambda^{\gamma}=\Lambda\right\}$ with singularities on

$$
\bigcup_{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z})} \bigcup_{\substack{X \in \Lambda^{*} \\-n_{\gamma} \leq \frac{N Q[X]}{2} \leq-1}}\left\{\mu+\nu \mathbf{k} \in \mathfrak{H}^{1} \mid\left(Q+R^{g(\mu, \nu)}\right)[X]=0\right\}
$$

where $n_{\gamma}$ is the index coming from the Fourier expansion (1) of $f$.

In this section we prove Theorem 3.2. To show the convergence of $F_{\alpha}^{\text {reg }}(g, V, \Lambda ; f)$, we need the convergence of the function

$$
\int_{1}^{t} \int_{-1 / 2}^{1 / 2} \sum_{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z})}\left(\left.\theta_{k, \alpha}\right|_{k} \gamma\right)(z) \overline{\left(\left.f\right|_{k} \gamma\right)(z)} y^{k-2-w} d x d y
$$

as $t \rightarrow \infty$, for $\operatorname{Re}(w) \gg 0$. Since $\sum_{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z})}\left(\left.\theta_{k, \alpha}\right|_{k} \gamma\right)(z) \overline{\left(\left.f\right|_{k} \gamma\right)(z)} y^{k}$ is $S L_{2}(\mathbb{Z})$-invariant, we may write $\sum_{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z})}\left(\left.\theta_{k, \alpha}\right|_{k} \gamma\right)(z) \overline{\left(\left.f\right|_{k} \gamma(z)\right.} y^{k}=\sum_{n \in \mathbb{Z}}$ $a(n, y, V, g, \Lambda) e^{2 \pi i n x}$. Then

$$
\begin{aligned}
& \int_{1}^{t} \int_{-1 / 2}^{1 / 2} \sum_{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z})}\left(\left.\theta_{k, \alpha}\right|_{k} \gamma\right)(z) \overline{\left(\left.f\right|_{k} \gamma\right)(z)} y^{k-2-w} d x d y \\
= & \int_{1}^{t} \int_{-1 / 2}^{1 / 2} \sum_{n \in \mathbb{Z}} a(n, y, V, g, \Lambda) e^{2 \pi i n x} y^{-2-w} d x d y=\int_{1}^{t} a(0, y, V, g, \Lambda) y^{-2-w} d y
\end{aligned}
$$

Hence to ensure the convergence of the regularized theta lifting, we need to know the growth condition of the 'constant term' of $\sum_{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z})}\left(\theta_{k, \alpha} \mid k \gamma\right)(z) \overline{\left(\left.f\right|_{k} \gamma\right)(z)}$. Let $\left(\left.f\right|_{k} \gamma^{-1}\right)(z)=\sum_{n \in \mathbb{Z}} b_{\gamma}(n, y, s) e^{2 \pi i n x / N}$ for $\gamma=\left(\begin{array}{cc}a & b \\ c & d\end{array}\right) \in S L_{2}(\mathbb{Z})$. Then $\left(\left.\theta_{k, \alpha}\right|_{k} \gamma\right)(z, V, g, \Lambda) \overline{\left.f\right|_{k} \gamma(z)}$ is equal to

$$
i^{-s g n} c y^{\frac{1}{2}} \sum_{X \in \Lambda^{*}} \sum_{n \in \mathbb{Z}} c(-V, X)_{\gamma} \eta_{k, \alpha}\left(X^{g}\right) \overline{b_{\gamma^{-1}}(n, y, s)} e^{-\pi y R^{g}[X]} e^{\pi i x Q[X]} e^{-2 \pi i n x / N}
$$

Since $\sum_{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z})}\left(\left.\theta_{k, \alpha}\right|_{k} \gamma\right)(z, V, g, \Lambda) \overline{\left(\left.f\right|_{k} \gamma\right)(z)} y^{k}$ is $S L_{2}(\mathbb{Z})$-invariant and has the Fourier expansion of the form $\sum_{n \in \mathbb{Z}} a(n, y, V, g, \Lambda, s) e^{2 \pi i n x}$, summing all the expansions
$\left(\left.\theta_{k, \alpha}\right|_{k} \gamma\right)(z, V, g, \Lambda) \overline{\left(\left.f\right|_{k} \gamma\right)(z)} y^{k}$ over $\Gamma(N) \backslash S L_{2}(\mathbb{Z})$ we have only the terms involving $e^{2 \pi i n x}$ for $n$ integral, although each series $\left(\left.\theta_{k, \alpha}\right|_{k} \gamma\right)(z, V, g, \Lambda) \overline{\left(\left.f\right|_{k} \gamma\right)(z)} y^{k}$ has the terms involving $e^{2 \pi i n x / N}$ in the expansion. Consequently we need to consider the convergence of the following integral

$$
\begin{aligned}
& \int_{1}^{t} \sum_{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z})} i^{-s g n c} \overline{ } \overline{\sum_{X \in \Lambda^{*}} c(-V, X)_{\gamma} \eta_{k, \alpha}\left(X^{g}\right) b_{\gamma^{-1}}\left(\frac{N Q[X]}{2}, y, s\right)} e^{-\pi y R^{g}[X]} y^{k-\frac{3}{2}-w} d y
\end{aligned}
$$

as $t \rightarrow \infty$ and therefore it has a finite limit as $t \rightarrow \infty$ if $\operatorname{Re}(w) \gg 0$.

### 3.1. Convergence Region

In this subsection we complete the proof for the convergence of the regularized theta lifting and describe the convergence region of $F^{r e g}(g(\mu, \nu) ; f)$. Let $g(\mu, \nu)$ be a point in the complement of

Inputting the Fourier expansion of $\left(\left.f\right|_{k} \gamma\right)(z)$ into the expression of $F_{\alpha}^{r e g}(g(\mu, \nu) ; f)$ above, the estimates $a_{\gamma^{-1}}(n, s)=O\left(e^{\sqrt{n}}\right)$ and $W_{\nu, \mu}(y) \sim e^{-y / 2} y^{\nu}$ as $|y| \rightarrow \infty$ give the convergence for the part concerning $W_{ \pm \frac{k}{2}, s-\frac{1}{2}}(2 \pi|Q[X]| y)$. For the constant term we have the integral of the form $\int_{1}^{t} y^{\frac{k}{2}-\frac{1}{2}-s-w} d y$, therefore it converges for $\operatorname{Re}(w) \gg 0$, as $t \rightarrow \infty$. It remains to consider the part concerning $W_{\frac{k}{2}, s-\frac{1}{2}}(-2 \pi|Q[X]| y)$. It is a fact that for any $C \geq 0$ and any compact subset $U \subset \mathfrak{H}^{1}$ the set

$$
\left\{\lambda \in \Lambda^{*} \mid Q[\lambda]=m, \exists g=g(\mu, \nu) \in U \text { with }\left(Q+R^{g}\right)[\lambda] \leq C\right\}
$$

is finite. By assumption, there exists $\varepsilon>0$ such that $\left(Q+R^{g}\right)[\lambda]>\varepsilon$ for all $\lambda \in \Lambda^{*}$ with $Q[\lambda]=m$ for a fixed $g=g(\mu, \nu)$. It follows that

$$
\begin{aligned}
& \sum_{\substack{X \in \Lambda^{*} \\
Q[X]=m<0}}\left|c(-V, X)_{\gamma} \eta_{k, \alpha}\left(X^{g}\right) W_{\frac{k}{2}, \bar{s}-\frac{1}{2}}(2 \pi m y) e^{-\pi y R^{g}[X]} y^{\frac{1}{2} k-\frac{3}{2}-w}\right| \\
& \ll \sum_{\substack{X \in \Lambda^{*} \\
Q[X]=m<0}}\left|\eta_{k, \alpha}\left(X^{g}\right)\right| e^{\pi(-m+Q[X]) y} e^{-\pi y\left(Q+R^{g}\right)[X]} y^{k-\frac{3}{2}-R e(w)} \\
& \ll e^{-\frac{\pi \varepsilon y}{2} y^{k-\frac{3}{2}-R e(w)} \sum_{\substack{X \in \Lambda^{*} \\
Q[X]=m<0}}\left|\eta_{k, \alpha}\left(X^{g}\right)\right| e^{-\pi\left(m+R^{g}[X]\right) / 2},}<l
\end{aligned}
$$

which yields the uniform convergence for $y \in[1, \infty)$. This implies the desired convergence assertion.

### 3.2. Modularity

In this subsection we show that $F^{r e g}(g(\mu, \nu) ; f)$ satisfies the modularity as in Definition 2.2. We define an involution $\iota_{n}$ on the space of modular forms for $K$ of weight $n$ by $\iota_{n} F^{1}(z)=\rho_{n}\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right) F^{1}(-\bar{z})$. Note that each $G\left(\Lambda_{i}\right)$ is a congruence subgroup of $S L_{2}\left(\mathcal{O}_{K}\right)_{i}$ (see [10]). The basic properties of the lifted form $F^{\text {reg }}(g(\mu, \nu) ; f)$ are as follows.

Theorem 3.3. The lifted form $F^{\text {reg }}(g(\mu, \nu) ; f)$ satisfies the following properties.
(1) For $\kappa$ in $S U(2, \mathbb{C})$ and $\gamma$ in $G(\Lambda), F^{\text {reg }}(\gamma g \kappa, V)={ }^{t} \rho_{2 k-2}(\kappa) F^{r e g}\left(g, V^{\gamma}\right)$.
(2)

$$
F^{r e g}(g, V, \Lambda)=(-1)^{k-1} \rho_{2 k-2}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) F^{r e g}(\bar{g}, \bar{V}, \bar{\Lambda})
$$

(3) $F^{r e g}\left({ }^{t} g^{-1}, V, \Lambda\right)=(-1)^{k-1} F^{r e g}(\bar{g}, \operatorname{adj}(V), \operatorname{adj}(\Lambda))$.
(4) $F^{r e g}\left(\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right) g\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right), V\right)=(-1)^{k-1 t} \rho_{2 k-2}\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right) F^{r e g}\left(g, V^{\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)}\right)$.
(5) For $z \in \mathfrak{H}^{1}, \iota_{2 k-2}\left(F^{\text {reg }}\right)^{1}(z, V, \Lambda)=\left(F^{\text {reg }}\right)^{1}\left(z, \bar{V}\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right), \bar{\Lambda}\right)$.

This is a generalization of Theorem 3.3 in [10]. The proof is almost identical to the proof of Theorem 3.3 of [10], hence will not be repeated here. We note that in particular Proposition 2.3 and Theorem 3.3 (1) ensures that the function $\left(F^{r e g}(g(\mu, \nu) ; f)\right)^{1}$ on $\mathfrak{H}^{1}$ corresponding to $F^{\text {reg }}(g(\mu, \nu) ; f)$ is modular of weight $2 k-2$.

### 3.3. Casimir operators

In this subsection we describe the behavior of $F^{r e g}(g(\mu, \nu) ; f)$ under the Casimir operators and prove that $F_{\alpha}^{r e g}(g(\mu, \nu) ; f)$ is compatible with the Maass differential operators and the Laplacian. This was already illustrated in the paper of Friedberg [10, 12] when $f$ is a Maass cusp form. From now on we generalize it to weak Maass forms. We only consider the behavior under the Casimir operators, but the same result holds for Maass operators. Recall that $\Delta_{k}=L_{k+2} R_{k}-k=R_{k-2} L_{k}$, where $R_{k}$ and $L_{k}$ are Maass operators given by $R_{k}=2 i \frac{\partial}{\partial z}+\frac{k}{y}$ and $L_{k}=2 i y^{2} \frac{\partial}{\partial \bar{z}}$. Let $\mathcal{F}_{u}=\left\{z=x+i y \in \mathfrak{H}| | z\left|\geq 1,|x| \leq \frac{1}{2}, y \leq u\right\}\right.$ denote the truncated fundamental domain for $\Gamma(1)$. We recall the following

Lemma 3.4. ([5, Lemma 4.2]). Let $f$ and $g$ be smooth functions such that $\left.f\right|_{k+2} \gamma=f$ and $\left.g\right|_{k} \gamma=g$. Then for all $\gamma \in \Gamma(N)$

$$
\begin{aligned}
& \int_{-\frac{1}{2}}^{\frac{1}{2}}\left[\sum_{\gamma} y^{k} \overline{\left(\left.f\right|_{k+2} \gamma\right)(z)}\left(\left.g\right|_{k} \gamma\right)(z)\right]_{y=u} d x \\
= & \left.\int_{\mathcal{F}_{u}} y^{k-2} \sum_{\gamma} \overline{L_{k+2}\left(\left.f\right|_{k+2} \gamma\right)(z)} g\right|_{k} \gamma(z) d x d y \\
& -\int_{\mathcal{F}_{u}} y^{k} \sum_{\gamma} \overline{\left(\left.f\right|_{k+2} \gamma\right)(z)} R_{k}\left(\left.g\right|_{k} \gamma\right)(z) d x d y .
\end{aligned}
$$

Recall that $\left(\left.\theta_{k, \alpha}\right|_{k} \gamma\right)(z, V, g, \Lambda)=\theta_{k, \alpha}(z, V, g, \Lambda)$ for all $\gamma \in \Gamma(N)$ and $N_{1} \mid N$. Hence we can apply Lemma 3.4 to a pair of $\theta_{k, \alpha}(z, V, g, \Lambda)$ and $f(z)$. Then the key fact is the following theorem in [10] describing the behavior of the theta kernel $\theta_{k, \alpha}(z, V, g, \Lambda)$ under Casimir operators corresponding to $S L_{2}(\mathbb{R})$ and $S L_{2}(\mathbb{C})$.

Theorem 3.5. $\left(\left[10\right.\right.$, Theorem 3.4]). $\Psi \theta_{k, \alpha}(z, g)=\tilde{\Psi} \theta_{k, \alpha}(z, g)=\left(-\Delta_{k}+\frac{k^{2}-2 k}{4}\right)$ $\theta_{k, \alpha}(z, g)$.

For simplicity, we write $F_{\alpha}^{r e g}(g):=F_{\alpha}^{r e g}(g, V, \Lambda ; f)$. We also use the notation $\left\langle\theta_{k, \alpha}, f\right\rangle^{r e g}$ for $F_{\alpha}^{r e g}(g, V, \Lambda ; f)$. By Theorem 3.5

$$
\begin{aligned}
\left(\Psi F_{\alpha}^{r e g}\right)(g) & =\left(\tilde{\Psi} F_{\alpha}^{r e g}\right)(g)=\left\langle\Psi \theta_{k, \alpha}(z, g), f(z)\right\rangle^{r e g} \\
& =\left\langle\left(-\Delta_{k}+\frac{k^{2}-2 k}{4}\right) \theta_{k, \alpha}(z, g), f(z)\right\rangle^{r e g}
\end{aligned}
$$

Applying Lemma 3.4 twice and following the argument of [5] we get

$$
\begin{aligned}
& \left\langle\left(-\Delta_{k}+\frac{k^{2}-2 k}{4}\right) \theta_{k, \alpha}(z, g), f(z)\right\rangle^{r e g} \\
= & -\lim _{u \rightarrow \infty} \int_{\mathcal{F}_{u}} \sum_{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z})}\left(\left.\theta\right|_{k} \gamma\right)(z) \overline{\left(\Delta_{k}-\frac{k^{2}-2 k}{4}\right)\left(\left.f\right|_{k} \gamma\right)(z) y^{k-2} d x d y} \\
= & -\left\langle\theta_{k, \alpha}(z, g),\left(\Delta_{k}-\frac{k^{2}-2 k}{4}\right) f(z)\right\rangle^{r e g} \\
= & -\left\langle\theta_{k, \alpha}(z, g),\left(-\lambda-\frac{k^{2}-2 k}{4}\right) f(z)\right\rangle^{r e g} \\
= & \left(\frac{k^{2}-2 k}{4}+\lambda\right) F_{\alpha}^{r e g}(g)
\end{aligned}
$$

and in conclusion

$$
\left(\Psi F_{\alpha}^{r e g}\right)(g)=\left(\tilde{\Psi} F_{\alpha}^{r e g}\right)(g)=\left(\frac{k^{2}-2 k}{4}+\lambda\right) F_{\alpha}^{r e g}(g)
$$

4. Singularity Type and the Fourier Expansion of $F_{\alpha}^{r e g}$

In this section we compute the singularity type of $F_{\alpha}^{r e g}(g(\mu, \nu) ; f)$ and its Fourier expansion.

### 4.1. Singularity type

First we consider the singularity type. Let $U \subset \mathfrak{H}^{1}$ be an open subset and $f, g$ functions on a dense open subset of $U$. Then we write $f \approx g$ if $f-g$ can be continued to a real analytic function on $U$. In this case we say that $f$ has a singularity of type $g$. For a subset $U$ of $\mathfrak{H}^{1}$ with compact closure, we define

$$
\mathcal{S}(m, U):=\left\{\lambda \in \Lambda^{*} \left\lvert\, \frac{N Q[\lambda]}{2}=m\right., \exists \mu+\nu \mathbf{k} \in U,\left(Q+R^{g(\mu, \nu)}\right)[\lambda]=0\right\}
$$

Note that $\mathcal{S}(m, U)$ is a finite set.

Theorem 4.1. Let $U \subset \mathfrak{H}^{1}$ be an open subset with compact closure. On $U$ the function $F_{\alpha}^{r e g}(g(\mu, \nu) ; f)$ has a singularity of type

$$
\begin{aligned}
& (-1)^{\frac{k}{2}} \sum_{n=0}^{k-1}\left\{1+\frac{\left\{\left(\bar{s}-\frac{1}{2}\right)^{2}-\left(\frac{k}{2}-\frac{1}{2}\right)^{2}\right\} \cdots\left\{\left(\bar{s}-\frac{1}{2}\right)^{2}-\left(\frac{k}{2}-n+\frac{1}{2}\right)^{2}\right\}}{n!}\right\} \\
& \quad \times \sum_{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z})} i^{-\operatorname{sgn} c} \sum_{m<0} \frac{\overline{\tilde{a}_{\gamma^{-1}\left(\frac{m}{2}, s\right)}^{(2 \pi m)^{n}}} \sum_{X \in \mathcal{S}(m, U)} c(-V, X)_{\gamma} \eta_{k, \alpha}\left(X^{g(\mu, \nu)}\right)}{} \quad \times \Gamma\left(k-n-\frac{3}{2}\right) \sqrt{\pi\left(m+R^{g(\mu, \nu)}[X]\right)}
\end{aligned}
$$

Here $\overline{\tilde{a}_{\gamma^{-1}}\left(\frac{m}{2}, s\right)}$ are the Fourier coefficients of $\left.f\right|_{k} \gamma, c(-V, X)_{\gamma}$ are the factors appearing in the Fourier expansion of $\left.\theta_{k, \alpha}\right|_{k} \gamma$ and $\eta_{k, \alpha}\left(X^{g(\mu, \nu)}\right)$ is the spherical harmonic polynomials given in the definition of $\theta_{k, \alpha}$ (for the details, see section 2).

Again put the Fourier expansion of $\left(\left.f\right|_{k} \gamma\right)(z)$ inside as above. Then the part concerning $W_{ \pm \frac{k}{2}, s-\frac{1}{2}}(2 \pi|Q[\lambda]| y)$ and the constant term do not contribute to the singularity. In the remaining part concerning $W_{\frac{k}{2}, s-\frac{1}{2}}(-2 \pi|Q[\lambda]| y)$, the integrals become singular if $\left(Q+R^{g}\right)[\lambda]=0$, hence we have the singularity type

$$
\begin{aligned}
& \sum_{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z})} i^{-\operatorname{sgn} c} \sum_{m<0} \overline{\tilde{a}_{\gamma^{-1}}\left(\frac{m}{2}, s\right)} \sum_{X \in \mathcal{S}(m, U)}|2 \pi m|^{-\frac{k}{2}} c(-V, X)_{\gamma} \eta_{k, \alpha}\left(X^{g}\right) \\
& \quad \times \int_{1}^{\infty} W_{\frac{k}{2}, \bar{s}-\frac{1}{2}}(2 \pi m y) e^{-\pi y R^{g}[X]} y^{\frac{k}{2}-\frac{3}{2}} d y .
\end{aligned}
$$

Note that the integral is evaluated near the singular point but not at it. It is known that $W_{p, q}(z)$ has the following asymptotic expansion (see [22, p.345])

$$
\begin{aligned}
& W_{p, q}(z) \\
= & e^{-\frac{z}{2}} z^{p}\left\{1+\sum_{L=1}^{n} \frac{\left\{q^{2}-\left(p-\frac{1}{2}\right)^{2}\right\}\left\{q^{2}-\left(p-\frac{3}{2}\right)^{2}\right\} \cdots\left\{q^{2}-\left(p-L+\frac{1}{2}\right)^{2}\right\}}{L!z^{L}}+O\left(\frac{1}{z^{n+1}}\right)\right\}
\end{aligned}
$$

as $|z| \rightarrow \infty,|\arg z|<\frac{3}{2} \pi$. We apply this to $W_{\frac{k}{2}, \bar{s}-\frac{1}{2}}(2 \pi m y)$ with $L=k-1$. This makes the integral associated to the error terms converge, i.e.

$$
\begin{aligned}
& \int_{1}^{\infty} e^{-\pi m y}|2 \pi m y|^{\frac{k}{2}} \cdot C|2 \pi m y|^{-L-1} e^{-\pi y R^{g}[X]} y^{\frac{k}{2}-\frac{3}{2}} d y \\
= & C|2 \pi m|^{\frac{k}{2}-L-1}{\sqrt{\pi\left(m+R^{g}[X]\right)}}^{2 L-2 k+3} \int_{\pi\left(m+R^{g}[X]\right)}^{\infty} e^{-y} y^{k-L-\frac{5}{2}} d y .
\end{aligned}
$$

The latter integral is uniformly bounded since $k-L-\frac{5}{2} \notin \mathbb{Z}$ and $2 L-2 k+3>0$, so it converges to zero as $m+R^{g}[X] \rightarrow 0$. Hence we may use this asymptotic formula and get

$$
\begin{aligned}
& \int_{1}^{\infty} W_{\frac{k}{2}, \bar{s}-\frac{1}{2}}(2 \pi m y) e^{-\pi y R^{g}[X]} y^{\frac{k}{2}-\frac{3}{2}} d y \\
\sim & \sum_{n=0}^{k-1}\left\{1+\frac{\left\{\left(\bar{s}-\frac{1}{2}\right)^{2}-\left(\frac{k}{2}-\frac{1}{2}\right)^{2}\right\} \cdots\left\{\left(\bar{s}-\frac{1}{2}\right)^{2}-\left(\frac{k}{2}-n+\frac{1}{2}\right)^{2}\right\}}{n!(2 \pi m)^{n}}\right\}(2 \pi m)^{\frac{k}{2}} \\
& \times \sqrt{\pi\left(m+R^{g}[X]\right)} 2 n-2 k+3 \\
& \Gamma\left(k-n-\frac{3}{2}\right)
\end{aligned}
$$

which completes the proof.

### 4.2. Fourier expansion

In this subsection we compute the Fourier expansion of $F_{\alpha}^{r e g}(g(\mu, \nu) ; f)$. Let $\Lambda$ be one of the $\Lambda_{i}$ 's above and $J$ the corresponding $J_{i}$. Write $V \in \Lambda^{*}$ as $V=\left(\begin{array}{cc}v_{1} & v_{2} \\ v_{2} & v_{4}\end{array}\right)$, and for $X=\binom{\frac{m}{r}}{p} \in \mathcal{V}$ put $X-V=\left(\begin{array}{cc}m_{1} & r_{2} \\ \bar{r}_{2} & p_{4}\end{array}\right)$. Take a set of coset representatives $\mathcal{R}$ for $\left(\begin{array}{cc}1 & \mathbb{Z} \\ 0 & 1\end{array}\right) \backslash S L_{2}(\mathbb{Z}) / \Gamma(N)$ such that every $\rho=\left(\begin{array}{cc}\rho_{1} & \rho_{2} \\ \rho_{3} & \rho_{4}\end{array}\right) \in \mathcal{R}$ has $\rho_{3} \neq 0$. Let $C_{\alpha}=\frac{(k-1)!N i^{k-\alpha}}{\left(\mathbf{N}(I)^{2} D\right)^{1 / 2} \pi^{k} 2^{2 k-2}}$. For a given $f \in W M F_{k,-\lambda}^{+}(\Gamma(N))$ we have $\tilde{m} \in \mathbb{Z}$ such that $\left.f\right|_{k} \gamma^{-1}=O\left(e^{2 \pi \tilde{m} y}\right)$ for all $\gamma \in\left(\begin{array}{cc}1 & \mathbb{Z} \\ 0 & 1\end{array}\right) \backslash S L_{2}(\mathbb{Z}) / \Gamma(N)$. Let $\hat{m}$ be $\left(2 \tilde{m} P^{2}\right)^{1 / 2}$ if $\tilde{m} \geq 0$ and 0 otherwise. Since $F_{\alpha}^{r e g}(g, V, \Lambda ; f)=(-1)^{\alpha} F_{-\alpha}^{r e g}(\bar{g}, \bar{V}, \bar{\Lambda} ; f)$ for $\alpha \leq 0$, it is enough to compute the Fourier expansion in the case $\alpha \geq 0$. To state the result, we define

$$
\begin{aligned}
p^{\prime}(\nu, s, \rho)= & \nu^{2-2 \bar{s}} \pi^{-\frac{k}{2}+1-\bar{s}} q(k, s) \sum_{\substack{t=1 \\
t \rho_{3} \equiv-P v_{1}(\bmod M P)}}\left(P^{-1} t\right)^{1-2 \bar{s}} e\left(-2 P^{-1} t \rho_{4} v_{4}\right) \\
& \text { where } q(k, s)=\sum_{\substack{2 \beta+\gamma=k-1 \\
\beta, \gamma \geq 0}} \frac{(2 i)^{\gamma}}{\beta!\gamma!} \Gamma\left(\bar{s}+\frac{k-1+\gamma}{2}\right) \\
\tau(\rho)= & \sum_{v^{\prime} \in \bar{J}^{-1} \mathcal{D}_{K}^{-1} /\left(-\rho_{3}\right) J^{v^{\prime \prime} \in J /\left(-\rho_{3}\right) J}} e\left(-2 \rho_{3}^{-1}\left(\rho_{4} \mathbf{N}\left(v^{\prime \prime}\right)\right.\right. \\
& \left.\left.+\rho_{1} \mathbf{N}\left(v^{\prime}\right)\right)+\operatorname{Tr}_{\mathbb{R}}^{\mathbb{R}}\left\{-2 \bar{v}^{\prime} v^{\prime \prime} \rho_{3}^{-1}\right\}\right) \\
p(\nu, w)= & \frac{(k-1)!P^{2 w-1} N i}{2^{k-1}\left(\mathbf{N}(I)^{2} D\right)^{1 / 2}} \sum_{\rho \in \mathcal{R}} \rho_{3}^{-1} \tau(\rho) e\left(2 \rho_{4} \rho_{2} \mathbf{N}\left(v_{2}\right)\right) \\
& \times\left(\overline{\tilde{a}_{\rho}(0, s)} p^{\prime}(\nu, s+w, \rho)+\overline{a_{\rho}(0, s)} p^{\prime}(\nu, 1-s+w, \rho)\right)
\end{aligned}
$$

We also let

$$
\tau\left(\rho, r, v_{2}\right)=\rho_{3}^{-1} e\left(-2 \rho_{3}^{-1}\left(\rho_{1} \mathbf{N}(r)+\operatorname{Tr}_{\mathbb{R}}^{\mathbb{C}}\left(v_{2} \bar{r}\right)+\rho_{4} \mathbf{N}\left(v_{2}\right)\right)\right)
$$

$$
\begin{equation*}
\times \sum_{j \in J / \rho_{3} J} e\left(-2 \rho_{3}^{-1}\left(\operatorname{Tr}_{\mathbb{R}}^{\mathbb{C}}\left(\bar{j}\left(r+\rho_{4} v_{2}\right)\right)+\rho_{4} \mathbf{N}(j)\right)\right) \tag{5}
\end{equation*}
$$

$$
\begin{align*}
& q_{\alpha, \beta, \gamma}(y, \lambda) \\
:= & \sum_{m=0}^{\beta} \sum_{e=0}^{\beta+\gamma-m}(-1)^{\gamma+e}\binom{\beta+\gamma-m}{e}[(\beta-m)!(\alpha+m)!m!\gamma!]^{-1} 2^{\gamma}  \tag{6}\\
& \times\left(\frac{k}{2}-s\right)_{\beta+\gamma-m-e} y^{2 m+e+\alpha+1} K_{2 s-1-e}(2 y),
\end{align*}
$$

where $(a)_{n}=a(a-1) \cdots(a-n+1)$ with $(a)_{0}=1$. Let $q_{\alpha}(y, \lambda)=\sum_{\beta, \gamma} q_{\alpha, \beta, \gamma}(y, \lambda)$, where the sum is over nonnegative integers $\beta$ and $\gamma$ such that $2 \beta+\gamma=k-\alpha-1$ and $\alpha+\beta \geq 0$.

Theorem 4.2. Let $\alpha \geq 0$. Let $f \in W M F_{k,-\lambda}^{+}(\Gamma(N))$ with a Fourier expansion of the form (1). Let $V=\left(\frac{v_{1}}{v_{2}} v_{2} v_{4}\right) \in \Lambda^{*}$. Then for $\nu>\hat{m}$ the lifted form $F_{\alpha}^{r e g}(g(\mu, \nu) ; f)$ has the Fourier expansion given by the constant term of the Laurent expansion at $w=0$ of the analytic continuation of

$$
\begin{aligned}
& C_{\alpha} \sum_{\rho \in \mathcal{R}} \sum_{\substack{t=1 \\
t \rho_{3} \equiv-P v_{1}(\bmod M P)}}^{\infty} t^{-1} \sum_{r \in \bar{J}^{-1} \mathcal{D}_{K}^{-1}-0}|r|^{-k}(r /|r|)^{\alpha} \overline{a_{\rho}(N \mathbf{N}(r), s)} \\
& \times \tau\left(\rho, r, v_{2}\right) q_{\alpha}\left(2 \pi P^{-1} t \nu|r|, \lambda\right) e\left(2 P^{-1} t \operatorname{tr}(\bar{r} \mu)-\rho_{4} v_{4}\right)+\delta_{\alpha, 0} p(\nu, w) \\
& +(k-1)!\left[\left(\frac{k-1+\alpha}{2}\right)!(4 \pi)^{(k-1-\alpha) / 2}\right]^{-1} \\
& \quad \delta_{v_{1}(\bmod M), 0} \nu\left\langle\phi_{\alpha,(k-1-\alpha) / 2}\left(z, 0, v_{2}\right), f\right\rangle^{r e g},
\end{aligned}
$$

where $\tau\left(\rho, r, v_{2}\right)$ and $q_{\alpha}\left(2 \pi P^{-1} t \nu|r|, \lambda\right)$ are the functions defined in (5) and (6).
In [10, Theorem 4.1] the Fourier expansion of $F_{\alpha}^{r e g}(g(\mu, \nu) ; f)$ has been derived in the case when $f$ is a Maass cusp form. Compared to this, our result coincide with [10, Theorem 4.1] in the first two parts and contains extra summands whose main terms are $\nu^{2-2 \bar{s}}$ and $\nu^{2 \bar{s}}$. Proof. We proceed as in the proof of Theorem 4.1 in [10] together with the convergence analysis. Let us first consider the $\alpha \geq 0$ case. Note that $\left\langle\theta_{k, \alpha}, f\right\rangle^{r e g}=\left\langle\left.\theta_{k, \alpha}\right|_{k} \rho^{-1},\left.f\right|_{k} \rho^{-1}\right\rangle^{r e g}$. This is because $\left.\sum_{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z})} \theta_{k, \alpha}\right|_{k} \gamma \overline{\left.f\right|_{k} \gamma} y^{k}$ is $S L_{2}(\mathbb{Z})$-invariant. Using the Rankin-Selberg method we unfold the integral. First $\phi_{\alpha, \beta}(z, 0, v) \in G\{\Gamma(N), \alpha+2 \beta+1,-\beta(\alpha+\beta)\}$ for $v \in \bar{J}^{-1} \mathcal{D}_{K}^{-1}$, when we consider also the behavior under Maass operators, where $D \mathbf{N}(I) \mid N$. We compute the lifting
using Proposition 4.6 of [10] to obtain that $\left\langle\theta_{k, \alpha}, f\right\rangle^{\text {reg }}$ is equal to

$$
\begin{aligned}
& \int_{\Gamma(N) \backslash \mathfrak{H}}^{r e g}\left[\sum_{\beta, \gamma} \frac{(k-1)!i^{\gamma} \nu^{\gamma+1}}{(\alpha+\beta)!\gamma!2^{\beta}(2 \pi)^{\beta} P} \times\left\{\delta_{v_{1}(\bmod M), 0} \delta_{\gamma, 0} \phi_{\alpha, \beta}\left(z, 0, v_{2}\right)\right.\right. \\
& \quad+\sum_{\rho \in \mathcal{R}} \sum_{\substack{t=1 \\
t \rho_{3} \equiv-P v_{1}(\bmod M P)}}\left(P^{-1} t\right)^{\gamma} \sum_{\sigma \in \Gamma_{\infty} \backslash \Gamma(N)} \\
& \quad\left[\left(\left.\phi_{\alpha, \beta}\left(z, P^{-1} t \mu \rho_{4}, v_{2}-P^{-1} t \mu \rho_{3}\right)\right|_{\alpha+2 \beta+1} \rho^{-1}\right.\right. \\
& \left.\left.\left.\left.\quad \times y^{-\gamma} e\left(i P^{-2} t^{2} \nu^{2} y^{-1}-P^{-1} t\left(\operatorname{Tr}_{\mathbb{R}}^{\mathbb{C}}\left(v_{2} \bar{\mu} \rho_{4}\right)+2 \rho_{4} v_{4}\right)\right)\right)\left.\right|_{k} \sigma\right](z)\right\}\right] \overline{\left.f\right|_{k} \rho^{-1}} y^{k} \frac{d x d y}{y^{2}} .
\end{aligned}
$$

The constant term $\delta_{v_{1}(\bmod M), 0} \delta_{\gamma, 0} \phi_{\alpha, \beta}\left(z, 0, v_{2}\right)$ in the expansion of $\theta_{k, \alpha}$ is a modular form for $\Gamma(N)$ of weight $k=\alpha+2 \beta+1$ if this is nontrivial, i.e., $\gamma=0$, so as above we have

$$
\begin{aligned}
& \left\langle\delta_{v_{1}(\bmod M), 0} \phi_{\alpha,(k-1-\alpha) / 2}\left(z, 0, v_{2}\right), f\right\rangle^{r e g} \\
= & \left\langle\left.\delta_{v_{1}(\bmod M), 0} \phi_{\alpha,(k-1-\alpha) / 2}\left(z, 0, v_{2}\right)\right|_{k} \rho^{-1},\left.f\right|_{k} \rho^{-1}\right\rangle^{r e g}
\end{aligned}
$$

which gives the constant term in the expansion of $F_{\alpha}^{r e g}(g(\mu, \nu) ; f)$.
We begin with analyzing this constant term. It converges because $\phi_{\alpha, \beta}$ contains only Fourier coefficients with positive indices, so that only decreasing Whittaker functions and exponentials survive after integration with respect to $x$ (up to the constant Fourier coefficients, which are dealt with using the extra $y^{-w}$ ). For evaluating it we take $v$ with $v_{1} \equiv 0(\bmod M)$, and obtain that

$$
\begin{aligned}
& \left\langle\phi_{\alpha, \frac{k-1-\alpha}{2}}\left(z, 0, v_{2}\right), f\right\rangle^{r e g} \\
= & \int_{S L_{2}(\mathbb{Z}) \backslash \mathfrak{H}}^{r e g} \sum_{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z})}\left(\left.\phi_{\alpha, \frac{k-1-\alpha}{2}}\right|_{k} \gamma\right)\left(z, 0, v_{2}\right) \overline{\left.f\right|_{k} \gamma(z)} y^{k} \frac{d x d y}{y^{2}} .
\end{aligned}
$$

It suffices to consider the integration over the subregion satisfying the condition $y>1$ for convergence check. So we consider the integral taken over that region. Next we separate the integral into two parts

$$
\begin{aligned}
&\left\langle\phi_{\alpha, \frac{k-1-\alpha}{2}}\left(z, 0, v_{2}\right), f\right\rangle^{r e g} \\
&= \int_{1}^{\infty} \int_{0}^{1} \sum_{\substack{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z}) \\
c=0}}\left(\phi_{\left.\alpha, \left.\frac{k-1-\alpha}{2} \right\rvert\, k \gamma\right)\left(z, 0, v_{2}\right) \overline{\left.f\right|_{k} \gamma(z)} y^{k-w} \frac{d x d y}{y^{2}}}\right. \\
&+\int_{1}^{\infty} \int_{0}^{1} \sum_{\substack{\gamma \in \Gamma(N) \backslash S L_{2}(\mathbb{Z}) \\
c \neq 0}}\left\{(-1)^{\alpha+1} c^{k-2} \sum_{v^{\prime} \in \bar{J}^{-1} \mathcal{D}_{K}^{-1} / c J} \tau^{\prime}\left(\gamma, 0, v_{2}, v^{\prime}\right)\right. \\
&\left.\times \phi_{\alpha, \frac{k-1-\alpha}{2}}\left(c^{2} z, c b v_{2},-c^{-1}\left(a v_{2}-v^{\prime}\right)\right)\right\} \overline{\left.f\right|_{k} \gamma(z)} y^{k-w} \frac{d x d y}{y^{2}},
\end{aligned}
$$

where we have used the expression of $\left.\phi_{\alpha, \beta}\right|_{k} \gamma$ in [10, Proposition 4.7] in the second part. Here

$$
\begin{aligned}
& \tau^{\prime}\left(\gamma, u, v, v^{\prime}\right) \\
= & \left(\mathbf{N}(I)^{2} D\right)^{-1 / 2} \sum_{v^{\prime \prime} \in J / c J} e\left(2 c^{-1}\left(c \mathbf{N}\left(v^{\prime \prime}\right)+d \mathbf{N}\left(v^{\prime}\right)\right)-\operatorname{Tr}_{\mathbb{R}}^{\mathbb{C}}\left(\overline{v^{\prime}}\left(b v-d u-2 v^{\prime \prime} c^{-1}\right)\right)\right) .
\end{aligned}
$$

Note that in the first part, each $\left(\left.\phi_{\alpha, \frac{k-1-\alpha}{2}}\right|_{k} \gamma\right)\left(z, 0, v_{2}\right)$ are just translations by $m \in \mathbb{Z} / N \mathbb{Z}$. So the first part is equal to

$$
\int_{1}^{\infty} \int_{0}^{N} \phi_{\alpha, \frac{k-1-\alpha}{2}}\left(z, 0, v_{2}\right) \overline{f(z)} y^{k-w} \frac{d x d y}{y^{2}} .
$$

Then the term concerning $W_{\frac{k}{2}, s-\frac{1}{2}}\left(4 \pi \mathbf{N}\left(r-v_{2}\right) y\right)$ is of exponential decay and we can make the exponent of $y$ less than -1 for $\operatorname{Re}(w)$ sufficiently large, hence we conclude that the regularized integral converges.

Next we consider the second part. First input the Fourier expansion of $\phi_{\alpha, \frac{k-1-\alpha}{2}}$ and the Fourier expansion of $\left.f\right|_{k} \gamma(z)$ in the second part, and integrate it with respect to $x$. Then it suffices to show that the summation of each integration for each $r$ yields an absolutely convergent series using Lebesgue's dominated convergence theorem. Here the important summation is the sum over $r \in J$, because this is an infinite sum. But the growth conditions $a_{\gamma^{-1}}(n, s)=O\left(e^{C \sqrt{n}}\right)$ for some $C>0$ and $W_{\nu, \mu}(y) \sim$ $e^{-y / 2} y^{\nu}$ as $|y| \rightarrow \infty$ guarantee the convergence corresponding to $W_{\frac{k}{2}, s-\frac{1}{2}}$. It yields the convergence of the constant term of lifting.

Next we evaluate the 'non-constant terms'. Note that $\left(\left.\left(\left.f\right|_{k} \rho^{-1}\right)\right|_{k} \gamma\right)(z)=\left(\left.f\right|_{k} \rho^{-1}\right)(z)$ for all $\gamma \in \Gamma(N)$, because $\Gamma(N) \triangleleft S L_{2}(\mathbb{Z})$. Then we can replace the integral over a fundamental domain of $S L_{2}(\mathbb{Z})$ by an integral over a fundamental domain of $N \mathbb{Z}$, since the argument appearing in [2, Theorem 7.1] holds equally well here. We obtain

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{N}\left[\sum_{\beta, \gamma} \frac{(k-1)!!\eta^{\gamma} \nu^{\gamma+1}}{(\alpha+\beta)!\gamma \cdot 2^{\beta}(2 \pi)^{\beta} P}\right. \\
& \sum_{\rho \in \mathcal{R}} \sum_{\substack{t=1 \\
t \rho_{3}=-P v_{1}(\bmod M P)}}\left(P^{-1} t\right)^{\gamma}\left(\phi _ { \alpha , \beta } \left(z, P^{-1} t \mu \rho_{4}, v_{2}-P^{-1} t\right.\right. \\
&\left.\quad \times \mu \rho_{3}\right)\left.\right|_{\alpha+2 \beta+1} \rho^{-1} \cdot y^{-\gamma} e\left(i P^{-2} t^{2} \nu^{2} y^{-1}\right. \\
&\left.\left.\left.-P^{-1} t\left(\operatorname{Tr}_{\mathbb{R}}^{\mathbb{R}}\left(v_{2} \bar{\mu} \rho_{4}\right)+2 \rho_{4} v_{4}\right)\right)\right)\right] \overline{\left.f\right|_{k} \rho^{-1}} y^{k-w} \frac{d x d y}{y^{2}}
\end{aligned}
$$

Then we use Proposition 4.7 of [10] to expand $\phi_{\alpha, \beta}\left(z, P^{-1} t \mu \rho_{4}, v_{2}-P^{-1} t \mu \rho_{3}\right)$ $\left.\right|_{\alpha+2 \beta+1} \rho^{-1}$. We ignore convergence issues for the moment, and we shall address them
later. When we compute the above integral term by term, then the essential part we have to consider is

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{0}^{N}\left(\rho_{3}^{2} y\right)^{-\beta} L_{\beta}^{(\alpha)}\left(4 \pi y \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right)\right) \\
& \quad e\left(2 \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right) z\right) y^{-\gamma} e\left(i P^{-2} t^{2} \nu^{2} y^{-1}\right) \times \overline{\left.f\right|_{k} \rho^{-1}} y^{k-w} \frac{d x d y}{y^{2}}
\end{aligned}
$$

Next we evaluate the integral with respect to $x$ using the Fourier expansion of $\left.f\right|_{k} \rho^{-1}$. In the case $\rho_{3} r-\rho_{4} v_{2}+v^{\prime} \neq 0$ this is equal to

$$
\begin{aligned}
& N \rho_{3}^{-2 \beta} \overline{a_{\rho}\left(N \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right), s\right)}\left(4 \pi \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right)\right)^{-k / 2} \\
& \quad \times \int_{0}^{\infty} y^{-\beta} L_{\beta}^{(\alpha)}\left(4 \pi \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right) y\right) e^{-2 \pi \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right) y} \\
& \quad \times y^{-\gamma} e^{-\pi P^{-2} t^{2} \nu^{2} y^{-1}} y^{-k / 2} W_{\frac{k}{2}, s-\frac{1}{2}}\left(4 \pi \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right) y\right) y^{k-2-w} d y
\end{aligned}
$$

Using Lemma 4.8 of [10] we can evaluate the integral. Since there are exponentially decaying terms inside the integral, this converges regardless of $w$, so we can evaluate at $w=0$ to get

$$
\begin{aligned}
& 2 N \rho_{3}^{-2 \beta} \overline{a_{\rho}\left(N \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right), s\right)}\left(4 \pi \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right)\right)^{-k / 2} \\
& \quad \times \sum_{m=0}^{\beta} \sum_{e=0}^{\beta+\gamma-m}(-1)^{\beta+\gamma+e}\binom{\beta+\alpha}{\beta-m}\binom{\beta+\gamma-m}{e}(k / 2-s)_{\gamma+\beta-m-e}(m!)^{-1} \\
& \quad \times\left(4 \pi \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right)\right)^{m+(e+1) / 2}\left(\pi P^{-2} t^{2} \nu^{2}\right)^{m+(\alpha-\gamma+e) / 2} \\
& \quad \times K_{2 \bar{s}-1-e}\left(4 \pi P^{-1} t \nu\left(\mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right)\right)\right.
\end{aligned}
$$

where $K$ is the $K$-Bessel function. In the case $\rho_{3} r-\rho_{4} v_{2}+v^{\prime}=0$ the integral is convergent for sufficiently large $R e(w)$ and the result is

$$
\begin{aligned}
& N \rho_{3}^{-2 \beta}\binom{\alpha+\beta}{\beta}\left\{\overline{\tilde{a}_{\rho}(0, s)}\left(\pi P^{-2} t^{2} \nu^{2}\right)^{-\beta-\gamma+\frac{k}{2}-\bar{s}-w} \Gamma\left(w+\bar{s}-\frac{k}{2}+\gamma+\beta\right)\right. \\
& \left.\quad+\overline{a_{\rho}(0, s)}\left(\pi P^{-2} t^{2} \nu^{2}\right)^{-\beta-\gamma+\frac{k}{2}+\bar{s}-1-w} \Gamma\left(w+1-\bar{s}-\frac{k}{2}+\beta+\gamma\right)\right\}
\end{aligned}
$$

To justify this splitting of the integral, we need to justify the convergence for the change of order of integration and two infinite summations, i.e., sums over $t$ and $r$. If $\rho_{3} r-\rho_{4} v_{2}+v^{\prime}=0$, the sum over $t$ converges for sufficiently large $\operatorname{Re}(w)$. When
$\rho_{3} r-\rho_{4} v_{2}+v^{\prime} \neq 0$, we have to study the convergence of

$$
\begin{aligned}
& \quad \sum_{\substack{t=1 \\
t \rho_{3}=-v_{(01}(\bmod M P)}} \sum_{r \in J}\left(P^{-1} t\right)^{\gamma} \tau^{\prime}\left(\rho^{-1}, P^{-1} t \mu \rho_{4}, v_{2}-P^{-1} t \mu \rho_{3}, v^{\prime}\right) e\left(-P^{-1} t\left(\operatorname{Tr}_{\mathbb{R}}^{\mathbb{C}}\left(v_{2} \bar{\mu} \rho_{4}\right)\right)\right) \\
& \times \int_{0}^{\infty} N y^{-\gamma} e\left(i P^{-2} t^{2} \nu^{2} y^{-1}\right) y^{-\beta} L_{\beta}^{(\alpha)}\left(4 \pi \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right) y\right)\left(\rho_{3}^{-1}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right)\right)^{\alpha} \\
& \times e\left(2 \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right) z+\operatorname{Tr}_{\mathbb{R}}^{\mathbb{C}}\left\{\left(2 r \rho_{3}-\rho_{4} v_{2}+v^{\prime}\right) \overline{\left(\rho_{2} v_{2}+P^{-1} t \mu\right)}\right\}\right) \\
& \times \overline{a_{\rho}\left(N \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right), s\right)}\left|4 \pi \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right) y\right|^{-\frac{k}{2}} \\
& \times W_{\frac{k}{2}, s-\frac{1}{2}}\left(4 \pi \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right) y\right) y^{k-2-w} d y .
\end{aligned}
$$

Then we see that summing first with taking absolute values and integrating gives a finite value, when we consider exponentially decaying terms $W_{\frac{k}{2}, s-\frac{1}{2}}\left(4 \pi \mathbf{N}\left(\rho_{3} r-\right.\right.$ $\frac{\left.\left.\rho_{4} v_{2}+v^{\prime}\right) y\right) \text { and } e\left(i P^{-2} t^{2} \nu^{2} y^{-1}\right) \text {, in spite of the subexponentially growing term }}{a_{\rho}\left(N \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right), s\right)}$ Therefore by Lebesgue's dominated convergence the$a_{\rho}\left(N \mathbf{N}\left(\rho_{3} r-\rho_{4} v_{2}+v^{\prime}\right), s\right)$. Therefore by Lebesgue's dominated convergence theorem we can carry out the previous term-by-term integration. The part corresponding to $\rho_{3} r-\rho_{4} v_{2}+v^{\prime}=0$ is simplified by using $\left(r-\rho_{3}^{-1} \rho_{4} v_{2}+\rho_{3}^{-1} v^{\prime}\right)^{\alpha}=0$ for $\alpha>0$ into

$$
\begin{aligned}
& \delta_{\alpha, 0} \frac{(k-1)!P^{2 w-1} N}{2^{k-1}\left(\mathbf{N}(I)^{2} D\right)^{1 / 2}} i\left\{\nu^{2-2 \bar{s}-2 w} \pi^{-\frac{k}{2}+1-\bar{s}-w} q(k, s, w)\right. \\
& \quad \times \sum_{\rho \in \mathcal{R}} \rho_{3}^{-1} \overline{\tilde{a}_{\rho}(0, s)} \tau(\rho) e\left(2 \rho_{4} \rho_{2} \mathbf{N}\left(v_{2}\right)\right) \sum_{\substack{t=1\\
}}\left(P^{-1} t\right)^{1-2 \bar{s}-2 w} e\left(-2 P^{-1} t \rho_{4} v_{4}\right) \\
& \quad+\nu^{2 \bar{s}-2 w} \pi^{-\frac{k}{2}+\bar{s}-w} q(k, 1-s, w) \sum_{\rho \in \mathcal{R}} \rho_{3}^{t-1} \frac{\substack{\rho_{3}=-v_{1}(\bmod A P) \\
a_{\rho}(0, s) \\
\hline}(\rho) e\left(2 \rho_{4} \rho_{2} \mathbf{N}\left(v_{2}\right)\right)}{} \\
& \left.\quad \times \sum_{\substack{t=1 \\
t \rho_{3} \equiv-P_{1}(\bmod M P)}}\left(P^{-1} t\right)^{2 \bar{s}-1-2 w} e\left(-2 P^{-1} t \rho_{4} v_{4}\right)\right\}=\delta_{\alpha, 0} p(\nu, w) .
\end{aligned}
$$

Finally, the last part corresponding to $\rho_{3} r-\rho_{4} v_{2}+v^{\prime} \neq 0$ can be computed as in [10]. Note that rearranging the sum does not make a problem because it does not change the order between summations over $t$ and $r$, which are infinite sums. We arrive at the following simplified expression

$$
\begin{aligned}
& C_{\alpha} \sum_{\rho \in \mathcal{R}} \sum_{\substack{t=1 \\
t \rho_{3}=-P v_{1}(\bmod M P)}} t^{-1} \sum_{r \in \bar{J}^{-1} \mathcal{D}_{K}^{-1}-0} \mathbf{N}(r)^{-k / 2}(r /|r|)^{\alpha} \\
& \quad \times \overline{a_{\rho}(N \mathbf{N}(r), s)} \tau\left(\rho, r, v_{2}\right) e\left(2 P^{-1} t \operatorname{Tr}_{\mathbb{R}}^{\mathbb{C}}(\bar{r} \mu)-\rho_{4} v_{4}\right) q_{\alpha}\left(2 \pi P^{-1} t \nu|r|, \lambda\right),
\end{aligned}
$$

which completes the proof in the $\alpha \geq 0$ case. The last equality follows from the fact that $v_{2} \in \bar{J}^{-1} \mathcal{D}_{K}^{-1}$. Finally, since the relationship between $\alpha \geq 0$ and $\alpha \leq 0$ is simply a restatement of Theorem 3.3 (2), this finishes the proof of Theorem 4.2.

We can simplify Theorem 4.2 by applying the Doi-Naganuma lifting with character defined in the section 3 of [10] and mixing in characters as in [10, Theorem 4.2]. For a character $\chi(\bmod N)$, let
$W M F_{k,-\lambda, \chi}^{+}\left(\Gamma_{0}(N)\right):=\left\{f \in W M F_{k,-\lambda}^{+}(\Gamma(N))|f|_{k} \sigma=\chi(d) f\right.$ for all $\left.\sigma \in \Gamma_{0}(N)\right\}$.
We define

$$
\begin{aligned}
\widehat{p}(\nu, w)= & (k-1)!N \#\left\{\rho \in \mathcal{R} \mid\left(\rho_{3}, N\right)=1\right\} \\
& \times\left(\overline{\tilde{a}_{S}(0, s)} r_{\left.k, D \mathbf{N}(I)^{2}(s+w)+\overline{a_{S}(0, s)} r_{k, D \mathbf{N}(I)^{2}}(1-s+w)\right),}\right. \\
r_{k, D \mathbf{N}(I)^{2}}(s)= & \nu^{2-2 \bar{s}} \sum_{\beta, \gamma} \beta!^{-1} \gamma!^{-1} i^{\gamma-1} 2^{-2 \beta}\left(D \mathbf{N}(I)^{2}\right)^{2 \beta+\frac{1}{2}} \\
& \times \Gamma\left(\bar{s}+\frac{k-1+\gamma}{2}\right) \sum_{t=1}^{\infty} \chi \chi_{-D}(t) t^{1-2 \bar{s}} .
\end{aligned}
$$

Here $S=\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$.
Theorem 4.3. For $P=1$ and $M=N$ the Doi-Naganuma lifting with character of $f$ in $W M F_{k,-\lambda, \chi}^{+}\left(\Gamma_{0}(N)\right)$ is given by the constant term of the Laurent expansion at $w=0$ of the analytic continuation of

$$
\begin{aligned}
& F_{\alpha}^{r e g}(g(\mu, \nu) ; f) \\
&= C_{\alpha}^{\prime} \sum_{t=1}^{\infty} t^{-1} \chi \chi_{-D}(t) \sum_{r \in J-0}|r|^{-k}(r /|r|)^{\alpha} \overline{b\left(N \mathbf{N}(r) / D \mathbf{N}(I)^{2}\right)} \\
& \times q_{|\alpha|}\left(2 \pi \nu t|r| /\left[D \mathbf{N}(I)^{2}\right]^{1 / 2}, \lambda\right) e\left(2 \operatorname{Tr}_{\mathbb{R}}^{\mathbb{C}}\left(r \partial^{-1} \mathbf{N}(I)^{-1} t \bar{\mu}\right)\right)+\delta_{\alpha, 0 \widehat{p}}(\nu, w) .
\end{aligned}
$$

Here $\partial \in \mathfrak{H}$ is the purely imaginary generator of $\mathcal{D}_{K}, \chi \chi_{-D}$ is a (not necessarily primitive) character $(\bmod N)$ and

$$
C_{\alpha}^{\prime}=C_{|\alpha|}\left[D \mathbf{N}(I)^{2} / N\right]^{k / 2} N i^{2-\alpha} \#\left\{\rho \in \mathcal{R} \mid\left(\rho_{3}, N\right)=1\right\} .
$$
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