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L-series for Vector-valued Modular Forms

Byungchan Kim and Subong Lim*

Abstract. Motivated by the recent works of Bringmann, Guerzhoy, Kent, and Ono [4]

and Bringmann, Fricke, and Kent [3], we introduce L-series for vector-valued weakly

holomorphic cusp forms, and mock modular period polynomials for vector-valued har-

monic weak Maass forms. In particular, we will discuss an integral representation of

this new L-series and the limiting behavior of special values. Moreover, we also give

relations between mock modular periods and L-series for vector-valued harmonic weak

Maass forms.

1. Introduction

Special values of L-series have played many important roles in analytic number theory. In

particular, after L. Mordell proved Ramanujan’s conjecture on τ function

∞∑
n=1

τ(n)

ns
=
∏
p

1

1− τ(p)p−s + p11−2s
,

many researchers have studied roles of L-series associated to modular forms in that τ(n)

is n-th coefficient of the unique cusp form of weight 12 on the full modular group. The

famous Birch-Swinnerton-Dyer conjecture is one of many examples showing that special

values of modular L-series are deep and important subject in number theory.

These L-series associated to modular forms have been defined for holomorphic mod-

ular forms for the convergence of L-series. However, in a recent work of K. Bringmann,

K. Fricke, and Z. Kent [3], they defined a modified L-series for weakly holomorphic modular

forms, which overcomes the difficulty arose from exponential growth of Fourier coefficients

of weakly holomorphic modular forms. Their main idea is using formal Eichler integral

and regularized period integral to define an L-series for weakly holomorphic cusp form

F (z) ∈ S!
k. More precisely, Bringmann, P. Guerzhoy, Kent and K. Ono [4] introduced the
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Eichler integral for weakly holomorphic cusp forms to study Eichler-Shimura theory for

harmonic weak Maass forms by defining the Eichler integral as a formal power series

EF (z) :=
∑
n�0

a(n)n1−kqn,

provided F (z) has the Fourier expansion of the form
∑

n�0 a(n)qn, where q = exp(2πiz)

with z ∈ H, the upper half complex plane. Motivated from the fact that the period

polynomial for a cusp form encodes special values of L-series, Bringmann, Fricke, and

Kent [3] were able to extend L-series by regularizing the period integral.

On the other hand, vector-valued modular forms have played prominent role in number

theory like the classical modular forms have done. For example, R. Borcherds [2] used

vector-valued modular forms associated to the Weil representation to provide an elegant

description of the Fourier expansion of various theta liftings. M. Eichler and D. Zagier

in [9] showed that vector-valued modular forms are closely related with holomorphic Ja-

cobi forms through the theta expansion. In this light, it is natural to study L-series for

vector-valued modular forms. Bruinier and Stein [7] defined L-series for vector-valued

Hecke eigenforms associated to the Weil representation by using Hecke eigenvalues. In the

note we define vector-valued L-series for vector-valued modular forms using their Fourier

coefficients and study their basic properties. As an application, we show that the results

of Bringmann, Frick and Kent [3] can be extended to L-series associated to vector-valued

weakly holomorphic modular forms. This type of L-series has more applications includ-

ing the infinitude of sign changes for Fourier coefficients of Jacobi cusp forms [10] and a

relation between cuspidality and Hecke bound for vector-valued modular forms [11].

We also define Eichler integral for vector-valued harmonic weak Maass forms with Weil

representation, which extend Eichler integral for harmonic weak Maass forms in [4] to

vector-valued harmonic weak Maass forms. Let k be an even integer and let ρ : SL2(Z)→
GLp(C) be a p-dimensional unitary complex representation such that ρ(T ) is diagonal,

where T = ( 1 1
0 1 ). For any integer p ≥ 1 let ej be the standard basis of Cp. Let S!

k,ρ denote

the space of weight k vector-valued weakly holomorphic cusp forms, i.e., those weakly

holomorphic modular forms whose Fourier expansion

(1.1) F (z) =

p∑
j=1

∑
n≥−Mj

an(j)qn/Njej

satisfies a0(j) = 0 for all j ∈ {1, 2, . . . , p}. Here and throughout the paper, q = e2πiz, and

Nj is a certain positive integer depending on ρ and j. For t0 > 0 and F (z) ∈ S!
k,ρ with

Fourier expansion as in (1.1) we define L-series by

(1.2) L(F, s) :=
(2π)s

Γ(s)
L∗(F, s)



L-series for Vector-valued Modular Forms 707

with

L∗(F, s) :=

p∑
j=1

(Nj)
s
∑

n≥−Mj

an(j)Γ(s, 2πnt0/Nj)

(2πn)s
ej

+ ρ−1(S)

p∑
j=1

i−k(Nj)
k−s

∑
n≥−Mj

an(j)Γ
(
k − s, 2πn

t0Nj

)
(2πn)k−s

ej .

Here the incomplete gamma function, Γ(s, z), is given by the analytic continuation (to an

entire function with respect to s and fixed z 6= 0) of
∫∞
z e−tts−1 dt. Absolute convergence

of L∗(F, s) is guaranteed since Γ(s, x) ∼ xs−1e−x as x→∞ and Lemma 3.5 implies that

an(j) = O
(
eC
√
|n|
)
, as n→∞.

Using the modularity of F (z) we can show that (1.2) is independent of t0 (see the proof

of Theorem 1.1).

Moreover, L∗(F, s) has an integral representation. For this we require certain regu-

larized integrals motivated from [3]. Let F (z) =
∑p

j=1 Fj(z)ej be a continuous function

satisfying a growth condition: There is a c ∈ R+ such that

(1.3) Fj(z) = O(ecy)

for each j uniformly in x as y →∞. Then we define the integral

(1.4)

∫ i∞

z0

euiwF (w) dw,

for each z0 ∈ H, where the path of integration lies within a vertical strip. The integral (1.4)

is convergent for u ∈ C with Re(u)� 0. If the integral (1.4) has an analytic continuation

to u = 0, we define the regularized integral by

R.

∫ i∞

z0

F (w) dw :=

[∫ i∞

z0

euiwF (w) dw

]
u=0

,

where the right hand side means that we take the value at u = 0 of the analytic continu-

ation of the integral. Similarly, we define integrals at other cusps a. Specifically, suppose

that a = σa(i∞) for a scaling matrix σa ∈ SL2(Z). If F (σaz) satisfies (1.3), then we define

R.

∫ a

z0

F (w) dw := R.

∫ i∞

σ−1
a z0

(F |2,ρσa)(w) dw,

where the slash operator |k,ρ is defined by

(F |k,ργ)(z) := (cz + d)−kρ−1(γ)F (γz)
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for functions F on H and γ =
(
a b
c d

)
∈ SL2(Z). For cusps a, b, we set

R.

∫ b

a
F (w) dw := R.

∫ b

z0

F (w) dw −R.
∫ a

z0

F (w) dw

for any z0 ∈ H. This integral is independent of z0 ∈ H. We now prove an integral

representation of L-series associated to a vector-valued weakly holomorphic cusp form

(c.f. Theorem 2.3).

Theorem 1.1. If F (z) ∈ S!
k,ρ, then

(1.5) L∗(F, s) = R.

∫ ∞
0

F (iy)ys−1 dy.

Furthermore, L∗(F, s) satisfies the functional equation

L∗(F, k − s) = ikρ(S)L∗(F, s).

Moreover, special values of L∗(F, s) manifest a very interesting limiting behavior, which

is an analog of [3, Proposition 5.1].

Theorem 1.2. Let δ = 0 or 1, and F (z) =
∑p

j=1

∑
n≥−Mj

an(j)qn/Njej ∈ S!
k,ρ. Then,

lim
n→∞

n≡δ (mod 2)

2π(mj/Nj)
n

(n− 1)!
L∗(F, n) = amj (j) + (−1)δa−mj (j),

for all j = {1, 2, . . . , p}, where mj ∈ N is minimal with amj (j) + (−1)δa−mj (j) 6= 0.

Before stating the next result, we recall properties of vector-valued harmonic weak

Maass forms. For details, look at Section 3 and the references therein. Every vector-

valued harmonic weak Maass form F(z) has the unique decomposition F(z) = F+(z) +

F−(z), where F+(z) (respectively F−(z)) is holomorphic (respectively non-holomorphic)

on H. Following Zagier, the holomorphic part F+(z) is called a mock modular form. The

differential operators Dk−1 with D := 1
2πi

∂
∂z and ξ2−k := 2iy2−k ∂

∂z play important roles

in the theory. In particular, they define maps

Dk−1 : H2−k,ρ → S!
k,ρ and ξ2−k : H2−k,ρ → S!

k,ρ.

For each γ =
(
a b
c d

)
∈ SL2(Z), we define the γ-mock modular period function for F+(z) by

P(F+, γ; z) :=
(4π)k−1

(k − 2)!
(F+ −F+|2−k,ργ)(z).

We now consider vector-valued weakly holomorphic cusp form F (z) ∈ S!
k,ρ with Fourier

expansion as in (1.1). We use the formal Eichler integral of F (z) given by

EF (z) :=

p∑
j=1

∑
n≥−Mj

an(j)

(n/Nj)k−1
qn/Njej .
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Then the period polynomial of F (z) is defined by

r(F ; z) := ck(EF − EF |2−k,ρS)(z),

where S =
(

0 −1
1 0

)
and ck := − Γ(k−1)

(2πi)k−1 . We then obtain the following theorem, which is

the vector-valued modular form version of [3, Theorem 1.2] and [4, Theorem 1.4].

Theorem 1.3. Suppose that F(z) ∈ H2−k,ρ.

(1) P(F+, S; z) =
∑k−2

n=0
L(ξ2−k(F),n+1)

(k−2−n)! (2πiz)k−2−n.

(2) r(ξ2−k(F ; z)) ≡ − (4π)k−1

(k−2)! r(D
k−1(F), z) (mod zk−2 − 1), where equivalence modulo

zk−2−1 means that the difference of the two functions is of the form c(zk−2−1) for

a constant vector c ∈ Cp.

(3) L(ξ2−k(F), n+ 1) = (−1)n (4π)k−1

(k−2)! L(Dk−1(F), n+ 1) for integers 0 < n < k − 2.

The rest of the paper is organized as follows. In Section 2, we introduce basic notion

of vector-valued modular forms and L-series associated to vector-valued cusp forms. In

Section 3, we introduce vector-valued harmonic weak Maass forms and review properties

of ξ2−k and Dk−1 operators. In Section 4, we prove Theorems 1.1, 1.2 and 1.3. Besides

the proofs, we also introduce some implications of the results.

2. Vector-valued modular forms and their L-series

In this section, we introduce the basic notion of vector-valued modular forms following [12],

and define L-series associated to vector-valued cusp forms. We start with defining the

vector-valued modular forms.

Definition 2.1. Let k be an even integer and let ρ : SL2(Z)→ GLp(C) be a p-dimensional

unitary complex representation such that ρ(T ) is diagonal, where T = ( 1 1
0 1 ). For any

integer p ≥ 1, let ej be the standard basis of Cp. A vector-valued weakly holomorphic

modular form of weight k with respect to ρ on SL2(Z) is a sum F (z) =
∑p

j=1 Fj(z)ej of

functions holomorphic in H satisfying the following conditions:

(1) For all γ =
(
a b
c d

)
∈ SL2(Z) we have

(F |k,ργ)(z) = F (z).

(2) Each function Fj(z) has a convergent q-expansion holomorphic at infinity:

Fj(z) =
∑

n�−∞
an(j)qn/Nj .
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We write M !
k,ρ for the space of vector-valued weakly holomorphic modular forms of

weight k with respect to ρ on SL2(Z). There are subspaces Mk,ρ and Sk,ρ of vector-

valued holomorphic modular forms and vector-valued cusp forms, respectively, for which

we require that each an(j) = 0 when n is negative, respectively, non-positive. We also let

S!
k,ρ denote the space of vector-valued weakly holomorphic cusp forms, which are weakly

holomorphic modular forms F (z) =
∑p

j=1

∑
n≥−Mj

an(j)qn/Njej satisfying a0(j) = 0 for

all j ∈ {1, 2, . . . , p}.
The following theorem is an analog of the elementary estimates for classical modular

forms of weight k, namely a(n) = O(nk) for holomorphic modular forms and a(n) =

O(nk/2) for cusp forms.

Theorem 2.2. [12, Section 1] Let F (z) =
∑p

j=1 Fj(z)ej be a vector-valued holomorphic

modular form of weight k associated to a representation ρ of SL2(Z). Then the Fourier

coefficients an(j) satisfy the growth condition an(j) = O(nk) for every 1 ≤ j ≤ p, as

n→∞. If F (z) is cuspidal then an(j) = O(nk/2) for every 1 ≤ j ≤ p, as n→∞.

For a vector-valued cusp form F (z) =
∑p

j=1

∑
n≥1 an(j)qn/Njej we define an L-series

L(F, s) =

p∑
j=1

∑
n≥1

an(j)

(n/Nj)s
ej .

By Theorem 2.2 we know that this series converges absolutely for Re(s)� 0.

Theorem 2.3. If F (z) ∈ Sk,ρ is a vector-valued cusp form of weight k, then

Γ(s)

(2π)s
L(F, s) =

∫ ∞
0

F (iy)ys
dy

y
.

Furthermore, L(F, s) has an analytic continuation and satisfies a functional equation

ξ(F, s) = ikρ(S)ξ(F, k − s),

where ξ(F, s) = Γ(s)
(2π)sL(F, s).

We omit the proof of Theorem 2.3 since it follows from the same argument for classical

modular forms.

For a cusp form F (z) of weight k, we define the period polynomial

r(F, z) :=

∫ i∞

0
F (τ)(z − τ)k−2 dτ.
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A computation reveals that

r(F, z) =

∫ i∞

0
F (τ)(z − τ)k−2 dτ =

∫ ∞
0

F (iy)(z − iy)k−2i dy

=

∫ ∞
0

F (iy)
k−2∑
n=0

(
k − 2

n

)
(−iy)nzk−2−ni dy

=
k−2∑
n=0

in+1

(
k − 2

n

)
rn(F )zk−2−n,

where rn(F ) =
∫∞

0 F (iy)yn dy is the nth period of F (z). The nth period rn(F ) encodes

the critical value of L(F, s)

rn(F ) =

∫ ∞
0

F (iy)yn dy = ξ(F, n+ 1) =
Γ(n+ 1)

(2π)n+1
L(F, n+ 1).

Therefore, we can rewrite the period polynomial r(F, z) in terms of the critical values of

L(F, s)

r(F, z) =

k−2∑
n=0

in+1

(
k − 2

n

)
rn(F )zk−2−n

=
k−2∑
n=0

in+1

(
k − 2

n

)
Γ(n+ 1)

(2π)n+1
L(F, n+ 1)zk−2−n

= (k − 2)!ik+3(2π)−k+1
k−2∑
n=0

(−1)n
L(F, n+ 1)

(k − 2− n)!
(2πiz)k−2−n.

G. Bol [1] stated the following theorem known as Bol’s identity.

Theorem 2.4. If f(z) is a smooth complex-valued function on H, then

∂k−1

∂zk−1
(cz + d)k−2f(γz) = (cz + d)−kf (k−1)(γz),

for γ =
(
a b
c d

)
∈ SL2(Z) where γz = az+b

cz+d as usual.

This implies that if f(z) is a (scalar-valued) modular form of weight 2−k then f (k−1)(z)

is a (scalar-valued) modular form of weight k. This identity can be written in terms of

slash operator and extended to the vector-valued functions: If F (z) =
∑p

j=1 Fj(z)ej is a

smooth vector-valued function, then we have the identity

∂k−1

∂zk−1
(F |2−k,ργ)(z) = (F (k−1)|k,ργ)(z),

where ∂
∂zF (z) =

∑p
j=1( ∂∂zFj)(z)ej . So we can say that if F (z) is a vector-valued modular

form of weight 2−k then F (k−1)(z) is a vector-valued modular form of weight k. As in the

scalar-valued modular form case (see [8]) we can define Eichler integrals for vector-valued

modular forms by using Bol’s identity.
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Definition 2.5. Eichler integral of weight k is a holomorphic vector-valued function G(z)

on H such that
(
∂k−1

∂zk−1G
)

(z) is modular of weight k where modular means that it is

invariant under the slash operator. In particular, if F (z) is modular of weight k, then we

say that G(z) is an Eichler integral of F (z) if
(
∂k−1

∂zk−1G
)

(z) = F (z).

For example, let F (z) =
∑p

j=1

∑
n>0 an(j)qn/Njej be a vector-valued cusp form of

weight k ≥ 2. Then the function

EF (z) =
1

ck

∫ i∞

z
F (τ)(z − τ)k−2 dτ

is an Eichler integral of F (z) and its Fourier expansion is given by

(2.1)

p∑
j=1

∑
n>0

an(j)

(
n

Nj

)1−k
qn/Njej .

We can prove that EF (z) is an Eichler integral by using induction on k− 2. Furthermore,

it is easy to check that the function (2.1) is also an Eichler integral of F (z). Since both

EF (z) and (2.1) are Eichler integrals of F (z), their difference is given by a polynomial

whose degree is at most k−2. But this polynomial should be zero since EF (i∞) = 0. This

completes the proof about Fourier expansion of EF (z).

3. Vector-valued harmonic weak Maass forms

Vector-valued harmonic weak Maass forms are studied by Bruinier and Funke [5] when ρ

is a Weil representation. In this section we define those for the general representation and

study their properties. For the most part, this is the review of [5] and [6].

Definition 3.1. A vector-valued harmonic weak Maass form of weight k is a real-analytic

vector-valued function F (z) =
∑p

j=1 Fj(z)ej which satisfies the followings

(1) F (z) is modular of weight k.

(2) F (z) is annihilated by the weight k hyperbolic Laplacian ∆k where

∆k = −y2

(
∂2

∂x2
+

∂2

∂y2

)
+ iky

(
∂

∂x
+ i

∂

∂y

)
and z = x+ iy.

(3) There is a C > 0 such that the function Fj(z) = O(eCy) as y →∞ (uniformly in x).

(4) Each function Fj(z) has a convergent q-expansion at infinity:

Fj(z) =
∑
n∈Z

an(j, y)e(nx/Nj)

for positive integers Nj . Here and below, e(x) = e2πix as usual.
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We write Hk,ρ for the space of vector-valued harmonic weak Maass forms of weight k with

respect to ρ.

Let F (z) ∈ Hk,ρ. Because of property (2) in Definition 3.1, the coefficients an(j, y)

satisfy the second order differential equation ∆kan(j, y)e(nx/Nj) = 0 as functions in y.

Solving this differential equation we find that

an(j, y) =

a+
0 (j) + a−0 (j)y1−k if n = 0,

a+
n (j)e−2πny/Nj + a−n (j)H(2πny/Nj) if n 6= 0,

with complex coefficients a±n (j) where H(w) = e−w
∫∞
−2w e

−tt−k dt. The function H(w)

has the asymptotic behavior

H(w) ∼

(2|w|)−ke−|w| for w → −∞,

(−2w)−kew for w → +∞.

Then any vector-valued harmonic weak Maass form F (z) of weight k has a unique decom-

position F (z) = F+(z) + F−(z), where

F+(z) =

p∑
j=1

∑
n∈Z

a+
n (j)qn/Njej ,

F−(z) =

p∑
j=1

a−0 (j)y1−k +
∑
n∈Z
n6=0

a−n (j)H(2πny/Nj)e(nx)

 ej .

(3.1)

Note that if F (z) satisfies property (3) in Definition 3.1, then all but finitely many a+
n (j)

(respectively a−n (j)) with negative (respectively positive) index n vanish.

Let us briefly recall the Maass raising and lowering operators on non-holomorphic

modular forms of weight k. They are defined as the differential operators

Rk = 2i
∂

∂z
+ ky−1 and Lk = −2iy2 ∂

∂z
.

The raising operator Rk maps Hk,ρ to Hk+2,ρ, and the lowering operator Lk maps to

Hk,ρ to Hk−2,ρ. The Laplacian ∆k can be expressed in terms of Rk and Lk by −∆k =

Lk+2Rk +k = Rk−2Lk. The following lemma is proved by a straightforward computation.

Lemma 3.2. Let F (z) ∈ Hk,ρ be a vector-valued harmonic weak Maass form of weight k.

Then

LkF (z) = LkF
−(z)

= −2v2−k
p∑
j=1

(k − 1)a−0 (j) +
∑
n∈Z
n6=0

a−n (j)(−4πn/Nj)
1−ke(nz/Nj)

 ej .
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Using this lemma, we can prove the following result.

Proposition 3.3. The assignment F (z) 7→ ξk(F )(z) := yk−2LkF (z) = R−ky
kF (z) define

an anti-linear mapping

ξk : Hk,ρ →M !
2−k,ρ.

Its kernel is M !
k,ρ ⊂ Hk,ρ.

We let H+
k,ρ denote the inverse image of the space of vector-valued cusp forms S2−k,ρ

under the mapping ξk. Hence, if F (z) ∈ H+
k,ρ, then the Fourier coefficients a−n (j) with non-

negative index n vanish, so F−(z) is rapidly decreasing for y →∞. Clearly M !
k,ρ ⊂ H

+
k,ρ.

Now let F (z) ∈ Hk,ρ and write its Fourier expansion as in (3.1). Then we call the

Fourier polynomial

P (F )(z) =

p∑
j=1

∑
n∈Z
n≤0

a+
n (j)qn/Njej

the principal part of F (z). Observe that if F (z) ∈ H+
k,ρ, then F (z)−P (F )(z) is exponen-

tially decreasing as y → ∞. From the transformation behavior and the growth of F (z),

we prove the following lemma.

Lemma 3.4. If F (z) ∈ Hk,ρ, then there is a constant C > 0 such that F (z) = O(eC/y) as

y → 0, uniformly in x.

Later, we will need the following growth estimate for the Fourier coefficients of vector-

valued harmonic weak Maass forms.

Lemma 3.5. Let F (z) ∈ Hk,ρ and write its Fourier expansion as in (3.1). Then there is

a constant C > 0 such that the Fourier coefficients satisfy

a+
n (j) = O

(
eC
√
|n|
)
, n→ +∞,

a−n (j) = O
(
eC
√
|n|
)
, n→ −∞.

If F (z) ∈ H+
k,ρ, then the a−n (j) actually satisfy the stronger bound a−n (j) = O(|n|k/2) as

n→ −∞.

Proof. To prove the asymptotic for a−n (j) we consider the vector-valued weakly holomor-

phic modular form ξk(F )(z) ∈ M !
2−k,ρ. By Lemma 3.2 and the formula for the Fourier

coefficients we have

(3.2) 2a−n (j)(−4πn)1−k = −
∫ Nj

0
yk−2LkFj(z)e(nz/Nj) dx.
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Thus, according to Lemma 3.4, we get

a−n (j)� |n|k−1

∫ Nj

0
eC/ye−2πny/Nj dx

for all positive 0 < y ≤ 1 with some positive constant C (independent of y and n). If we

take y equal to 1/
√
|n|, we see that

a−n (j)� |n|k−1eC
√
|n|e2π

√
|n|/Nj

for all n < 0, proving the first assertion on the a−n (j).

From ξk(F )(z) ∈ M !
2−k,ρ it can be deduced that the individual functions F+(z) and

F−(z) in the splitting F (z) = F+(z) +F−(z) also satisfy the estimate of Lemma 3.4. We

may apply the above argument to

a+
n (j) =

∫ Nj

0
F+
j (z)e(−nz/Nj) dx

to derive the estimate for the a+
n (j) as n → +∞ where F+

j (z) is the jth component of

F+(z).

If F (z) ∈ H+
k,ρ, then ξk(F )(z) ∈ S2−k,ρ is a vector-valued cusp form. Hence Theo-

rem 2.2 implies that the left hand side of (3.2) is bounded by some constant time |n|1−k/2

for all n < 0. Thus a−n (j) = O(|n|k/2) as n→ −∞.

By Bol’s identity, we see that the differential operator D := 1
2πi

∂
∂z define a linear map

Dk−1 : M !
2−k,ρ →M !

k,ρ.

This map may be extended to harmonic weak Maass forms.

Theorem 3.6. If 2 ≤ k ∈ Z and F (z) ∈ H+
2−k,ρ with Fourier expansion as in (3.1), then

Dk−1(F )(z) ∈M !
k,ρ.

Moreover, assuming the notation in (3.1), we have

Dk−1(F )(z) = Dk−1(F+)(z) =

p∑
j=1

∑
n�−∞
n 6=0

a+
n (j)

(
n

Nj

)k−1

qn/Njej .

Proof. To prove this theorem, we compute the Fourier expansion of Dk−1F (z). Since we

have

Dk−1(F+)(z) =

(
1

2πi

∂

∂z

)k−1
 p∑
j=1

∑
n∈Z

a+
n (j)qn/Njej


=

p∑
j=1

∑
n�−∞
n6=0

a+
n (j)

(
n

Nj

)k−1

qn/Njej ,
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it suffices to check that Dk−1(F−)(z) = 0. Note that

H(2πny/Nj)e(nx) = Γ(k − 1, 4π|n|y/Nj)e
2πinz/Nj

= Γ(k − 1, 4π|n|y/Nj)e
−4πny/Nje2πinz/Nj

for n < 0 where Γ(l, x) =
∫∞
x e−ttl−1 dt is the incomplete gamma function (Here F (z) is

of weight 2− k). By partial integration, we obtain

Γ(l + 1, 4π|n|y) = −e−4π|n|y(4π|n|y)l + lΓ(l, 4π|n|y)

for l > 0. By the iteration, we have

Γ(l + 1, 4π|n|y) = −e−4π|n|y(4π|n|y)l − le−4π|n|y(4π|n|y)l−1

− l(l − 1)e−4π|n|y(4π|n|y)l−2 + · · ·

+ l(l − 1) · · · 3e−4π|n|y(4π|n|y)2 + l!Γ(1, 4π|n|y).

Since Γ(1, 4π|n|y) = −e−4π|n|y, one can see that Γ(l + 1, 4π|n|y)e4π|n|y is a degree l poly-

nomial of y. This shows that Γ(k − 1, 4π|n|y/Nj)e
−4π|n|y/Nj is a degree k − 2 polynomial

of y. Since ∂
∂z = 1

2

(
∂
∂x − i

∂
∂y

)
, we have Dk−1(yk−2) = 0. From this, one can see that

Dk−1(H(2πny/Nj)e(nx)) = 0 for every n < 0, which implies that Dk−1(F−)(z) = 0.

4. L-series of vector-valued weakly holomorphic modular forms

In this section, we prove Theorems 1.1, 1.2 and 1.3 and give implications of them. We

start with the proof of Theorem 1.1.

Proof of Theorem 1.1. To prove (1.5), we split the integral into two ranges. Inserting the

Fourier expansion of F (z) =
∑p

j=1

∑
n≥−Mj

an(j)qn/Njej yields that, for arbitrary t0 > 0,

we have

R.

∫ ∞
t0

F (iy)ys−1 dy =

p∑
j=1

∑
n≥−Mj

an(j)

[∫ ∞
t0

e−2πny/Nj−tyys−1 dy

]
t=0

ej

=

 p∑
j=1

∑
n≥−Mj

an(j)

(t+ 2πn/Nj)s

∫ ∞
2πnt0/Nj+tt0

e−yys−1 dy ej


t=0

=

p∑
j=1

∑
n≥−Mj

an(j)

(2πn)s
(Nj)

sΓ(s, 2πnt0/Nj)ej .

Similarly we compute that

R.

∫ t0

0
F (iy)ys−1 dy = ρ−1(S)i−k

p∑
j=1

(N j)k−s
∑

n≥−Mj

an(j)Γ(k − s, 2πn
t0Nj

)

(2πn)k−s
ej .
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This yields the integral representation of L∗(F, s). Since t0 > 0 is chosen arbitrarily, one

can see that the definition of L∗(F, s) in (1.2) is independent of t0.

Note that, by the definition of L∗(F, s) in (1.2), L∗(F, k − s) is equal to

p∑
j=1

(Nj)
k−s

∑
n≥−Mj

an(j)Γ(k − s, 2πnt0/Nj)

(2πn)k−s
ej

+ ρ−1(S)

p∑
j=1

i−k(Nj)
s
∑

n≥−Mj

an(j)Γ
(
s, 2πn

t0Nj

)
(2πn)s

ej

= ρ(S)ikR.

∫ 1/t0

0
F (iy)ys−1 dy + ρ−1(S)i−kR.

∫ ∞
1/t0

F (iy)ys−1 dy.

Since F (z) is modular of weight k with respect to ρ and−I ∈ SL2(Z), we have ρ(−I)F (z) =

F (z), where I = ( 1 0
0 1 ). Therefore, we obtain

R.

∫ ∞
1/t0

F (iy)ys−1 dy = ρ(−I)R.

∫ ∞
1/t0

F (iy)ys−1 dy.

Moreover, i2k = 1 since k is an even integer. Therefore, we have

ρ−1(S)i−kR.

∫ ∞
1/t0

F (iy)ys−1 dy = ρ−1(S)ρ(−I)i2ki−kR.

∫ ∞
1/t0

F (iy)ys−1 dy

= ρ(S)ikR.

∫ ∞
1/t0

F (iy)ys−1 dy.

This implies that

L∗(F, k − s) = ρ(S)ik

(
R.

∫ 1/t0

0
F (iy)ys−1 dy +R.

∫ ∞
1/t0

F (iy)ys−1 dy

)

= ρ(S)ikR.

∫ i∞

0
F (iy)ys−1 dy

= ρ(S)ikL∗(F, s).

This completes the proof.

We define Eichler integral formally

EF (z) :=

p∑
j=1

∑
n≥−Mj

an(j)

(n/Nj)k−1
qn/Njej

for F (z) ∈ S!
k,ρ. This Eichler integral also has an integral representation.

Proposition 4.1. For F (z) ∈ S!
k,ρ, we have

EF (z) = c−1
k R.

∫ i∞

z
F (τ)(τ − z)k−2 dτ.
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Proof. In the range of integration, the only possible pole of the integrand is at τ → i∞.

Thus we compute, writing F (z) =
∑p

j=1

∑
n≥−Mj

an(j)qn/Njej ,

R.

∫ i∞

z
F (τ)(τ − z)k−2 dτ =

[∫ i∞

z
eiuτF (τ)(τ − z)k−2 dτ

]
u=0

=

p∑
j=1

∑
n≥−Mj

an(j)

[∫ i∞

z
eiuτ+2πinτ/Nj (τ − z)k−2 dτ

]
u=0

ej

=

p∑
j=1

∑
n≥−Mj

an(j)qn/Nj

[∫ ∞
0

eiτ(u+2πn/Nj)τk−2 dτ

]
u=0

ej .

The integral now converges at u = 0 and inserting the integral representation of the

gamma function yields the claim.

Now we give a proof of Theorem 1.2. Since our proof will proceed as [3, Proposition 5.1],

we will not give every detail.

Proof of Theorem 1.2. Throughout the proof, we choose t0 = 1 and fix j ∈ {1, 2, . . . , p},
therefore we drop j from the notation. First, we examine the second part of (1.2). Since

limn→∞
xn

n! = 0 for all x, and

(4.1) lim
n→∞

∑
m≥−M

am
Γ(k − n, 2πm/N)

(2πm/N)k−n
= lim

n→∞

∑
m≥−M

amΓ(−n, 2πm/N)

(
2πm

N

)n
,

it suffices to show that the above limit exists. Let x = 2πm/N . By [3, Proof of Proposi-

tion 5.1], |Γ(−n, x)xn| � ex if |x| > 1. On the other hand, when |x| < 1, by [3, eqn. 5.3],

we see that

|Γ(−n, x)xn| =

∣∣∣∣∣(−1)n
Γ(0, x)xn

n!
+

(−1)n+1e−xxn−1

n!

n−1∑
t=0

(−1)tt!

xt

∣∣∣∣∣
<

1

n!
+

1

n

n−1∑
t=0

(
n

m

)−1 xn−m−1

(n−m− 1)!

<
1

n!
+
ex

n
.

Therefore, we can split the negative indexes from (4.1). Moreover, since |am| � eC
√
|m|

for some positive number C, by adopting the same argument in [3], we see that

lim
n→∞

∑
m≥1

amΓ(−n, 2πm/N)

(
2πm

N

)n
= 0.
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Now we examine the first sum of (1.2). For M > C2N2/π2, we observe that∑
m≥M

amΓ(n, 2πm/N)

(2πm/N)n
�
(
N

2π

)n ∑
m≥M

eC
√
mm−n

∫ ∞
2πm/N

e−ttn−1 dt

�
(
N

2π

)n ∑
m≥M

m−n
∫ ∞

2πm/N
e−t/2tn−1 dt

�
(
N

π

)n
(n− 1)!

∑
m≥M

m−n � (n− 2)!

(
N

πM

)n
.

Therefore, for M > 2mj , the contribution for the limit is zero. For the remaining terms,

by combining mth and −mth terms, we obtain

(2πmj)
n

(n− 1)!

(
am

Γ(n, 2πm/N)

(2πm)n
+ a−m

Γ(n,−2πm/N)

(−2πm)n

)
=
(mj

m

)n(
am

Γ(n, 2πm/N)

(n− 1)!
+ (−1)δa−m

Γ(n,−2πm/N)

(n− 1)!

)

→

0, if m > mj ,

amj (j) + (−1)δa−mj (j), if m = mj ,
as n→∞

(4.2)

since limn→∞
Γ(n,x)
(n−1)! = 1. Note that if there are more negative terms with m ≤ −2mj ,

the contribution is zero by the first part of the proof. Thus, it remains to show that (4.2)

tends to 0 for 0 < m < mj . This can be easily seen from the following estimate

Γ(n, x)− Γ(n,−x) =

∫ −x
x

e−ttn−1 dt�

xn, if |x| > 1,

1, if |x| ≤ 1.

Following two corollaries follows immediately from Theorem 1.2.

Corollary 4.2. For F (z) ∈ S!
k,ρ, we have

lim
n→∞

‖L∗(F, n)‖ =∞.

Corollary 4.3. For F (z) ∈ S!
k,ρ, there are at most finitely many values n such that at

least one of components of L(F ∗, n) vanishes.

Now we give a proof of Theorem 1.3.

Proof of Theorem 1.3. We let

G(z) := −(2i)1−kR.

∫ i∞

−z
ξ2−k(F)c(w)(z + w)k−2 dw

+ c−1
k R.

∫ i∞

z
Dk−1(F)(w)(z − w)k−2 dw,

(4.3)
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where gc(z) :=
∑p

j=1

∑
n≥−Mj

an(j)qn/Njej for g(z) =
∑p

j=1

∑
n≥−Mj

an(j)qn/Njej . We

first show that G(z) and F(z) are identical up to a constant term. Since ξ2−k(G) = ξ2−k(F)

and Dk−1(G) = Dk−1(F), we see that

G(z) = F(z) + p(z),

where p(z) is a vector-valued polynomial of degree at most k− 2. Because G(z) and F(z)

are both invariant under |2−k,ρT , we have that pj(z) = aj is a constant for each 1 ≤ j ≤ p.
Let F1(z) (respectively F2(z)) be the first (respectively second) summand of (4.3). Then

we observe that F1(z) (respectively F2(z)) is the same as G−(z) (respectively G+(z)) up

to constant.

From the transformation property of F(z), we derive that

0 = (F|2−k,ρ(1− S))(z)

= (F1|2−k,ρ(1− S))(z) + (F2|2−k,ρ(1− S))(z)− (p|2−k,ρ(1− S))(z),

where (p|2−k,ρ(1− S))(z) is a constant multiple of 1− zk−2. A calculation shows that

(F1|2−k,ρS)(z) = −(2i)1−kR.

∫ 0

−z
ξ2−k(F)c(w)(z + w)k−2 dw,

and

(F2|2−k,ρS)(z) = c−1
k R.

∫ 0

z
Dk−1(F)(w)(z − w)k−2 dw.

Therefore we have arrived at

(2i)1−kR.

∫ i∞

0
ξ2−k(F)c(w)(z + w)k−2 dw

≡ c−1
k R.

∫ i∞

0
Dk−1(F)(w)(z − w)k−2 dw (mod 1− zk−2).

If we insert the binomial expansion, then we obtain

c−1
k

k−2∑
n=0

i1−n
(
k − 2

n

)
L∗(Dk−1(F), n+ 1)zk−2−n

≡ (2i)1−k
k−2∑
n=0

i1−n
(
k − 2

n

)
L∗(ξ2−k(F)c, n+ 1)(−z)k−2−n (mod 1− zk−2).

Then the third claim follows by comparing coefficients and using the fact that for integers

0 ≤ n ≤ k − 2 we have

(4.4) L∗(f c, n+ 1) = L∗(f, n+ 1).
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The second claim comes from the following representation of the period polynomial of

F (z) ∈ S!
k,ρ in terms of its special L-values

r(F ; z) =
k−2∑
n=0

i1−n
(
k − 2

n

)
L∗(F, n+ 1)zk−2−n.

For the first claim note that by the definition of mock period polynomial we have

P(F+, S; z) = −(4π)k−1

(k − 2)!
(F− −F−|2−k,ρS)(z).

From this we obtain that

P(F+, S; z) = −(2πi)k−1

(k − 2)!

k−2∑
n=0

(
k − 2

n

)
in+1L∗(ξ2−k(F)c, n+ 1)zk−2−n.

Using (4.4) we deduce that

P(F+, S; z) =
(2πi)k−1

(k − 2)!

k−2∑
n=0

(
k − 2

n

)
i−n−1L∗(ξ2−k(F), n+ 1)zk−2−n

=

k−2∑
n=0

L(ξ2−k(F), n+ 1)

(k − 2− n)!
(2πiz)k−2−n,

which concludes the first claim.
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