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Abstract. In the paper we describe the classes of unique solvability of
the Dirichlet and mixed two point boundary value problems for the second

order linear integro-differential equation

u′′(t) = p0(t)u(t) + p1(t)u(τ1(t)) +

∫ b

a
p(t, s)u(τ(s)) ds+ q(t).

On the basis of the obtained and, in some sense, optimal results for the
linear problems, by the a priori boundedness principle we prove the the-

orems of solvability and unique solvability for the second order nonlinear

functional differential equations under the mentioned boundary conditions.

1. Statement of the main results

1.1. Introduction. In this paper we will consider the second order linear

integro-differential equation

(1.1) u′′(t) = p0(t)u(t) + p1(t)u(τ1(t)) +

∫ b

a

p(t, s)u(τ(s)) ds+ q(t)

2010 Mathematics Subject Classification. Primary: 34K06, 34K10; Secondary: 34B15.
Key words and phrases. Integro-differential equations; Dirichlet and mixed problems;

unique solvability; a priori boundedness principle.
The final version of this paper will be submitted for publication elsewhere.
For S. Mukhigulashvili the research was supported by institutional grant RVO: 67985840.
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on the interval I = [a, b], and nonlinear functional differential equation

(1.2) u′′(t) = F (u)(t),

under the Dirichlet two point boundary conditions

(1.31) u(a) = c1, u(b) = c2,

and mixed two point boundary conditions

(1.32) u(a) = c1, u′(b) = c2,

where c1, c2 ∈ R, p ∈ L∞(I × I,R), p0, p1, q ∈ L∞(I,R), τ1, τ : I → I are the

measurable functions and F : C ′(I,R)→ L∞(I,R) is a continuous operator.

By a solution of problem (1.2), (1.31) ((1.2), (1.32)) we understand a function

u ∈ C̃ ′(I,R), which satisfies equation (1.2) almost everywhere on I and satisfies

conditions (1.31) ((1.32)).

Ample interesting literature is devoted to the two-point boundary value prob-

lems for the integro-differential equations of special forms (see, e.g. [1], [10], [11],

[13], [14] and the references therein). Our work is motivated by some original

results for the functional differential equations with argument deviations (see

[2]–[6], [12]) and the results of R.P. Agarwal [1], J. Morchalo [11] and B.G. Pach-

patte [13], in which simple but quite general sufficient efficient conditions of

solvability of BVP for nonlinear integro-differential equations are proved.

For example, in [1] Agarwal studied, nth order integro-differential equations

which, for n = 2, have the form

(1.4) u′′(t) = f0

(
t, u(t), u′(t),

∫ b

a

g(t, s, u(t), u′(s)) ds

)
.

Under the assumption that the functions f and g are continuous in all of their ar-

guments, along with other results, it is proved by Schauder’s fixed point theorem

that problem (1.4), (1.31) is solvable if∣∣∣∣f0(t, x(t), x′(t),

∫ b

a

g(t, s, x(t), x′(s)) ds

)∣∣∣∣
≤ L+

1∑
j=0

Lj |x(j)(t)|+
1∑
j=0

Lj

∫ b

a

hj(t, s)|x(j)(s)| ds,

on [a, b] × C ′([a, b];R), where the positive constants L, Lj , and the functions∫ b
a
hj(t, s) ds satisfy a certain smallness condition.

Pachpatte in [13] studied nonlinear equations with the argument deviations

of the form

(1.5) u′′(t) = f0

(
t, u(t), u(τ1(t)),

∫ b

a

g(t, s, u(s), u(τ(s))) ds

)
,
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where the right-hand side does not contain the first derivative of u. By using

the Banach fixed point theorem, conditions for the unique solvability of prob-

lem (1.5), (1.31) in a specific set B of asymptotically exponential functions, under

the assumptions that the functions f0 and g satisfy the Lipschitz conditions and

the inequality∫ t

a

∣∣∣∣K(t, s)f0

(
s, 0, 0,

∫ b

a

g(s, ξ, 0, 0) dξ

)∣∣∣∣ ds ≤ P exp (Lt)

holds on [a, b], where the positive numbers P,L, satisfy to certain smallness

conditions and K(t, s) is the Green function of the problem u′′(t) = 0, u(a) =

u(b) = 0.

Morchalo in [11] and in his other studies imposes conditions on the partial

derivatives of the functions involved in equation (1.5) which give some kinds of

monotonicity of the functions f0 and g.

In this paper we established theorems, which in some sense complete and gen-

eralize the results of the works cited above as well as certain other known results.

We first describe some classes of unique solvability for linear problems (1.1),

(1.3i) i ∈ {1, 2} and find efficient sufficient conditions of unique solvability of the

mentioned problem. The conditions we obtain take into account the effect of ar-

gument deviations and they are in some sense optimal (see Remark 1.5). On the

basis of these results, by the a priori boundedness principle, we prove existence

and uniqueness theorems for nonlinear problems (1.2), (1.3i) when equation (1.2)

is close in some sense to linear integro-differential equations. As corollaries of

our main results, we obtain efficient sufficient conditions of solvability for the

equation

(1.6) u′′(t) = f0

(
t, u(t), u(τ1(t)), u′(τ2(t)),

∫ b

a

V (u)(t, s)u(τ(s)) ds

)
,

under boundary conditions (1.3i), where f0 : I×R4 → R is from the Carathéodo-

ry class, V : C ′(I,R)→ L∞(I×I,R) is a continuous operator and τ, τ1, τ2 : I→I

are measurable functions.

Our results allow also to obtain interesting efficient sufficient conditions of

unique solvability for a large class of the two point BVP for nth order linear

functional differential equations. As an example of such problems we consider

here (see Corollary 1.9) nth order linear functional differential equation with

argument deviation

(1.7) u(n)(t) = p2(t)u(τ(t)) + q(t),

under the boundary conditions

(1.8i) u(a) = c1, u(i−1)(b) = c2, u(j)(a) = cj+1 (j = 2, . . . , n− 1),
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where n ≥ 3, c1, . . . , cn ∈ R, p2 ∈ L∞(I,R) and τ : I → I is a measurable

function.

Throughout the paper, we use the following notations: R is the set of all real

numbers, R+ = [0,+∞[; C(I;R) is the Banach space of the continuous functions

u : I → R with the norm

‖u‖C = max{|u(t)| : t ∈ I};

C ′(I;R) is the Banach space of the functions u : I → R which are continuous

together with their first derivatives with the norm

‖u‖C′ = max{|u(t)|+ |u′(t)| : t ∈ I};

C̃ ′(I;R) is the set of the functions u : I → R which are absolutely continuous

together with their first derivatives; L(I;R) is the Banach space of the Lebesgue

integrable functions p : I → R with the norm

‖p‖L =

∫ b

a

|p(s)| ds;

L∞(I,R) is the space of the essentially bounded measurable functions p : I → R

with the norm

||p||∞ = ess sup{|p(t)| : t ∈ I};

L∞(I × I,R) is the set of such functions p : I × I → R, that for any fixed t ∈ I,

p(t, · ) ∈ L(I,R) and ∫ b

a

|p( · , s)| ds ∈ L∞(I,R).

Let i ∈ {1, 2}, then for arbitrary p0, p1 ∈ L∞(I, R), p ∈ L∞(I × I, R), and

measurable τ1, τ : I → I we will use the notations:

`i(p1, p, τ1, τ)

=
π

2i−1(b− a)

(∫ b

a

(
|p1(ξ)||τ1(ξ)− ξ|+

∫ b

a

|p(ξ, s)||τ(s)− ξ| ds
)
dξ

)1/2

,

`0(p0, p1, p)(t) = |p0(t)|+ |p1(t)|+
∫ b

a

|p(t, s)| ds.

Definition 1.1. Let i ∈ {1, 2}, σ ∈ {−1, 1} and τ1, τ : I → I be measur-

able functions. We will say that the vector-function (h0, h1, h) : I → R3, where

h0, h1 ∈ L∞(I,R+) and h ∈ L∞(I × I,R+) belong to the set Dσ,i
τ1,τ , if for an

arbitrary vector-function (p0, p1, p) : I → R3 with measurable components such

that

(1.9)
0 ≤ σpj(t) ≤ hj(t) (j = 0, 1) for t ∈ I,

0 ≤ σp(t, s) ≤ h(t, s) for (t, s) ∈ I2,
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the homogeneous problem

(1.10) v′′(t) = p0(t)v(t) + p1(t)v(τ1(t)) +

∫ b

a

p(t, s)v(τ(s)) ds,

(1.11i) v(a) = 0, v(i−1)(b) = 0,

has no nontrivial solution.

1.2. Linear problem.

Proposition 1.2. Let i ∈ {1, 2}, σ ∈ {−1, 1},

(1.12) h0, h1 ∈ L∞(I,R+), h ∈ L∞(I × I,R+),

and, for almost all t ∈ I, the inequality

(1.13)
1− σ

2
`0(h0, h1, h)(t) + `i(h1, h, τ1, τ)`

1/2
0 (h0, h1, h)(t) <

π2

4i−1(b− a)2

holds. Then

(1.14) (h0, h1, h) ∈ Dσ,i
τ1,τ .

Theorem 1.3. Let i ∈ {1, 2}, σ ∈ {−1, 1}, and

σp0, σp1 ∈ L∞(I,R+), σp ∈ L∞(I × I,R+).

Moreover, let for almost all t ∈ I the inequality

(1.15)
1− σ

2
`0(p0, p1, p)(t) + `i(p1, p, τ1, τ)`

1/2
0 (p0, p1, p)(t) <

π2

4i−1(b− a)2

holds. Then problem (1.1), (1.3i) is uniquely solvable.

Remark 1.4. When p0, p1, p are nonnegative functions, then 1− σ = 0 and

condition (1.15) in Theorem 1.3 becomes especially simple.

Remark 1.5. The condition (1.15) is optimal in the sense that for the one

term equation

(1.16) v′′(t) = p(t)v(t) for t ∈ [0, π/2i−1],

when p(t) ≤ 0, condition (1.15) transforms into the condition |p(t)| < 1, which

is optimal in the sense that if p ≡ −1, then sin t is a nonzero solution of prob-

lem (1.16), (1.11i).

Also, from condition (1.15) immediately follows the well known fact that if

p(t) ≥ 0, then problem (1.16), (1.11i) has only the zero solution.

When p0 ≡ p1 ≡ 0, i.e. when equation (1.1) is of the form

(1.17) u′′(t) =

∫ b

a

p(t, s)u(τ(s)) ds+ q(t),

from Theorem 1.3, it follows
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Corollary 1.6. Let i ∈ {1, 2}, σ ∈ {−1, 1}, and σp ∈ L∞(I × I,R+).

Moreover, let for almost all t ∈ I the inequality

(1.18)
1− σ

2

∫ b

a

p(t, s) ds+ `i(0, p, t, τ)

(∫ b

a

p(t, s) ds

)1/2

<
π2

4i−1(b− a)2

holds. Then problem (1.17), (1.3i) is uniquely solvable.

Remark 1.7. If in equation (1.17) the coefficient p is nonnegative then con-

dition (1.18) transforms into the condition∫ b

a

∫ b

a

p(ξ, s)|τ(s)− ξ| ds dξ
∫ b

a

p(t, s) ds <
π2

4i−1(b− a)2
.

Also for equation (1.7), when n = 2, from Theorem 1.3 we have:

Corollary 1.8. Let i ∈ {1, 2}, n = 2, and the function p2 ∈ L∞(I,R+) be

such that the condition∫ b

a

p2(s)|τ(s)− s| ds < π2

4i−1(b− a)2

holds. Then problem (1.7), (1.3i) is uniquely solvable.

Some interesting results for higher order functional differential equations also

follow from our main theorem:

Corollary 1.9. Let i ∈ {1, 2}, and the function p2 ∈ L∞(I,R+) be such

that for almost all t ∈ I the condition∫ b

a

∫ t

a

p2(s)|τ(s)− t| ds dt
∫ b

a

p2(s) ds ≤ π2[(n− 3)!]2

4i−1(b− a)2(n−2)

holds. Then problem (1.7), (1.8i) is uniquely solvable.

Remark 1.10. If in Corollaries 1.6 and 1.8 we assume that σpj = hj and

σp = h, then we get the conditions which guarantee inclusion (1.14).

1.3. Nonlinear problem. Now we shall consider results on the solvability

and the unique solvability of nonlinear problems (1.2), (1.3i) i ∈ {1, 2}. Firstly

we will introduce some definitions.

Definition 1.11. We say that F ∈K(C ′, L∞), if F : C ′(I,R)→L∞(I,R) is

a continuous operator and for an arbitrary r > 0

sup
{
|F (x)(t)| : ‖x‖C′ ≤ r, x ∈ C ′(I,R)

}
∈ L∞(I,R+).

Definition 1.12. Let i ∈ {1, 2}, σ ∈ {−1, 1}, τ1, τ : I → I be measurable

functions and the operators Vj : C ′(I,R)→ L∞(I,R) (j = 0, 1), V : C ′(I,R)→
L∞(I × I,R) be continuous. Then we say that

(V0, V1, V ) ∈ E(h0, h1, h,D
σ,i
τ1,τ ),
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if (h0, h1, h) ∈ Dσ,i
τ1,τ and for an arbitrary x ∈ C ′(I,R) the conditions

(1.19)
0 ≤ σVj(x)(t) ≤ hj(t) (j = 0, 1) for t ∈ I,

0 ≤ σV (x)(t, s) ≤ h(t, s) for (t, s) ∈ I2,

hold.

Throughout the paper it is assumed that

(1.20) L(x, u)(t) = V0(x)(t)u(t) + V1(x)(t)u(τ1(t)) +

∫ b

a

V (x)(t, s)u(τ(s)) ds,

and the function sgn is defined by the equality

sgnx =

 1 for x ≥ 0,

−1 for x < 0.

Theorem 1.13. Let i ∈ {1, 2}, the numbers σ ∈ {−1, 1}, r > 0 and the

operators (V0, V1, V ) ∈ E(h0, h1, h,D
σ,i
τ1,τ ), F ∈ K(C ′, L∞), be such that the

condition

(1.21) |F (x)(t)− L(x, x)(t)| ≤ η(t, ‖x‖C′) for t ∈ I, ‖x‖C′ ≥ r,

holds, where the function η : I × R+ → R+ is summable in the first argument,

nondecreasing in the second one and satisfies the condition

(1.22) lim
ρ→+∞

1

ρ

∫ b

a

η(s, ρ) ds = 0.

Then problem (1.2), (1.3i) has at least one solution.

Theorem 1.14. Let i ∈ {1, 2}, σ ∈ {−1, 1}, r > 0, F ∈ K(C ′, L∞),

(V0, V1, V ) ∈ E(h0, h1, h,D
σ,i
τ1,τ ), the operator Ṽ0 : C ′(I,R) → L∞(I,R) be con-

tinuous and almost everywhere on I the conditions

(1.23) 0 ≤ σ[F (x)(t)− L(x, x)(t)] sgnx(t) ≤
∣∣Ṽ0(x)(t)x(t)

∣∣+ η(t, ‖x‖C′)

for ‖x‖C′ ≥ r, and

(1.24) 0 ≤ σṼ0(x)(t) ≤ h0(t)− σV0(x)(t) for x ∈ C ′(I,R),

hold true, where the function η : I × R+ → R+ is summable in the first argu-

ment, nondecreasing in the second one and satisfies the condition (1.22). Then

problem (1.2), (1.3i) has at least one solution.

On the basis of Theorem 1.14 we can prove the next existence and the unique-

ness theorem

Theorem 1.15. Let i ∈ {1, 2}, σ ∈ {−1, 1}, F ∈ K(C ′, L∞), (V0, V1, V ) ∈
E(h0, h1, h,D

σ,i
τ1,τ ), operator Ṽ0 : C ′(I,R) → L∞(I,R) be continuous and the

conditions (1.24),

(1.25) 0 ≤ σ[F (x)(t)− F (y)(t)− L(z, z)(t)] sgn z(t) ≤
∣∣Ṽ0(z)(t)z(t)

∣∣
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for t ∈ I, x, y ∈ C ′(I,R), hold if z = x − y. Then problem (1.2), (1.3i) is

uniquely solvable.

From Theorem 1.13 the next corollary follows.

Corollary 1.16. Let i ∈ {1, 2}, σ ∈ {−1, 1}, the Caratheodory’s class

functions p0, p1 : I×R3→R and continuous operator V : C ′(I,R)→L∞(I×I,R)

be such, that almost everywhere on I the conditions:

(1.26)
0 ≤ σpj(t, x̃) ≤ hj(t) for x̃ ≡ (x1, x2, x3) ∈ R3,

0 ≤ σV (y)(t, s) ≤ h(t, s) for y ∈ C ′(I,R),

and

(1.27) |f0(t, x̃, x0)− p0(t, x̃)x1 − p1(t, x̃)x2 − x0| ≤ q
(
t,

2∑
j=0

|xj |
)

for (x̃, x0) ∈ R4, are satisfied, where (h0, h1, h) ∈ Dσ,i
τ1,τ , the function q : I×R+ →

R+ is summable in the first argument, nondecreasing in the second one and

equality

(1.28) lim
ρ→+∞

1

ρ

∫ b

a

q(s, ρ) ds = 0

holds. Then problem (1.6), (1.3i) has at least one solution.

In the same way we can get the corollaries concerning the solvability and

the unique solvability of problem (1.6), (1.3i), from the Theorems 1.14 and 1.15.

As an example let us consider the integro-differential equation

(1.29) u′′(t) =
|u′(τ2(t))|

1 + |u′(τ2(t))|
u(τ1(t))

+

∫ t

a

u(τ(s)) sin2(u′(t)u(s)) ds+ [u′(t)u(t)]α + 1,

where α ∈ [0, 1/2) and τ2, τ1, τ : I → I are measureble functions. Then if h1 ≡ 0,

and h0 ≡ h ≡ 1, we conclude from Corollary 1.16 and by Remark 1.7 that

problems (1.29), (1.3i) i ∈ {1, 2} are solvable if∫ b

a

(
|τ1(ξ)− ξ|+

∫ ξ

a

|τ(s)− ξ| ds
)
dξ <

π2

4i−1(b− a)2(1 + b− a)
.

The solvability of problems (1.29), (1.3i) does not follow from the previously

known results.

2. Auxiliary propositions

First we will introduce here the well known inequalities (see Theorems 256

and 257 in [7]).
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Lemma 2.1. Let i ∈ {1, 2}, z′ ∈ L2(I,R) and z(a) = 0, z(i−1)(b) = 0. Then

(2.1)

∫ b

a

z2(s) ds ≤ 4i−1(b− a)2

π2

∫ b

a

z′2(s) ds.

On the other hand if v′′ ∈ L∞(I,R) and v(a) = 0, v(i−1)(b) = 0, then by the

integration by parts and Schwarz inequality we get the estimate(∫ b

a

v′2(s) ds

)2

≤
∫ b

a

(v′′(s))2 ds

∫ b

a

v2(s) ds,

from which by (2.1) (with z = v) immediately follows that

(2.2i)

∫ b

a

v′2(s) ds ≤ 4i−1(b− a)2

π2

∫ b

a

(v′′(s))2 ds.

Lemma 2.2. Let i ∈ {1, 2} and all the conditions of Proposition 1.2, and

conditions (1.9) hold. Then problem (1.10), (1.11i) has only the trivial solution.

Proof. Assume, that problem (1.10), (1.11i) has a nontrivial solution v.

Due to (1.11i) it is clear that v′ 6≡ Const, and then there exist t∗, t
∗ ∈ I such

that t∗ < t∗ and v′(t∗)− v′(t∗) 6= 0. Therefore from (1.10) follows that

0 < |v′(t∗)− v′(t∗)| ≤
∫ b

a

∣∣∣∣ ∫ b

a

p(ξ, s)v(τ(s)) ds+ p1(ξ)v(τ1(ξ)) + p0(ξ)v(ξ)

∣∣∣∣ dξ.
Introducing the notation δ =

∫ b
a
δ0(ξ)dξ, where

δ0(ξ) = σ

(∫ b

a

p(ξ, s)v2(τ(s)) ds+ p1(ξ)v2(τ1(ξ)) + p0(ξ)v2(ξ)

)
,

due to the last inequality and (1.9), it is clear that

(2.3) δ > 0.

From (1.10) by (1.9), the Schwarz and the Cauchy–Schwarz inequalities we have

(2.4)

∫ b

a

(v′′(ξ))2 dξ ≤
∫ b

a

`0(h0, h1, h)(ξ)δ0(ξ) dξ.

Now, note that for δ we have the following representation

δ =σ

∫ b

a

v(ξ)

[ ∫ b

a

p(ξ, s)v(τ(s)) ds+ p1(ξ)v(τ1(ξ)) + p0(ξ)v(ξ)

]
dξ(2.5)

+

∫ b

a

|p1(ξ)|v(τ1(ξ))

(∫ τ1(ξ)

ξ

v′(η) dη

)
dξ

+

∫ b

a

∫ b

a

|p(ξ, s)|v(τ(s))

(∫ τ(s)

ξ

v′(η) dη

)
ds dξ.

In view of (1.10), (2.2i) and (2.4), by the integration by parts and in view of the

boundary conditions (1.11i) we obtain

σ

∫ b

a

v(ξ)

(∫ b

a

p(ξ, s)v(τ(s)) ds+ p1(ξ)v(τ1(ξ)) + p0(ξ)v(ξ)

)
dξ(2.6)
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=σ

∫ b

a

v(ξ)v′′(ξ) dξ

= − σ
∫ b

a

v′2(ξ) dξ ≤ 1− σ
2

4i−1(b− a)2

π2

∫ b

a

(v′′(ξ))2 dξ

≤ 1− σ
2

4i−1(b− a)2

π2

∫ b

a

`0(h0, h1, h)(ξ)δ0(ξ) dξ.

Also by the use of the Schwarz inequality, the Cauchy–Schwarz inequality and

inequalities (2.2i), (2.4) we get that∫ b

a

|p1(ξ)|v(τ1(ξ))

(∫ τ1(ξ)

ξ

v′(η)dη

)
dξ(2.7)

+

∫ b

a

∫ b

a

|p(ξ, s)|v(τ(s))

(∫ τ(s)

ξ

v′(η)dη

)
ds dξ

≤
(∫ b

a

|p1(ξ)v(τ1(ξ))| |τ1(ξ)− ξ|1/2 dξ

+

∫ b

a

∫ b

a

|p(ξ, s)v(τ(s))||τ(s)− ξ|1/2 ds dξ
)(∫ b

a

v′2(η) dη

)1/2

≤
[(∫ b

a

|p1(ξ)|v2(τ1(ξ))| dξ
∫ b

a

|p1(ξ)| |τ1(ξ)− ξ| dξ
)1/2

+

(∫ b

a

∫ b

a

|p(ξ, s)|v2(τ(s)) ds dξ

∫ b

a

∫ b

a

|p(ξ, s)||τ(s)− ξ| ds dξ
)1/2]

× 2i−1(b− a)

π

(∫ b

a

(v′′(η))2 dη

)1/2

≤
(∫ b

a

|p1(ξ)|v2(τ1(ξ))| dξ +

∫ b

a

∫ b

a

|p(ξ, s)|v2(τ(s)) ds dξ

)1/2

×
(∫ b

a

|p1(ξ)| |τ1(ξ)− ξ| dξ +

∫ b

a

∫ b

a

|p(ξ, s)||τ(s)− ξ| ds dξ
)1/2

× 2i−1(b− a)

π

(∫ b

a

`0(p0, p1, p)(ξ)δ0(ξ) dξ

)1/2

≤ 4i−1(b− a)2

π2

(
δ

∫ b

a

`0(p0, p1, p)(ξ)δ0(ξ) dξ

)1/2

`i(p1, p, τ1, τ).

Therefore from (2.3) and (2.5), by estimates (2.6), (2.7) and inequalities (1.9),

we get

(2.8) 0 < δ ≤ 4i−1(b− a)2

π2

[
1− σ

2

∫ b

a

`0(h0, h1, h)(ξ), δ0(ξ) dξ

+

(
δ

∫ b

a

`0(h0, h1, h)(ξ)δ0(ξ) dξ

)1/2

`i(h1, h, τ1, τ)

]
.
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Let now Mj = ‖hj‖∞, M3 =
∥∥ ∫ b

a
h(t, s) ds

∥∥
∞, and M = M0 + M1 + M3.

Consequently, due to condition (1.13), either

(2.9)

`0(h0, h1, h)(t) < M almost every on I, and

1− σ
2

M + `i(h1, h, τ1, τ)M1/2 =
π2

4i−1(b− a)2
,

or

(2.10)
1− σ

2
M + `i(h1, h, τ1, τ)M1/2 <

π2

4i−1(b− a)2
.

Let now condition (2.9) ((2.10)) be satisfied; then due to (2.8) we get

δ <
4i−1(b− a)2

π2

(
1− σ

2
M + `i(h1, h, τ1, τ)M1/2

)
δ = δ(

δ ≤ 4i−1(b− a)2

π2

(
1− σ

2
M + `i(h1, h, τ1, τ)M1/2

)
δ < δ

)
.

Thus in both cases we get that δ < δ. The obtained contradiction shows that v

is the trivial solution of problem (1.10), (1.11i). �

Lemma 2.3. Let i ∈ {1, 2}, σ ∈ {−1, 1}, τ1, τ : I → I be measurable functions

and (V0, V1, V ) ∈ E(h0, h1, h,D
σ,i
τ1,τ ). Then there exists such positive number ρ0,

that for an arbitrary x ∈ C ′(I,R), any solution u of the equation

(2.11) u′′(t) = L(x, u)(t) + q(t),

under boundary conditions (1.3i), where the operator L is defined by the equal-

ity (1.20), admits to the estimate

(2.12) ‖u‖C′ ≤ ρ0(|c1|+ |c2|+ ||q||L).

To prove this lemma, we need Lemma 2.4 below which follows from Lemma 1.1

of [8].

Lemma 2.4. Let y, yk ∈ L(I,R), v0, v0k ∈ L∞(I,R) (k = 1, 2, . . .),

lim
k→+∞

||v0k − v0||∞ = 0, lim sup
k→+∞

||yk||L < +∞,

and

lim
k→+∞

∫ t

a

yk(s) ds =

∫ t

a

y(s) ds uniformly on I.

Then

lim
k→+∞

∫ t

a

yk(s)v0k(s) ds =

∫ t

a

y(s)v0(s) ds for t ∈ I.

Proof of Lemma 2.3. Assume that the lemma is not true. Then, for an

arbitrary natural k, there exist operators

(2.13) (V0k, V1k, Vk) ∈ E(h0, h1, h,D
σ,i
τ1,τ ),
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and functions xk ∈ C ′(I,R), qk ∈ L∞(I,R) such that the problem

u′′k(t) =V0k(xk)(t)uk(t) + V1k(xk)(t)uk(τ1(t))

+

∫ b

a

Vk(xk)(t, s)uk(τ(s)) ds+ qk(t),

uk(a) = c1, u
(i−1)
k (b) = c2,

has such a solution uk that ‖uk‖C′ ≥ k(|c1|+ |c2|+ ‖qk‖L). If we suppose that

vk(t) = uk(t)/‖uk‖C′ , q0k(t) = qk(t)/‖uk‖C′ , c0k = (|c1|+ |c2|)/‖uk‖C′ then

(2.14) ‖vk‖C′ = 1, ‖q0k‖L ≤
1

k
, |vk(a)|+ |v(i−1)k (b)| = c0k ≤

1

k
,

and almost everywhere on I the equality

v′′k (t) = V0k(xk)(t)vk(t) + V1k(xk)(t)vk(τ1(t))(2.15)

+

∫ b

a

Vk(xk)(t, s)vk(τ(s)) ds+ q0k(t)

holds. Therefore according to conditions (1.19) and (2.14) we have

(2.16) |v′′k (t)| ≤ h0(t) + h1(t) +

∫ b

a

h(t, s) ds+ |q0k(t)| for t ∈ I.

In view of inequalities (2.14) and (2.16), the sequences (vk)+∞k=1 and (v′k)+∞k=1

are uniformly bounded and equicontinuous on I. By the Arzela–Ascoli lemma,

without loss of generality it can be assumed that these sequences are uniformly

convergent on I. Suppose v(t) = lim
k→+∞

vk(t) for t ∈ I and v ∈ C ′(I,R). Also

due to (2.14), conditions (1.11i) hold and

(2.17) lim
k→+∞

||vk − v||C′ = 0, ||v||C′ = 1.

Set Pjk(t) =
∫ t
a
Vjk(xk)(s) ds (j = 0, 1), Pk(t, s) =

∫ s
a
Vk(xk)(t, ξ) dξ, then from

(1.19) we get

(2.18)

Pjk(a) = 0, 0 ≤ σ(Pjk(t2)− Pjk(t1)) ≤
∫ t2

t1

hj(s) ds,

Pk(t, a) = 0, 0 ≤ σ(Pk(t, s2)− Pk(t, s1)) ≤
∫ s2

s1

h(t, s) ds,

for a ≤ t1 ≤ t2 ≤ b, a ≤ s1 ≤ s2 ≤ b, t ∈ I, and then the sequences (Pjk(t))+∞k=1

and for an arbitrary fixed t0 ∈ I sequence (Pk(t0, s))
+∞
k=1, are uniformly bounded

and equicontinuous on I. Then, by the Arzela–Ascoli lemma, without loss of

generality it can be assumed that these sequences uniformly converge. Therefore

if we denote the limits of these sequences by Pj(t) and P (t0, s) we get

(2.19) lim
k→+∞

Pjk(t) = Pj(t), lim
k→+∞

Pk(t0, s) = P (t0, s),
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uniformly on I and then, from (2.18), it follows that

(2.20)

0 ≤ σ(Pj(t2)− Pj(t1)) ≤
∫ t2

t1

hj(s) ds,

0 ≤ σ(P (t0, s2)− P (t0, s1)) ≤
∫ s2

s1

h(t0, s) ds.

Consequently the functions Pj and P (t0, · ) are absolutely continuous and there

exist the functions pj , p(t0, · ) ∈ L(I,R) such that

Pj(t) =

∫ t

a

pj(s) ds, P (t0, s) =

∫ s

a

p(t0, ξ) dξ,

and

(2.21) 0 ≤ σpj(t) ≤ h(t), 0 ≤ σp(t0, s) ≤ h(t0, s) for t, s ∈ I.

Then, due to (2.17), (2.19) and (2.21), by Lemma 2.4 with yk(s) = Vk(xk)(t, s),

y(s) = p(t0, s) and v0k(t) = vk(τ(t)), v0(t) = v(τ(t)), we get

(2.22) lim
k→+∞

∫ b

a

Vk(xk)(t, s)vk(τ(s)) ds =

∫ b

a

p(t, s)v(τ(s)) ds

for t ∈ I. Analogously, due to (2.17), (2.19) and (2.21), from Lemma 2.4, we get

that on I the following equalities hold

(2.23)

lim
k→+∞

∫ t

a

V0k(xk)(s)vk(s) ds =

∫ t

a

p0(s)v(s) ds,

lim
k→+∞

∫ t

a

V1k(xk)(s)vk(τ1(s)) ds =

∫ t

a

p1(s)v(τ1(s)) ds.

Therefore according to definition of the set E(h0, h1, h,D
σ,i
τ1,τ ) and conditions

(2.13), (2.14), the functions

gk(t) =

∫ b

a

Vk(xk)(t, s)vk(τ(s)) ds

are measurable and the inequality

|gk(t)| ≤
∫ b

a

h(t, s) ds

holds. Thus due to (2.22) the Lebesgue’s bounded convergence theorem implies

that the function

g(t) =

∫ b

a

p(t, s)v(τ(s)) ds

is integrable and the equality

(2.24) lim
k→+∞

∫ t

a

∫ b

a

[
Vk(xk)(ξ, s)vk(τ(s))− p(ξ, s)v(τ(s))

]
ds dξ = 0
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holds on I. If we integrate equation (2.15) from a to t and pass to the limit as

k → +∞, then due to conditions (2.14), (2.17), (2.23) and (2.24) we find that v

is a solution of problem (1.10), (1.11i). Let

p0(t) + p1(t) +

∫ b

a

p(t, s) ds ≡ 0,

then v′′ ≡ 0 and conditions (1.11i) yield v ≡ 0. If

p0(t) + p1(t) +

∫ b

a

p(t, s) ds 6≡ 0,

then conditions (2.21) and the inclusion (h0, h1, h) ∈ Dσ,i
I,τ implies that v ≡ 0.

Consequently in both of cases we get the contradiction with (2.17), which proves

our lemma. �

Remark 2.5. The meaning of Lemma 2.3 is that the operator L is consistent

(see Definition 1 in paper [9]) with boundary conditions (1.3i) if

(V0, V1, V ) ∈ E(h0, h1, h,D
σ,i
τ1,τ ).

Now, for an arbitrary x ∈ C ′(I,R), consider the linear problem

(2.25) v′′(t) = L(x, v)(t), v(a) = 0, v(i−1)(b) = 0,

where the operator L is defined by (1.20) and the lemma below which is the

modifications of Theorem 1 of paper [9].

Lemma 2.6. Let i ∈ {1, 2}, problem (2.25) has only the trivial solution for

arbitrary x ∈ C ′(I,R), and there exist a positive number ρ1 such, that for any

λ ∈ (0, 1) every solution of the problem

(2.26)
u′′(t) = L(u, u)(t) + λ[F (u)(t)− L(u, u)(t)],

u(a) = λc1, u(i−1)(b) = λc2,

satisfies the estimate

(2.27) ‖u(t)‖C′ ≤ ρ1.

Then problem (1.2), (1.3i) has at least one solution.

3. Proof of main results

Proof of Proposition 1.2. Follows from Lemma 2.2 and Definition 1.1.�

Proof of Theorem 1.3. In view of the well known fact that linear prob-

lem (1.1), (1.3i) has the Fredholm property, the proof immediately follows from

Proposition 1.2, with h(t, s) ≡ σp(t, s), hj(t) ≡ σpj(t) (j = 0, 1). �
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Proof of Corollary 1.9. By the integration by parts, we can rewrite

the homogeneous problem corresponding to the problem (1.7), (1.8i) as (1.10),

(1.11i) with p0 ≡ p1 ≡ 0,

p(t, s) =


(t− s)n−3

(n− 3)!
p2(s) for t ≥ s,

0 for t < s.

Therefore ∫ b

a

|p(t, s)| ds ≤ (b− a)n−3

(n− 3)!

∫ t

a

|p2(s)| ds,

and from Corollary 1.3 our corollary immediately follows. �

Proof of Theorem 1.13. Let ρ0 be a number defined in Lemma 2.3, then

due to condition (1.22) there exists the constant ρ1 > r such, that

(3.1) ρ0

(
b− a+ |c1|+ |c2|+

∫ b

a

η(s, ρ) ds

)
< ρ for ρ ≥ ρ1.

Let also λ ∈ (0, 1) be an arbitrary fixed number, u be a solution of problem (2.26),

and assume that ‖u‖C′ ≥ ρ1.

Now note that all the assumptions of Lemma 2.3 are fulfilled; due to condition

(1.21) we have the estimate

‖u‖C′ ≤ ρ0
(
|c1|+ |c2|+ λ

∫ b

a

|F (u)(s)− L(u, u)(s)| ds
)

< ρ0

(
|c1|+ |c2|+

∫ b

a

η(s, ‖u‖C′) ds

)
,

which, in view of our assumption, contradicts the inequality (3.1). Therefore

our assumption is invalid, inequality (2.27) holds and then, from Lemma 2.6,

the validity of our Theorem follows. �

Proof of Theorem 1.14. Let ρ0 be a number defined in Lemma 2.3, then

due to condition (1.22) there exists constant ρ1 > r, such that inequality (3.1)

holds. Let also λ ∈ (0, 1) be an arbitrary fixed number, u be a solution of

problem (2.26) and assume that ‖u‖C′ ≥ ρ1. Then, on account of condition

(1.24) and nonnegativity of the function η, function u is a solution of the equation

u′′(t) = L(u, u)(t) + λν(t)Ṽ0(u)(t)u(t) + η1(t, ‖u‖C′),

where

η1(t, ‖u‖C′) = λσν(t)(η(t, ‖u‖C′) + 1) sgnu(t)

and

ν(t) =
σ[F (u)(t)− L(u, u)(t)] sgnu(t)

|Ṽ0(u)(t)u(t)|+ η(t, ‖u‖C′) + 1
.
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Moreover, due to condition (1.23), the estimates

(3.2) 0 ≤ ν(t) ≤ 1,

and

(3.3) |η1(t, ‖u‖C′)| ≤ 1 + η(t, ‖u‖C′),

are true on I. Now note, that according to conditions (1.24) and (3.2), the

estimate

0 ≤ σ(V0(u)(t) + λν(t)Ṽ0(u)(t)) ≤ h0(t)

holds on I. Consequently, the inclusion

(3.4) (V0 + λνṼ0, V1, V ) ∈ E(h0, h1, h,D
σ,i
τ1,τ )

is valid and then, from Lemma 2.3, due to inequality (3.3), we get the estimate

‖u‖C′ ≤ ρ0
(
|c1|+ |c2|+

∫ b

a

[η(s, ‖u‖C′) + 1] ds

)
,

which contradicts with inequality (3.1). Therefore our assumption is invalid and

inequality (2.27) holds, from which due to Lemma 2.6 validity of our theorem

follows. �

Proof of Theorem 1.15. From conditions (1.25) it follows that all the

assumptions of Theorem 1.14 hold. Assume that v1, v2, are the solutions of

problem (1.2), (1.3i), and let v = v1 − v2. Consequently, conditions (1.11i) hold

and due to condition (1.25) we have

v′′(t) = L(v, v)(t) for t ∈ I0,

if I0 = {t ∈ I : v(t) = 0}. On the other hand condition (1.24) yields that v is

a solution of the equation

v′′(t) = L(v, v)(t) + µ(t)Ṽ0(v)(t)v(t) for t ∈ I \ I0,

where

µ(t) =
σ(F (v1)(t)− F (v2)(t)− L(v, v)(t)) sgn v(t)

|Ṽ0(v)(t)v(t)|
for t ∈ I \ I0.

Let now

ν(t) =

µ(t) for t ∈ I \ I0,
0 for t ∈ I0.

Then, according to (1.25), the estimate (3.2) holds on I and

(3.5) v′′(t) = L(v, v)(t) + ν(t)Ṽ0(v)(t)v(t) for t ∈ I.

Moreover, analogously as in the proof of Theorem 1.14, conditions (1.24) and (3.2)

yield the inclusion (3.4). Therefore all the assumptions of Lemma 2.3, with

c1 = c2 = 0, q ≡ 0 are fulfilled and then equality v ≡ 0 holds, which proves our

theorem. �
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Proof of Corollary 1.16. If we assume that

Vj(x)(t) = pj(t, x(t), x(τ1(t)), x′(τ2(t))),

F (x)(t) = f0

(
t, x(t), x(τ1(t)), x′(τ2(t)),

∫ b

a

V (x)(t, s)x(τ(s)) ds

)
,

and

η(t, ‖x‖C′) = q(t, (2 + δ)‖x‖C′),

where

δ =

∥∥∥∥ ∫ b

a

h(t, s) ds

∥∥∥∥
∞
,

then in view of conditions (1.26)–(1.28) it is clear, that all the assumptions

of Theorem 1.13 hold, from which the validity of our corollary immediately

follows. �
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[9] I.T. Kiguradze and B. Půža, On boundary value problems for functional differential

equations, Mem. Differ. Equ. Math. Phys. 12 (1997), 106–113.

[10] E. Liz and J.J. Nieto, Boundary value problems for second order integro-differential

equations of Fredholm type, J. Comput. Appl. Math. 72 (1996), 215–225.

[11] J. Morchalo, On Two-point Boundary Value Problems for Integro-differential Equations

of second order, Fasc. Math. 9 (1975), 51–56.

[12] S. Mukhigulashvili, N. Partsvania and B. Půza, On a periodic problem for higher-
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Faculty of Business and Management

Brno University of Technology

Kolejni 2906/4
612 00 Brno, CZECH REPUBLIC

E-mail address: novotna@fbm.vutbr.cz

TMNA : Volume 54 – 2019 – No 2A


