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FINITE-TIME BLOW-UP

IN A QUASILINEAR CHEMOTAXIS SYSTEM

WITH AN EXTERNAL SIGNAL CONSUMPTION

Pan Zheng — Chunlai Mu — Xuegang Hu — Liangchen Wang

Abstract. This paper deals with a quasilinear chemotaxis system with an

external signal consumption{
ut = ∇ · (ϕ(u)∇u)−∇ · (u∇v), (x, t) ∈ Ω× (0,∞),

0 = ∆v + u− g(x), (x, t) ∈ Ω× (0,∞),

under homogeneous Neumann boundary conditions in a ball Ω ⊂ Rn, where

ϕ(u) is a nonlinear diffusion function and g(x) is an external signal con-

sumption. Under suitable assumptions on the functions ϕ and g, it is
proved that there exists initial data such that the solution of the above

system blows up in finite time.
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1. Introduction

In this paper, we consider the following quasilinear chemotaxis system with

an external signal consumption under homogeneous Neumann boundary condi-

tions

(1.1)



ut = ∇ · (ϕ(u)∇u)−∇ · (u∇v), (x, t) ∈ Ω× (0,∞),

0 = ∆v + u− g(x), (x, t) ∈ Ω× (0,∞),

∂u

∂ν
=
∂v

∂ν
= 0, (x, t) ∈ ∂Ω× (0,∞),

u(x, 0) = u0(x), x ∈ Ω,

where Ω ⊂ Rn (n ≥ 1) is a ball, ∂/∂ν denotes the differentiation with respect to

the outward normal derivative on ∂Ω, and u = u(x, t) and v = v(x, t) denotes the

density of cells and the concentration of signal, respectively. Moreover, the initial

data u0 is a given nonnegative radially symmetric function, ϕ(u) is a nonlinear

diffusion function and g(x) is an external signal consumption.

Chemotaxis is the directed movement of cells as a response to gradients of the

concentration of the chemical signal substance in their environment. The biased

movement is referred to as chemoattraction if the cells move toward the increasing

signal concentration, while it is called chemorepulsion whenever the cells move

away from the increasing signal concentration. The origin of chemotaxis model

was introduced by Keller and Segel [20] and we refer the readers to the surveys [2],

[12], [15], [16] where a comprehensive information of further examples illustrating

the outstanding biological relevance of chemotaxis can be found. The general

structure of chemotaxis models in [12] is as follows

(1.2)

ut = ∇ · (k1(u, v)∇u− k2(u, v)u∇v) + k3(u, v), (x, t) ∈ Ω× (0,∞),

vt = ∆v + k4(u, v)− k5(u, v)v, (x, t) ∈ Ω× (0,∞),

where u = u(x, t) denotes the cell (or organism) density and v = v(x, t) describes

the concentration of chemical signals. The cell dynamics derive from population

kinetics and movement, the latter comprising a diffusive flux modelling undi-

rected (random) cell migration and an advective flux with velocity dependent

on the gradient of the signal, modelling the contribution of chemotaxis. k1(u, v)

describes the diffusivity of cells (sometimes also called motility), while k2(u, v) is

the chemotactic sensitivity, both functions may depend on the levels of u and v.

k3(u, v) describes cell growth and death while the functions k4(u, v) and k5(u, v)

are kinetic functions that describes production and degradation of the chemical

signal, respectively.

In recent years, global existence and finite-time blow-up for special cases of

the chemotaxis model (1.2) have been studied extensively by many authors (see

[5], [7]–[9], [13]–[18], [21], [23]–[26], [36]–[40], [44], [46], [47] and the references
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therein). In particular, if chemicals diffuse much faster than cells move (see [19]),

model (1.2) can be reduced to the following simplified parabolic–elliptic model

(1.3)



ut = ∇ · (ϕ(u)∇u)−∇ · (ψ(u)∇v) + f(u), (x, t) ∈ Ω× (0,∞),

0 = ∆v − v + u, (x, t) ∈ Ω× (0,∞),

∂u

∂ν
=
∂v

∂ν
= 0, (x, t) ∈ ∂Ω× (0,∞),

u(x, 0) = u0(x), x ∈ Ω,

where f(u) ≤ a− buk with a ≥ 0, b > 0, k > 1 and Ω ⊂ Rn (n ≥ 1) is a bounded

domain with smooth boundary ∂Ω. For the special case ϕ(u) = 1, ψ(u) = χu

and k = 2 in (1.3), Tello and Winkler [27] proved that the solutions to (1.3) are

global and bounded provided that either n ≤ 2, or n ≥ 3 and b > (n− 2)χ/n with

χ > 0. Moreover, for any n ≥ 1 and b > 0, the existence of global weak solution

was shown under some additional conditions. Furthermore, if k > 2 − 1/n

in (1.3), some global very weak solutions of semilinear parabolic–elliptic model

were constructed by Winkler [41]. When ψ(u) = χu, ϕ(u) ≥ c(u + 1)p with

p ∈ R, k = 2 and b > (1 − 2/(n(1− p)+))χ with χ > 0 in (1.3), Cao and

Zheng [6] proved that system (1.3) has a unique global classical solution, which

is uniformly bounded. Wang et al. [30] investigated the global boundedness and

asymptotic behavior of solutions for (1.3) with the special case ψ(u) = χu and

ϕ(u) ≥ Cϕum−1 (m ≥ 1) under other additional technical conditions, but didn’t

obtain the blow-up condition. When the second equation in (1.3) is replaced by

0 = ∆v−m(t)+u, where m(t) = (1/|Ω|)
∫

Ω
u(x, t) dx denotes the time-dependent

spatial mean of the cell density u.

In the absence of the logistic source (i.e. f(u) = 0) for (1.3), by the mass

conservation, it is easy to see that m(t) = (1/|Ω|)
∫

Ω
u0(x) dx := M . For the

special case ψ(u) = u in (1.3), Cieślak and Winkler [10] proved that if ϕ(u) ≥
c(1 + u)−p for all u ≥ 0 holds with some c > 0 and p < 2/n − 1, all solutions

are global and bounded; whereas if ϕ(u) ≤ c(1 + u)−p for all u ≥ 0 holds with

some c > 0 and p > 2/n − 1 and Ω ⊂ Rn is a ball, then the radially symmetric

solution blows up in finite time.

Similarly, assume that ϕ(u) ∼= u−p and ψ(u) ∼= uq as u ∼=∞ with some p ≥ 0

and q ∈ R, Winkler and Djie [42] proved that all solutions of (1.3) are global

and bounded if p + q < 2/n; while if p + q > 2/n with q > 0 and Ω ⊂ Rn is

a ball, then the corresponding radial solution blows up in finite time. Moreover,

the density of cells is assumed to be a priori bounded by the threshold which is

considered by many authors [23], [31]–[34], [43]. For example, let ψ(u) = uh(u),

in [33], [34], Wang et al. proved that if h(u)/ϕ(u) ≥ c(1 − u)p with p ∈ (0, 1)

and c > 0 is sufficiently large, the solutions attain the value u = 1 either in finite

or infinite time, while if ϕ(u) ≥ c(1− u)−p and h(u) ≤ c(1− u)q with c > 0 and
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p+q > 1, the corresponding solutions are bounded away from the threshold value

u = 1 uniformly for any t > 0. T o the best of our knowledge, when ϕ(u) ≡ 1,

ψ(u) ≡ χu in (1.3), the only result obtained by Winkler in [35] for (1.3) with

logistic source f(u) is the finite-time blow-up in the higher-dimensional case

under some additional conditions. Moreover, Zheng et al. [45] studied the global

boundedness and blow-up of solutions for (1.3).

Recently, the chemotaxis models with an external production of chemoat-

tractant are also considered as follows

(1.4)


ut = ∆u−∇ · (u∇v), (x, t) ∈ Rn × (0,∞),

0 = ∆v + u+ f(x), (x, t) ∈ Rn × (0,∞),

u(x, 0) = u0(x), x ∈ Rn,

where f(x) is an external signal production. External signal productions are mo-

tivated by the fact that in biological experiments artificial gradients of chemoat-

tractants are introduced to observe the migration of cells (see [29]). Going fur-

ther than just observing the response to external stimulants one could ask if

and how a population of cells can be influenced in a desired way through these

external signal, which could in particular be interesting for tumor treatment.

Mathematically this would translate to an optimal control problem which, af-

ter a given time, nets a desired distribution of cells through adjustment of the

external signals.

Since the occurrence of self-organizing patterns is closely linked to blow-

up solutions, the first step before thinking of an appropriate optimal control

formulation, is to verify for what class of external signal production functions

blow-up may occur. When n = 2 and f(x) = f0δ(x) is a Dirac-distributed signal

production, Tello and Winkler [28] proved that there exists a new critical mass

phenomenon in system (1.4). It is shown that whenever f0 > 0 and u0 6≡ 0,

a measure-valued global weak solution can be constructed which blows up at

x = 0 immediately. Moreover, if the total mass of cells M :=
∫
R2 u0(x) dx

is smaller than 8π − 2f0, then the solution satisfies u(x, t) ≤ C(τ)|x|−f0/(2π)

for t > τ > 0 and |x| < 1 and hence doesn’t blow up in Lploc(R2) for any

1 ≤ p < 4π/f0.

On the other hand, if M > 8π − 2f0, then the mass will asymptotically

completely concentrate at the origin, that is, u( · , t) converges to Mδ as t→∞ in

the sense of Radon measures. In higher dimensional radially symmetric setting,

Black [4] proved that the generalized global measure-valued solutions of (1.4)

blow up immediately for prototypical signal production functions f satisfying

f(x) :=

f0|x|−α if |x| ≤ R− ρ,

0 if |x| ≥ R+ ρ,
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and smooth with some 1 > R > 0, n > α > 2, ρ ∈ (0, R/2) and f0 > 2n(n− 2)

·(n− α)/α. Moreover, Black [3] studied the global boundedness of solutions for

a fully parabolic chemotaxis system with external signal production. However,

to the best of our knowledge, as for the external signal consumption, there are

no any results about finite-time blow-up for chemotaxis system (1.1).

Motivated by the above works, the main purpose of the present paper is

concerned with the interplay of the nonlinear diffusion ϕ(u) and external signal

consumption g(x) for system (1.1). Throughout this paper, assume that the

function ϕ ∈ C2([0,∞)) satisfies

(1.5) 0 < ϕ(s) ≤ c1s−p with c1 > 0 and p ∈ R for all s > 0

and the external signal consumption function

(1.6) g(x) := g(|x|) = g0|x|κ with constant g0 > 0 and κ ∈ R+

fulfills

(1.7)

∫
Ω

g(x) dx =

∫
Ω

u0(x) dx.

Our main result in this paper is stated as follows.

Theorem 1.1. Let Ω ⊂ Rn, n ≥ 3 be a ball centered at the origin. Assume

that ϕ ∈ C2([0,∞)) satisfies (1.5) with 4/n − 1 < p < 1/2 and g satisfies

(1.6) and (1.7) with κ ≥ −2/(2− p). Then, for all m0 > 0 and each T0 > 0,

there exists radially symmetric positive nonincreasing initial data u0 ∈ C∞(Ω)

satisfying (1/|Ω|)
∫

Ω
u0(x) dx = m0 such that system (1.1) possesses a classical

solution (u, v) in Ω× (0, T ) for some T ∈ (0, T0), which satisfies

lim
t↗T
||u( · , t)||L∞(Ω) =∞.

Remark 1.2. It follows from Theorem (1.1) that under the effect of nonlinear

diffusion ϕ and external signal consumption g, we can extend the blow-up result

in [35] under the space dimension n ≥ 5 into the physical domain n ≥ 3 without

logistic growth restriction.

Remark 1.3. When g(x)≡M for some positive constantM=(1/|Ω|)
∫

Ω
u0 dx

in (1.1), Cieślak and Winkler [10] derived finite-time blow-up of solutions pro-

vided p > 2/n− 1. For the general external signal consumption g(x), this paper

asserts a finite-time blow-up in the interplay of the nonlinear diffusion ϕ(u) and

external signal consumption g(x). However, for the cases 2/n− 1 < p ≤ 4/n− 1

or p ≥ 1/2, we have to leave an open problem here whether there exists a blow-up

solution to (1.1).

This paper is organized as follows. In Section 2, we shall give some useful

preliminaries and show the local-in-time existence of classical solution to sys-

tem (1.1). In Section 3, we prove that the radially symmetric solutions blow up
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in finite time under suitable conditions. Let us emphasize that several calcula-

tions are similar to that done by Winkler in [35].

2. Preliminary lemmas

We first state a result concerning local-in-time existence of classical solutions

to system (1.1).

Lemma 2.1. Let Ω ⊂ Rn (n ≥ 1) be a bounded domain with smooth bound-

ary. Assume that the function ϕ ∈ C2([0,∞)) satisfies (1.5) and g fulfills (1.6)

and (1.7). Suppose that the nonnegative initial function u0 ∈ C1(Ω) satisfies

m0 =
1

|Ω|

∫
Ω

u0 dx

for positive constant m0. Then there exist a maximal existence time Tmax ∈
(0,∞] and a pair function

u ∈ C0
(
Ω× [0, Tmax)

)
∩ C2,1(Ω× (0, Tmax)) and v ∈ C0((0, Tmax);C2(Ω))

such that (u, v) is a classical solution of system (1.1) in Ω×(0, Tmax). Moreover,

we have the mass conservation that∫
Ω

u dx =

∫
Ω

u0 dx for all t > 0.

Finally, if Tmax < +∞, then limt↗Tmax
sup ||u( · , t)||L∞(Ω) =∞.

Proof. The local-in-time existence of classical solutions to system (1.1) is

well-established by a fixed point theorem in the context of Keller-Segel-type

chemotaxis systems. For the details, we refer the reader to [3], [4], [28]. �

Next, we give an elementary lemma of Gronwall’s type, which will be used

in the proof of finite-time blow-up for (1.1).

Lemma 2.2 (Lemma 2.4 in [35]). Let % > 0, δ > 0 and γ > 0, and suppose

that for some T > 0, ξ ∈ C0([0, T ]) is a nonnegative function and satisfies

ξ(t) ≥ %+ δ

∫ t

0

ξ1+γ(τ) dτ for all t ∈ (0, T ).

Then we have T ≤ 1/(γδ%γ).

3. Finite-time blow-up

In this section, we show that the radially symmetric solutions blow up in finite

time under suitable conditions. We set Ω = BR(0) with some R > 0 and assume

that the initial function u0 = u0(r) ∈ C1(Ω) is a positive, nonincreasing and
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radially symmetric. In the radial framework, system (1.1) can be transformed

into the following form

(3.1)


ut = r1−n(rn−1ϕ(u)ur)r − r1−n(rn−1uvr)r, (r, t) ∈ (0, R)× (0,∞),

0 = r1−n(rn−1vr)r + u− g(r), (r, t) ∈ (0, R)× (0,∞),

ur = vr = 0, r = R, t ∈ (0,∞),

u(r, 0) = u0(r), r ∈ (0, R).

By Lemma 2.1, there exists a classical solution (u, v) up to a maximal exis-

tence time Tmax ∈ (0,∞], where (u, v) is also radially symmetric because of the

uniqueness result. Without any danger of confusion, we shall write u = u(r, t)

and v = v(r, t) with r = |x| ∈ [0, R].

According to the ideas in [10], [19], [35], [42], we introduce

(3.2) w(s, t) :=

∫ s1/n

0

ρn−1u(ρ, t) dρ, s = rn ∈ [0, Rn], t ∈ [0, Tmax),

then

(3.3) ws(s, t) =
1

n
u
(
s1/n, t

)
and wss =

1

n2
s1/n−1ur

(
s1/n, t

)
.

Moreover, it follows from (1.6) and (3.1) that

wt(s, t) =

∫ s1/n

0

ρn−1ut(ρ, t) dρ(3.4)

=

∫ s1/n

0

(
ρn−1ϕ(u)uρ

)
ρ
dρ−

∫ s1/n

0

(ρn−1uvρ)ρ dρ

= s1−1/nϕ
(
u
(
s1/n, t

))
ur
(
s1/n, t

)
− s1−1/nu

(
s1/n, t

)
vr
(
s1/n, t

)
= s1−1/nϕ

(
u
(
s1/n, t))ur

(
s1/n, t

)
+ u
(
s1/n, t

) ∫ s1/n

0

ρn−1(u(ρ, t)− g(ρ) )dρ

= s1−1/nϕ
(
u
(
s1/n, t

))
ur
(
s1/n, t

)
− g0s

(n+κ)/n

n+ κ
u
(
s1/n, t

)
+ u
(
s1/n, t

) ∫ s1/n

0

ρn−1u(ρ, t) dρ.

Collecting (3.2)–(3.4), we obtain that w satisfies, for s ∈ (0, Rn), t ∈ (0, Tmax),

the following scalar parabolic equation

wt = n2s2−2/nϕ(nws)wss + nwws −
ng0

n+ κ
s(n+κ)/nws.
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Hence, we deduce from (1.5) that the function w(s, t) solves the following problem

(3.5)



wt ≥ c1n2−ps2−2/n(ws)
−pwss + nwws −

ng0s
(n+κ)/n

n+ κ
ws,

s ∈ (0, Rn), t ∈ (0, Tmax),

w(0, t) = 0,

w(Rn, t) =

∫ R

0

ρn−1u(ρ, t) dρ

=
1

|Sn−1|

∫
BR(0)

u(x, t) dx, t ∈ (0, Tmax),

w(s, 0) = w0(s), s ∈ (0, Rn),

with |Sn−1| representing the surface area of the unit sphere in n dimensions,

where

(3.6) w0(s) =

∫ s1/n

0

ρn−1u0(ρ) dρ for s ∈ [0, Rn].

Due to the fact that the initial data u0 is positive, it follows from the strong

maximum principle that u > 0 in Ω× (0, Tmax). Thus, we infer from (3.3) that

ws > 0 in Ω × (0, Tmax). In particular, in view of the boundary condition at

s = Rn, we have the following estimate

w(s, t) ≤ 1

|Sn−1|

∫
BR(0)

u(x, t) dx for all s ∈ [0, Rn], t ∈ [0, Tmax).

According to the method used in [35], we shall focus on the time evolution of the

functional
∫ Rn

0
s−αwβ ds for suitable α > 1 and β < 1, which will be determined

later. To do this, we need the following lemmas, which still require much milder

assumptions than needed for the proof of our main results.

Lemma 3.1. Let 2/n − 1 < p < 1 and suppose that Ω = BR(0) ⊂ Rn with

some R > 0 and n ≥ 2. Then for all α > 0 and β ∈ (0, 1), the function w defined

by (3.2) satisfies the following estimate

1

β

∫ Rn

0

s−αwβ ds(3.7)

+
2c1

1− p
n1−p(n− 1)

∫ t

0

∫ Rn

0

s1−2/n−αwβ−1(ws)
1−p ds dτ

+
ng0

n+ κ

∫ t

0

∫ Rn

0

s1+κ/n−αwβ−1ws ds dτ

≥ 1

β

∫ Rn

0

s−αwβ0 (s) ds

+
c1(1− β)

1− p
n2−p

∫ t

0

∫ Rn

0

s2−2/n−αwβ−2(ws)
2−p ds dτ
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+
n

2

∫ t

0

∫ Rn

0

s−αwβws ds dτ +
nα

2(β + 1)

∫ t

0

∫ Rn

0

s−α−1wβ+1 ds dτ

for all t ∈ (0, Tmax), where w0(s) is defined by (3.6).

Proof. Multiplying (3.5) by (s+ ε)−αwβ−1 (ε > 0 is an arbitrary constant)

and integrating over (0, Rn) with regard to s, we have

1

β

d

dt

∫ Rn

0

(s+ ε)−αwβ ds(3.8)

≥ c1n2−p
∫ Rn

0

s2−2/n(s+ ε)−αwβ−1(ws)
−pwss ds

+ n

∫ Rn

0

(s+ ε)−αwβws ds

− ng0

n+ κ

∫ Rn

0

s1+κ/n(s+ ε)−αwβ−1ws ds =: I1 + I2 + I3

for all t ∈ (0, Tmax). Integrating by parts, we obtain

I1 = c1n
2−p

∫ Rn

0

s2−2/n(s+ ε)−αwβ−1(ws)
−pwss ds(3.9)

=
c1

1− p
n2−p

∫ Rn

0

s2−2/n(s+ ε)−αwβ−1((ws)
1−p)s ds

=
c1

1− p
n2−ps2−2/n(s+ ε)−αwβ−1(ws)

1−p|R
n

0

− c1
1− p

n2−p
∫ Rn

0

d

ds

[
s2−2/n(s+ ε)−αwβ−1

]
(ws)

1−p ds.

By the strong maximum principle, we have u > 0 in Ω×(0, Tmax), thus it follows

that ws(s, t) = u(s1/n, t)/n is positive for s ∈ [0, Rn] and t ∈ (0, Tmax). In

particular, this implies that for all t ∈ (0, Tmax), we can find c1(t) > 0 such that

w(s, t) ≥ c1(t)s for all s ∈ [0, Rn]. Since ws(s, t) is bounded in L∞((0, Rn)) for

any fixed t ∈ (0, Tmax), we derive

(3.10) s2−2/nwβ−1(s, t)(ws)
1−p(s, t) ≤

||ws( · , t)||1−pL∞((0,Rn))

c1−β1 (t)
sβ+1−2/n → 0

as s → 0, due to the fact that β + 1 − 2/n > 1 − 2/n ≥ 0 and n ≥ 2. By

2/n− 1 < p < 1 and the positivity of ws, we deduce from (3.10) that

(3.11)
c1

1− p
n2−ps2−2/n(s+ ε)−αwβ−1(ws)

1−p
∣∣∣∣Rn

0

≥ 0.
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Since ∫ Rn

0

d

ds

[
s2−2/n(s+ ε)−αwβ−1

]
(ws)

1−p ds(3.12)

= (β − 1)

∫ Rn

0

s2−2/n(s+ ε)−αwβ−2(ws)
2−p ds

+

∫ Rn

0

[(
2− 2

n

)
s1−2/n(s+ ε)−α

− αs2−2/n(s+ ε)−α−1

]
wβ−1(ws)

1−p ds

≤ (β − 1)

∫ Rn

0

s2−2/n(s+ ε)−αwβ−2(ws)
2−p ds

+

(
2− 2

n

)∫ Rn

0

s1−2/n(s+ ε)−αwβ−1(ws)
1−p ds,

it follows from (3.9) and (3.11) that, for all t ∈ (0, Tmax),

I1 ≥
c1(1− β)

1− p
n2−p

∫ Rn

0

s2−2/n(s+ ε)−αwβ−2(ws)
2−p ds(3.13)

− 2c1
1− p

n1−p(n− 1)

∫ Rn

0

s1−2/n(s+ ε)−αwβ−1(ws)
1−p ds.

As for I2, we split I2 = I2/2 + I2/2 and integrate by parts to obtain

I2

2
=

n

2(β + 1)

∫ Rn

0

(s+ ε)−α
(
wβ+1

)
s
ds(3.14)

=
n

2(β + 1)
(s+ ε)−αwβ+1

∣∣∣∣Rn

0

+
nα

2(β + 1)

∫ Rn

0

(s+ ε)−α−1wβ+1 ds.

According to the fact that w(0, t) = 0 for all t ∈ (0, Tmax), it is easy to see that

for all t ∈ (0, Tmax) we have

(3.15)
n

2(β + 1)
(s+ ε)−αwβ+1

∣∣Rn

0
≥ 0.

Inserting (3.15) into (3.14), we derive

(3.16)
I2

2
≥ nα

2(β + 1)

∫ Rn

0

(s+ ε)−α−1wβ+1 ds.

Therefore, integrating over (0, t), it follows from (3.8), (3.13) and (3.16) that

1

β

∫ Rn

0

(s+ ε)−αwβ ds+
ng0

n+ κ

∫ t

0

∫ Rn

0

s1+κ/n(s+ ε)−αwβ−1ws ds dτ(3.17)

+
2c1

1− p
n1−p(n− 1)

∫ t

0

∫ Rn

0

s1−2/n(s+ ε)−αwβ−1(ws)
1−p ds dτ
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≥ 1

β

∫ Rn

0

(s+ ε)−αwβ0 (s) ds

+
c1(1− β)

1− p
n2−p

∫ t

0

∫ Rn

0

s2−2/n(s+ ε)−αwβ−2(ws)
2−p ds dτ

+
n

2

∫ t

0

∫ Rn

0

(s+ ε)−αwβws ds dτ

+
nα

2(β + 1)

∫ t

0

∫ Rn

0

(s+ ε)−α−1wβ+1 ds dτ.

Taking ε↘ 0 in (3.17) and applying the monotone convergence theorem, we can

obtain the desired estimate (3.7). The proof of Lemma 3.1 is complete. �

With the above statement, it follows from Lemma 3.1 that we can proceed

to derive a favorable integral inequality for
∫ Rn

0
s−αwβ(s, t) ds for suitable α > 1

and β < 1.

Lemma 3.2. Let n ≥ 3, κ ≥ −2/(2− p) and 4/n − 1 < p < 1/2. Suppose

that u0 = u0(r) is positive in Ω = BR(0) ⊂ Rn such that (1/|Ω|)
∫

Ω
u0 dx = m0

for some positive constant m0. Then there exist α > 1, β ∈ (0, 1), δ > 0 and

C > 0 such that w defined by (3.2) satisfying the following estimate∫ Rn

0

s−αwβ(s, t) ds ≥
∫ Rn

0

s−αwβ0 (s) ds(3.18)

+ δ

∫ t

0

(∫ Rn

0

s−αwβ(s, τ) ds

)(β+1)/β

dτ − Ct,

for all t ∈ (0, Tmax), where w0 is given by (3.6).

Proof. According to the conditions that n ≥ 3 and p ∈ (4/n − 1, 1/2), we

can fix α ∈ (1, (2 + 2p− 4/n)/(1 + p)), which ensures that 2/n+(1+p)(α−1) <

1 + p− 2/n. Hence, we can finally choose β ∈ (0, 1) satisfying

(3.19) β > max

{
2/n+ (1 + p)(α− 1)

1 + p− 2/n
, p

}
.

We now suppose that u0 = u0(r) is positive with (1/|Ω|)
∫

Ω
u0 dx = m0, and

let w and w0 be defined by (3.2) and (3.6), respectively. Then it follows from

Lemma 3.1 that

1

β

∫ Rn

0

s−αwβ ds(3.20)

≥ 1

β

∫ Rn

0

s−αwβ0 (s) ds+ C1

∫ t

0

∫ Rn

0

s2−2/n−αwβ−2(ws)
2−p ds dτ

+ C1

∫ t

0

∫ Rn

0

s−αwβws ds dτ + C1

∫ t

0

∫ Rn

0

s−α−1wβ+1 ds dτ
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− 2c1
1− p

n1−p(n− 1)

∫ t

0

∫ Rn

0

s1−2/n−αwβ−1(ws)
1−p ds dτ

− ng0

n+ κ

∫ t

0

∫ Rn

0

s1+κ/n−αwβ−1ws ds dτ

=: J1 + J2 + J3 + J4 − J5 − J6

for all t ∈ (0, Tmax), where

C1 = min

{
c1(1− β)

1− p
n2−p,

n

2
,

nα

2(β + 1)

}
.

By Young’s inequality, there exists C2 > 0 such that

(3.21) J5 ≤
C1

2

∫ t

0

∫ Rn

0

s2−2/n−αwβ−2(ws)
2−p ds dτ

+ C2

∫ t

0

∫ Rn

0

s−2/n−α+pwβ−p ds dτ.

We deduce from Young’s inequality again that

(3.22) C2

∫ t

0

∫ Rn

0

s−2/n−α+pwβ−p ds dτ ≤ C1

3

∫ t

0

∫ Rn

0

s−α−1wβ+1 ds dτ

+ C3

∫ t

0

∫ Rn

0

s(−2/n−(1+p)α+(1+p−2/n)β)/(1+p) ds dτ,

where C3 > 0. According to the first restriction contained in (3.19), it is easy to

see that (−2/n− (1 + p)α+ (1 + p− 2/n)β)/(1 + p) > −1. Thus, we have

(3.23) C3

∫ t

0

∫ Rn

0

s(−2/n−(1+p)α+(1+p−2/n)β)/(1+p) ds dτ

=
C3(1 + p)Rn·(−2/n−(1+p)(α−1)+(1+p−2/n)β)/(1+p)

−2/n− (1 + p)(α− 1) + (1 + p− 2/n)β
t := C4t.

Combining (3.21)–(3.23), we obtain

(3.24) J5 ≤
1

2
J2 +

1

3
J4 + C4t for all t ∈ (0, Tmax).

Next, we estimate J6. By applying Young’s inequality twice as before, we can

find C5 > 0 and C6 > 0 satisfying

J6 =
ng0

n+ κ

∫ t

0

∫ Rn

0

s1+κ/n−αwβ−1ws ds dτ(3.25)

≤ C1

2

∫ t

0

∫ Rn

0

s2−2/n−αwβ−2(ws)
2−p ds dτ

+ C5

∫ t

0

∫ Rn

0

s(((2−p)κ+2)/n−α+p(α−1))/(1−p)w(β(1−p)+p)/(1−p) ds dτ

≤ C1

2

∫ t

0

∫ Rn

0

s2−2/n−αwβ−2(ws)
2−p ds dτ



Finite-Time Blow-Up in a Quasilinear Chemotaxis System 37

+
C1

3

∫ t

0

∫ Rn

0

s−α−1wβ+1 ds dτ

+ C6

∫ t

0

∫ Rn

0

s(((2−p)κ+2)(β+1))/(n(1−2p))+β−α ds dτ.

According to (3.19), p ∈ (4/n− 1, 1/2) and κ ≥ −2/(2− p), we have

[(2− p)κ+ 2](β + 1)

n(1− 2p)
+ β − α > −1,

so that we can find C7 > 0 satisfying

(3.26) C6

∫ t

0

∫ Rn

0

s((2−p)κ+2)(β+1)/((n(1−2p))+β−α ds dτ

=
C6R

((2−p)κ+2)(β+1)/(1−2p)+n(β−α+1)

((2− p)κ+ 2)(β + 1)/(n(1− 2p)) + β − α+ 1
t := C7t.

Therefore, it follows from (3.25) and (3.26) that

(3.27) J6 ≤
1

2
J2 +

1

3
J4 + C7t for all t ∈ (0, Tmax).

Combining (3.20), (3.24) and (3.27), it follows from J3 > 0 that

(3.28)

∫ Rn

0

s−αwβ(s, t) ds ≥
∫ Rn

0

s−αwβ0 (s) ds

+
βC1

3

∫ t

0

∫ Rn

0

s−α−1wβ+1 ds dτ − C8t

for all t ∈ (0, Tmax), where C8 = C4 + C7 > 0. By using Hölder’s inequality, we

have

(3.29)

∫ Rn

0

s−αwβ(s, t) ds =

∫ Rn

0

s−α+β(α+1)/(β+1)
(
s−α−1wβ+1

)β/(β+1)
ds

≤
(∫ Rn

0

s−α−1wβ+1 ds

)β/(β+1)(∫ Rn

0

s−α+β ds

)1/(β+1)

.

According to (3.19), we see that −α+ β > −1, thus it follows that

(3.30)

∫ Rn

0

s−α+β ds =
Rn(1+β−α)

1 + β − α
.

Collecting (3.29) and (3.30), we have

(3.31)

∫ Rn

0

s−α−1wβ+1 ds ≥
(

1 + β − α
Rn(1+β−α)

)1/β(∫ Rn

0

s−αwβ(s, t) ds

)(β+1)/β

.
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Therefore, it follows from (3.28) and (3.31) that

∫ Rn

0

s−αwβ(s, t) ds ≥
∫ Rn

0

s−αwβ0 (s) ds− C8t

+
βC1

4

∫ t

0

(
1 + β − α
Rn(1+β−α)

)1/β(∫ Rn

0

s−αwβ(s, t) ds

)(β+1)/β

dτ

for all t ∈ (0, Tmax). The proof of Lemma 3.2 is complete. �

Proof of Theorem 1.1. We fix n ≥ 3 and may assume that Ω = BR(0) ⊂
Rn with some R > 0. Then for given κ ≥ −2/(2− p), p ∈ (4/n − 1, 1/2) and

m0 > 0, we let α > 1, β ∈ (0, 1), δ > 0 and C > 0 be as provided by Lemma 3.2.

Now, for fixed T > 0, we pick % > 0 large such that

(3.32) % >

(
β

δT

)β
.

Next, according to the methods used by Winkler in [35], we let

φε(s) :=
m0

n
· R

n + ε

s+ ε
· s, s ∈ [0, Rn], ε > 0,

it is obvious to see that φε(s) is nonnegative and satisfies

φε(s)↗
m0R

n

n
for all s ∈ [0, Rn] as ε↘ 0.

By the monotone convergence theorem, we have∫ Rn

0

s−αφβε (s) ds→ +∞ as ε↘ 0.

Hence, we can find some sufficiently small ε > 0 such that

(3.33)

∫ Rn

0

s−αφβε (s) ds ≥ %+ CT.

With the value of fixed ε, we let

(3.34) w0(s) := φε(s), s ∈ [0, Rn],

then it follows that w0 belongs to C∞([0, Rn]) and satisfies w0(0) = 0, w0(Rn) =

m0R
n/n and w0s(s) > 0 for all s ∈ [0, Rn]. Accordingly, the function u0 defined

by u0(x) := nw0s(|x|n) for x ∈ Ω is radially symmetric, smooth and positive in Ω

with (1/|Ω|)
∫

Ω
u0(x) dx = m0. Next, we claim that the maximal existence time

Tmax of the corresponding solution (u, v) satisfies Tmax < T . In fact, it follows
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from (3.33), (3.34) and Lemma 3.2 that

(3.35)

∫ Rn

0

s−αwβ(s, t) ds

≥
∫ Rn

0

s−αwβ0 (s) ds+ δ

∫ t

0

(∫ Rn

0

s−αwβ(s, τ) ds

)(β+1)/β

dτ − Ct

≥ %+ δ

∫ t

0

(∫ Rn

0

s−αwβ(s, τ) ds

)(β+1)/β

dτ

for all t ∈ (0, Tmax). Let

ξ(t) :=

∫ Rn

0

s−αwβ(s, t) ds, t ∈ (0, Tmax),

then (3.35) can be transformed into the following form

ξ(t) ≥ %+ δ

∫ t

0

ξ1+1/β(τ) dτ for all t ∈ (0, Tmax).

By Lemma 2.2, it is easy to see that Tmax ≤ 1/
(
δ%1/β/β

)
. Therefore, it follows

from (3.32) that Tmax < T . �
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