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ON GENERALIZED SOBOLEV ALGEBRAS
AND THEIR APPLICATIONS

Séverine Bernard — Silvère P. Nuiro

Abstract. In the last two decades, many algebras of generalized func-

tions have been constructed, particularly the so-called generalized Sobolev
algebras. Our goal is to study the latter and some of their main properties.

In this framework, we pose and solve a nonlinear degenerated Dirichlet
problem with irregular data such as Dirac generalized functions.

1. Introduction

A theoretical study of most of the well-known algebras of generalized func-
tions has pointed out two fundamental structures. The first one is the algebraic
structure of a solid factor ring C of generalized numbers. The second one is the
topological structure defined by a family P of seminorms, on a locally convex
linear space E, which is also an algebra. These algebras have been denoted
by A(C, E,P) and one speaks of (C, E,P)-algebras of generalized objects. The
definition covers most of the well-known algebras of generalized functions, as
for example, the Colombeau simplified algebra [3], Goursat algebras [13] and
asymptotic algebras [4]. On the other hand, special choices for E, P and C also
allow the introduction of some new algebras. One of them is the so-called Egorov
extended algebra, because of the similarity with the Egorov [5] algebra of gener-
alized functions. We have been interested in working within the framework of the
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so-called generalized Sobolev algebras based on the classical Sobolev spaces. As
E is a differential algebra, the main interest of these algebras is to give a frame-
work which is well suitable to solve many non linear differential problems with
irregular data. The method is based on the extension of a mapping from (E1,P1)
into (E2,P2) to a mapping from A(C1, E1,P1) into A(C2, E2,P2). This method
has been introduced, in the framework of asymptotic algebras, by A. Delcroix
and D. Scarpalezos [4], and used, in the framework of (C, E,P)-algebras, to solve
a non linear Dirichlet problem [12] and a non linear Neumann problem [11], both
with irregular data by J.-A. Marti and S. P. Nuiro.

In this paper, our goal is to lift up the generalized Sobolev algebras, by giving
more clear definitions of all the statements and general results in this framework,
in order to work more easily with these algebras. We introduce the first example
of ordered generalized Sobolev algebras, which allows us to pose and eventually
solve an obstacle problem with irregular data. We also point out some sufficient
properties for the existence of an embedding of some space into a generalized
Sobolev algebra. In the framework of generalized Sobolev algebra, we are able to
solve a non linear degenerated Dirichlet problem [12] with weaker assumptions.

Consider Ω an open bounded domain of Rd (d ∈ N∗) with a lipschitz contin-
uous boundary ∂Ω, we can state this formal problem:

(P)

{
−∆Φ(u) + u = f in Ω,

u = g on ∂Ω,

where f and g are non smooth functions defined on Ω and ∂Ω respectively, Φ an
increasing real-valued differentiable function defined on R so that Φ′ is a con-
tinuous bounded function that can vanish on a finite set of discrete points of R.
This is a quasilinear diffusion type problem, with non homogeneous Dirichlet
condition on the boundary. One can remark that the formal second order dif-
ferential operator L = −div(Φ′( · )∇x) + Id is a degenerated one, because Φ′ can
vanish. Thus, (P) is a Dirichlet nonlinear elliptic degenerated problem. In order
to solve this problem, we introduce an auxiliary problem by using an artificial
viscosity regularization depending on a parameter ε.

2. Special types of generalized algebras

2.1. Definitions. Let us, first, state that K is R or C, and 1I = (1Iε)ε

where 1Iε = 1 for all ε. The generalized algebras constructed from E, a normed
K-algebra, are particular case of (C, E,P)-algebras [10]–[13].

Consider a subring A of the ring K]0,1] so that 1I ∈ A, and which, as a ring,
is solid (with compatible lattice structure) in the following sense:

Definition 2.1. A is said to be solid if from (sε)ε ∈ A and |tε| ≤ |sε| for
each ε ∈ ]0, 1] it follows that (tε)ε ∈ A.
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We also consider an ideal IA of A which is solid as well, and so that

(2.1) lim
ε→0

rε = 0 for all (rε)ε ∈ IA.

Then, we introduce the factor ring C = A/IA, which is called a ring of generalized
numbers.

Definition 2.2. Let E be a normed algebra. We shall call N -generalized
algebra all factor algebra

A(C, E) = HA(E)/IIA
(E),

where
HA(E) = {(uε)ε ∈ E]0,1] : (‖uε‖E)ε ∈ A+},

and
IIA

(E) = {(uε)ε ∈ E]0,1] : (‖uε‖E)ε ∈ I+
A},

when ‖ · ‖E is the norm on E, A+ = {(rε)ε ∈ A : for all ε > 0, rε ∈ R+} and
I+
A = {(rε)ε ∈ IA : for all ε > 0, rε ∈ R+}. Its ring of generalized numbers is

defined as the ring
HA(K)/IIA

(K) = C = A/IA.

Remark 2.3. We remark that the notation is A(C, E) instead of A(C, E,P)
since the family P is reduced to one single element. The algebra A(C, E) is also
a vector space on the field K.

Example 2.4.

IA = {r = (rε)ε ∈ R]0,1] : for all k ∈ N∗, |rε| = O(εk)}

and
A = {r = (rε)ε ∈ R]0,1] : there exists k ∈ Z, |rε| = O(εk)},

we obtain a polynomial growth type N -generalized algebra.

Example 2.5. We take

IA = {r = (rε)ε ∈ R]0,1] : there exists ε0 ∈]0, 1], for all ε ∈]0, ε0], rε = 0},

and A = R]0,1]. With such A and IA, we obtain another N -generalized algebra.

Example 2.6. When E is a Sobolev algebra (that is, for example, on the
form Wm+1,p(Ω)∩Wm,∞(Ω), with m ∈ ]0,∞[, p ∈ [1,∞[ and Ω an open subset
of Rd (d ∈ N∗)), respectively a Banach algebra, we will speak about gener-
alized Sobolev algebra, respectively generalized Banach algebra, instead of N -
generalized algebra.

2.2. Embeddings and weak equalities. In the following paragraph, we
are going to show a way to embed E into A(C, E).
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Proposition 2.7. The mapping i0 defined on E by

i0(u) = cl(u1Iε)ε for all u ∈ E

is linear and one-to-one from E into A(C, E).

Proof. For every u ∈ E, we have: (‖u1Iε‖E)ε = ‖u‖E1I. Furthermore, as
‖u‖E ∈ K and 1I ∈ A, there exists λ ∈ N so that

‖uε‖E ≤ λ1Iε for all ε

and obviously λ1I ∈ A+. As a consequence of the solid property which implies
that (uε)ε ∈ HA(E), we have i0(u) ∈ A(C, E). It can easily be proved that i0 is
linear and one-to-one. �

Definition 2.8. The mapping i0 from E into A(C, E), defined in Proposi-
tion 2.7, will be the so-called trivial embedding of E into A(C, E).

We can also embed some topological vector space into A(C, E). Let (G, T )
be a Hausdorff topological vector space so that there exists a continuous linear
mapping j from (E, ‖ · ‖E) into (G, T ).

Definition 2.9. T ∈ G and U = cl(uε)ε ∈ A(C, E) are (G, T )-associated if

j(uε) → T in (G, T ), as ε→ 0.

It will be denoted by U
G,T∼ T .

Remark 2.10. This definition does not depend on the chosen representative
of U . Indeed, let (eε)ε ∈ IIA

(E). Therefore, limε→0 ‖eε‖E = 0, which means
that eε → 0 in (E, ‖ · ‖E) as ε→ 0. Consequently, we have j(eε) → 0 in (G, T )
as ε→ 0.

Definition 2.11. Assume that U = cl(uε)ε, V = cl(vε)ε ∈ A(C, E). We
shall say that U and V are (G, T )-weakly equals if

(U − V )
G,T∼ 0.

It will be denoted by U
G,T
' V .

Proposition 2.12. Assume that for every T ∈ G, there exists (uε)ε ∈
HA(E), so that

j(uε) → T in (G, T ), as ε→ 0.

Then, there exists, at least, an embedding iG from (G, T ) into the N -generalized
algebra A(C, E). Furthermore, if for all v ∈ E there exists (uε)ε ∈ HA(E) such
that (uε − v)ε ∈ IIA

(E), then

(2.2) (iG ◦ j)(u)
G,T
' i0(u) for all u ∈ E.
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Proof. For every T ∈ G, there exists (uε)ε ∈ HA(E), so that

j(uε) → T in (G, T ), as ε→ 0.

Let us state iG(T ) = cl(uε)ε. The mapping iG from G into A(C, E) is obviously
linear. Let us prove that iG is one-to-one. If iG(T ) = 0 in A(C, E) then

iG(T ) = cl(eε)ε for (eε)ε ∈ IIA
(E).

We have eε → 0 in (E, ‖ · ‖E) which implies that j(eε) → 0 in (G, T ), whenever
ε → 0. This leads to T = 0 in G, because (G, T ) is a Hausdorff space. The
second property is obvious. �

Remark 2.13. If there exists another such embedding i′G from (G, T ) into
the N -generalized algebra A(C, E) then

iG(T )
G,T
' i′G(T ) for all T ∈ G.

Example 2.14. Let j be the canonical embedding of (L∞(Ω), ‖ · ‖L∞(Ω)) in
(H−2(Ω), σ(H−2(Ω),H2

0 (Ω))), where σ(H−2(Ω),H2
0 (Ω)) denotes the weak topol-

ogy on H−2(Ω). We will say that T ∈ H−2(Ω) and U = cl(uε)ε ∈ A(C, L∞(Ω))
are H−2(Ω)-associated if

j(uε) → T in (H−2(Ω), σ(H−2(Ω),H2
0 (Ω))), as ε→ 0,

and we will denote U 2∼ T . Moreover, we will say that U ,V ∈ A(C, L∞(Ω)) are

H−2(Ω)-weakly equals if U − V 2∼ 0 and we will denote U 2' V.

2.3. Mapping on N-generalized algebra. The idea of extension of map-
ping has been introduced by A. Delcroix and D. Scarpalezos [4], in the framework
of asymptotic algebras. But it is, in fact, a particular case of definition of map-
ping on A(C, E)-algebras.

If θ = (θε)ε is a family of mappings from a normed algebra (E, ‖ · ‖E) into a
normed algebra (F, ‖ · ‖F ), one can view θ as a mapping from the N-generalized
algebra A(C, E) into the N -generalized algebra A(D, F ), where we have set C =
A/IA and D = B/IB when A, IA, B and IB are as in Section 2.1. One remarks
that the extension theorem of A. Delcroix and D. Scarpalezos [4] deals with the
case where θ = (θ)ε.

Theorem 2.15. Let E and F be two normed algebras and (θε)ε a family of
applications of E in F . We assume that

(a) A ⊂ B and IA ⊂ IB,
(b) there exists a family of polynomial functions (Ψε)ε of one variable with

coefficients in A+ so that

‖θε(x)‖F ≤ Ψε(‖x‖E) for all ε > 0 and all x ∈ E,
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(c) there exists two families of polynomial functions (Ψ1
ε)ε and (Ψ2

ε)ε of one
variable with coefficients in A+ so that Ψ2

ε(0) = 0 for all ε > 0, and

‖θε(x+ ξ)− θε(x)‖F ≤ Ψ1
ε(‖x‖E)Ψ2

ε(‖ξ‖E). for all ε > 0 and all x, ξ ∈ E,

Then there exists an application Θ:A(C, E) → A(D, F ), associating cl(θε(xε))ε

with cl(xε)ε.

Proof. First, let (xε)ε be in HA(E) and let us show that (θε(xε))ε is in
HB(F ). We have (‖xε‖E)ε in A+ so (Ψε(‖xε‖E))ε is also in A+, since (Ψε)ε

has coefficients in A+. Thus (‖θε(xε)‖F )ε) belongs to A+ ⊂ B+, due to (a)
and (b), which implies what we want. Then, let (iε)ε be in IIA

(E) and let us
show that (θε(xε + iε) − θε(xε))ε is in IIB

(F ). Since (‖xε‖E)ε and (‖iε‖E)ε

are respectively in A+ and I+
A then (Ψ1

ε(‖xε‖E))ε and (Ψ2
ε(‖iε‖E))ε are respec-

tively in A+ and I+
A , since, for i ∈ {1, 2}, (Ψi

ε)ε has coefficients in A+. Then,
(Ψ1

ε(‖xε‖E)Ψ2
ε(‖iε‖E))ε is in I+

A . Thus (‖θε(xε + iε) − θε(xε)‖F )ε belongs to
I+
A ⊂ I+

B , due to (a) and (c), which implies the required result. �

As a consequence, we obtain the following result.

Proposition 2.16. Assume that A ⊂ B and IA ⊂ IB. If (θε)ε is a family of
continuous linear mappings from a normed algebra E into a normed algebra F ,
then (θε)ε also defines a mapping Θ from A(C, E) into A(D, F ).

Example 2.17. Let Ω be an open subset of Rd and E = H1(Ω) ∩ L∞(Ω)
with ‖u‖E = ‖u‖L∞(Ω) + ‖u‖H1(Ω). The canonical embedding i:u 7→ u is con-
tinuous as well as linear from the Banach algebra E into the Banach algebra
L∞(Ω). Obviously, the mapping i verifies all the assumptions of the previous
proposition; this is why we can define its extension I as a mapping from A(C, E)
into A(C, L∞(Ω)).

In the same way, one can prove that:

Proposition 2.18. Assume that (θε)ε is a family of mappings from a nor-
med algebra E into the topological field (K, | · |), so that

(a) there exists a family of polynomial functions (Ψε)ε of one variable with
coefficients in A+ so that

|θε(x)| ≤ Ψε(‖x‖E), for all ε > 0 and all x ∈ E,

(b) there exists two families of polynomial functions (Ψ1
ε)ε and (Ψ2

ε)ε of one
variable with coefficients in A+ so that Ψ2

ε(0) = 0 for all ε > 0, and

|θε(x+ ξ)− θε(x)| ≤ Ψ1
ε(‖x‖E)Ψ2

ε(‖ξ‖E), for all ε > 0 and all x, ξ ∈ E.
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Then there exists an application Θ:A(C, E) → C, which associates cl(θε(xε))ε

with cl(xε)ε.

Remark 2.19. If θ is a continuous linear mapping from a normed algebra
(E, ‖ · ‖E) into the topological field (K, | · |), then θ also defines a mapping,
denoted by Θ, from A(C, E) into the factor ring C = A/IA.

2.4. An example of ordered generalized Sobolev algebra. Consider
A and IA as in Section 2.1, the Sobolev algebra L∞(Ω), endowed with its usual
topology, with Ω an open bounded subset of Rd. Thus, we can consider the
algebra A(C, L∞(Ω)). It is easy to prove, by means of Theorem 2.15, that the
mapping

p:L∞(Ω) → L∞(Ω), u 7→ u+ = sup {u, 0} =
1
2
(u+ |u|)

can be extended as a mapping P from A(C, L∞(Ω)) into itself, defined by:

P(U) = cl(p(uε))ε for all U = cl(uε)ε ∈ A(C, L∞(Ω)),

due to the following relation:

|(r + s)+ − r+| ≤ |s| for all r, s ∈ R.

We are now able to state the following result:

Proposition 2.20. The generalized Sobolev algebra A(C, L∞(Ω)) is par-
tially ordered by the following binary relation:

U ≤ V if and only if P(U − V ) = 0 for all U, V ∈ A(C, L∞(Ω)).

Proof. Obviously, the relation ≤ is reflexive, then we have to prove, for
U, V,W ∈ A(C, L∞(Ω)), that:

if U ≤ V and V ≤ U then U = V,(2.3)

if U ≤ V and V ≤W then U ≤W.(2.4)

We state U = cl(uε)ε, V = cl(vε)ε and W = cl(wε)ε.
Proof of (2.3). If U ≤ V and V ≤ U then, there exists (ϕε)ε and (ψε)ε in

IIA
(L∞(Ω)) so that (uε − vε)+ = ϕε and (vε − uε)+ = ψε. As,

uε − vε = (uε − vε)+ − (vε − uε)+ = ϕε − ψε,

it follows that (uε − vε)ε = (ϕε − ψε)ε ∈ IIA
(L∞(Ω)), whence U = V .

Proof of (2.4). If U ≤ V and V ≤W then we have

(‖(uε − vε)+‖L∞(Ω))ε ∈ IA, (‖(vε − wε)+‖L∞(Ω))ε ∈ IA.

By means of the solid property, we deduce, from the following inequality:

‖(uε − wε)+‖L∞(Ω) ≤ ‖(uε − vε)+‖L∞(Ω) + ‖(vε − wε)+‖L∞(Ω),
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that ((uε − wε)+)ε ∈ IIA
(L∞(Ω)), which yields P(U −W ) = 0, that is to say

U ≤W . �

Proposition 2.21. For all u, v ∈ L∞(Ω), we have i0(u) ≤ i0(v) if, and only
if, u ≤ v in L∞(Ω), that is u ≤ v almost everywhere in Ω.

Proof. If i0(u) ≤ i0(v) then P(i0(u) − i0(v)) = 0. Consequently, there
exists (ϕε)ε, (eε)ε ∈ IIA

(L∞(Ω)) so that (u − v + eε)+ = ϕε, since we have
uε − vε = u− v + eε for all ε. Taking into account that

ϕε → 0 and eε → 0 in L∞(Ω), as ε→ 0,

it may be seen that (u− v + eε)+ = ϕε → 0 a.e. in Ω, whence (u− v)+ = 0 a.e.
in Ω, since one can easily prove that

(u− v + eε)+ → (u− v)+ in L∞(Ω), as ε→ 0.

It means that u ≤ v a.e. in Ω.
Conversely, if u ≤ v a.e. in Ω then (u− v)+ = 0 a.e. in Ω. By definition of P

and i0, this leads to i0(u) ≤ i0(v). �

Proposition 2.22. Let u ∈ L∞(Ω) and U ∈ A(C, L∞(Ω)). If U
L1(Ω)∼ u

(here L1(Ω) is endowed with its usual topology) and U ≤ 0 then u ≤ 0 a.e. in Ω.

Proof. We set U = cl(uε)ε. Since U
L1(Ω)∼ u then, as ε goes to 0, uε → u

in L1(Ω), which gives u+
ε → u+ in L1(Ω), by means of the Lebesgue dominated

convergence theorem. Since U ≤ 0 then P(U) = 0. Consequently, there exists
a sequence of functions (ϕε)ε ∈ IIA

(L∞(Ω)) so that u+
ε = ϕε for all ε. Taking

into account that
ϕε → 0 in L∞(Ω), as ε→ 0,

we find that u+
ε = ϕε → 0 a.e. in Ω, whence u+ = 0 a.e. in Ω, which implies

u ≤ 0 a.e. in Ω. �

3. Solution of the nonlinear degenerate Dirichlet problem

After having solved the auxiliary problem by using an artificial viscosity
regularization depending on a parameter ε, we solve our main problem (P) (see
Section 1), in a generalized Sobolev algebra with the classical equality and with
the weak one defined in Example 2.14. Then we perform a little qualitative study
of the solution.

3.1. The regularized Dirichlet problem. Let us set

V+
A =

{
(rε)ε ∈ A+ : for all ε > 0, rε ∈ ]0, 1], lim

ε→0
rε = 0,

(
1
rε

)
ε

∈ A+

}
.

Assume that V+
A 6= ∅ and then, for all (rε)ε in V+

A , set Φε = Φ + rεid. This
section consists in proving the following proposition:
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Proposition 3.1. If f ∈ L∞(Ω) and g ∈ L∞(∂Ω) then there exists one,
and only one, function u ∈ H1(Ω) ∩ L∞(Ω) solution of the regularized problem

(Pε)

{
−∆Φε(u) + u = f in Ω,

u = g on ∂Ω.

Proof. This proof goes in three steps.
Step 1. (Maximum’s principle) We are going to prove that if u ∈ H1(Ω) is

a solution of this problem then

m ≤ u ≤M a.e. in Ω,

with m = min{infΩ f, inf∂Ω g} and M = max{supΩ f, sup∂Ω g}, which means
that u belongs to L∞(Ω).

Indeed, for such a u, we have, for all v in H1
0 (Ω)∫

Ω

∇Φε(u)∇v dx+
∫

Ω

uv dx =
∫

Ω

fv dx,

where dx denotes the Lebesgue measure on Ω. Let us consider the function
v = (Φε(u)− Φε(M))+ then v is in H1

0 (Ω), so∫
Ω

(∇(Φε(u)− Φε(M))+)2 dx+
∫

Ω

u(Φε(u)− Φε(M))+ dx

=
∫

Ω

f(Φε(u)− Φε(M))+ dx,

since Φε(M) is a constant. Consequently,

‖(Φε(u)− Φε(M))+‖2H1
0 (Ω) =

∫
Ω

(f −M)(Φε(u)− Φε(M))+ dx

−
∫

Ω

(u−M)(Φε(u)− Φε(M))+ dx.

By definition of M , the first integral is negative and, since the functions id and
Φε are increasing, the second one is non negative. Then

‖(Φε(u)− Φε(M))+‖2H1
0 (Ω) ≤ 0,

that is Φε(u) ≤ Φε(M) a.e. in Ω, which implies the first part of the required
result, since Φε is an increasing function. For the second part, we use a similar
method by taking v = (Φε(u)− Φε(m))−.

Step 2. (Existence of a solution in H1(Ω)) This result is obtained by using
the Schauder’s fixed point theorem related to a weakly sequentially continuous
mapping from a reflexive and separable Banach space into itself. Let us consider
w0 ∈ H1(Ω) the unique solution of the following linear Dirichlet problem:{

−∆w0 = 0 in Ω,

w0 = g on ∂Ω.



384 S. Bernard — S. P. Nuiro

Then a solution of the regularized problem is of the form w0+w, with w ∈ H1
0 (Ω)

and for all v in H1
0 (Ω), one has∫

Ω

Φ′ε(w0+w)∇w0∇v dx+
∫

Ω

Φ′ε(w0+w)∇w∇v dx+
∫

Ω

(w0+w)v dx =
∫

Ω

fv dx.

Consequently, for all h ∈ H1
0 (Ω), let us look for wh in H1

0 (Ω) so that, for all v in
H1

0 (Ω),∫
Ω

{Φ̃′ε(w0 + h)∇wh∇v + whv} dx =
∫

Ω

{fv − w0v − Φ̃′ε(w0 + h)∇w0∇v} dx,

where Φ̃ε is defined by

Φ̃ε(x) =


Φ(m) + rεx if x ≤ m,

Φ(x) + rεx if x ∈ ]m,M [,

Φ(M) + rεx if x ≥M.

The existence and uniqueness of w0 and wh are ensured by the Lax–Milgram’s
theorem. Moreover, for the test-function v = wh, we get∫

Ω

{Φ̃′ε(w0 + h)|∇wh|2 + |wh|2} dx

=
∫

Ω

fwh dx−
∫

Ω

{Φ̃′ε(w0 + h)∇w0∇wh − w0wh} dx.

Meanwhile,∫
Ω

{Φ̃′ε(w0 + h)|∇wh|2 + |wh|2} dx ≥ rε
∫

Ω

{|∇wh|2 + |wh|2} dx,∫
Ω

fwh dx ≤C(Ω)‖f‖L∞(Ω)‖wh‖H1
0 (Ω)

and

−
∫

Ω

{Φ̃′ε(w0 + h)∇w0∇wh + w0wh} dx

≤C(Ω)(1 + rε + ‖Φ′‖L∞(R))‖w0‖H1(Ω)‖wh‖H1
0 (Ω)

≤C(Ω)(2 + ‖Φ′‖L∞(R))‖w0‖H1(Ω)‖wh‖H1
0 (Ω),

where C(Ω) denotes a constant depending on Ω. Thus,

‖wh‖H1
0 (Ω) ≤

1
rε
C(Ω)[‖f‖L∞(Ω) + (2 + ‖Φ′‖L∞(R))‖w0‖H1(Ω)].

Noticing that ‖w0‖H1(Ω) depends only on g and Ω and not on ε, we obtain
that ‖wh‖H1

0 (Ω) ≤ C(Ω, f, g)/rε, which implies that the closed ball B(0, Rε) of
center 0 and radius Rε = C(Ω, f, g)/rε of the separable Hilbert space H1

0 (Ω) is
stable by the application

Π:H1
0 (Ω) → H1

0 (Ω), h 7→ wh.
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Now we have to prove that for all sequence (hn)n of B(0, Rε) converging weakly
to h, when n tends to ∞, the sequence (Π(hn))n converges weakly to Π(h). Let
us consider such a sequence (hn)n. Since (Π(hn))n is bounded, we can extract
a subsequence, still denoted by (Π(hn))n, so that

Π(hn) ⇀ χ in H1
0 (Ω).

As the imbedding of H1
0 (Ω) into L2(Ω) is compact, after another extraction, we

have {
Π(hn) → χ in L2(Ω),

hn → h in L2(Ω) and a.e. in Ω.

Since Φ̃′ε is a bounded and piecewise continuous function and, using the Lebesgue
dominated convergence theorem, we have also

Φ̃′ε(w0 + hn) → Φ̃′ε(w0 + h) in L2(Ω).

Moreover, for all n in N and all v in H1
0 (Ω), we have∫

Ω

{Φ̃′ε(w0 + hn)∇whn
∇v + whn

v} dx

=
∫

Ω

{fv − w0v − Φ̃′ε(w0 + hn)∇w0∇v} dx.

Passing to the limit, as n tends to the infinity, in this previous equality, we obtain
that, for all v in H1

0 (Ω),∫
Ω

{Φ̃′ε(w0 + h)∇χ∇v + χv} dx =
∫

Ω

{fv − w0v − Φ̃′ε(w0 + h)∇w0∇v} dx.

Meanwhile, for all h in H1
0 (Ω), there is one and only one wh = Π(h), so Π(h) = χ

and the whole sequence (Π(hn))n converges weakly to Π(h) in H1
0 (Ω). We can

now apply the fixed point theorem and conclude that there is w in H1
0 (Ω) so that

Π(w) = w. Setting u = w0 + w, we have u in H1(Ω) and, for all v in H1
0 (Ω),∫

Ω

Φ̃′ε(u)∇u∇v dx+
∫

Ω

uv dx =
∫

Ω

fv dx,

that is to say that u is solution of{
−∆Φ̃ε(u) + u = f in Ω,

u = g on ∂Ω.

Using a method similar to the first step, for this problem, we can prove that

m ≤ u ≤M a.e. in Ω,

which shows, in fact, that u is solution of the regularized problem and u belongs
to H1(Ω) ∩ L∞(Ω). Moreover,

‖u‖H1(Ω) ≤ ‖w0‖H1(Ω) + ‖w‖H1
0 (Ω).
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But, by definition of w0, we have ‖w0‖H1(Ω) ≤ C(Ω)‖g‖L∞(∂Ω) and we prove
that

‖w‖H1
0 (Ω) ≤

1
rε
C(Ω)[‖f‖L∞(Ω) + (2 + ‖Φ′‖L∞(R))‖w0‖H1(Ω)],

so

(3.1) ‖u‖H1(Ω) ≤
C(Ω)
rε

[‖f‖L∞(Ω) + (2 + ‖Φ′‖L∞(R))‖g‖L∞(∂Ω)].

Step 3. (Uniqueness of the solution in H1(Ω)) Let u1 and u2 in H1(Ω) be
two solutions of the regularized problem, then for all v belonging to H1

0 (Ω), one
has ∫

Ω

∇(Φε(u1)− Φε(u2))∇v dx+
∫

Ω

(u1 − u2)v dx = 0.

Taking v = Φε(u1)− Φε(u2), we can write that

‖Φε(u1)− Φε(u2)‖2H1
0 (Ω) +

∫
Ω

(u1 − u2)(Φε(u1)− Φε(u2)) dx = 0.

But it is the sum of two non negative terms, so both are equal to zero. In
particular, ‖Φε(u1)−Φε(u2)‖2H1

0 (Ω)
= 0, that is u1 = u2, since Φε is an injective

function. �

3.2. Strong solution of the generalized Dirichlet problem. We are
going to apply Theorem 2.15 with E = L∞(Ω)×L∞(∂Ω), F = H1(Ω)∩L∞(Ω)
and

θε:E → F, (f, g) 7→ θε(f, g) = uε,

where uε is the solution of problem (Pε). Before, we are going to show the two
following lemmas.

Lemma 3.2. For all (f, g) in E and uε = θε(f, g) in F , we have

‖uε‖F ≤
C(Ω, ‖Φ′‖L∞(R))

rε
‖(f, g)‖E .

Proof. This result is an immediate consequence of inequality (3.1) since
max{|m|, |M |} is less than ‖(f, g)‖E = ‖f‖L∞(Ω) + ‖g‖L∞(∂Ω). �

Lemma 3.3. For all (f, g), (δ, η) in E, uε = θε(f, g) in F and uε + νε =
θε(f + δ, g + η) in F , we have

‖νε‖F ≤
C(Ω, ‖Φ′‖L∞(R))

rε
‖(δ, η)‖E .

Proof. By definition of θε, we have{
−∆Φε(uε) + uε = f in Ω,

uε = g on ∂Ω,
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and {
−∆Φε(uε + νε) + uε + νε = f + δ in Ω,

uε + νε = g + η on ∂Ω,
so {

−∆χε(νε) + νε = δ in Ω,

νε = η on ∂Ω,

with χε = Φε(uε + · ) − Φε(uε) which satisfies the same hypothesis as Φε of
Section 3.1. Consequently, νε is the solution of a similar problem as (Pε) and
satisfies an inequality of the same type as (3.1), that is

‖νε‖F ≤
C(Ω, ‖χ′‖L∞(R))

rε
‖(δ, η)‖E ,

where χ = χε−rεid. And inequality ‖χ′‖L∞(R) ≤ ‖Φ′‖L∞(R) implies the required
result. �

Theorem 3.4. If (F ,G) belongs to A(C, L∞(Ω) × L∞(∂Ω)) then there is
one, and only one, generalized function U = cl(uε)ε, belonging to A(C,H1(Ω) ∩
L∞(Ω)), so that

(3.2)

{
cl[−∆Φε(uε)]ε + U = F in A(C, L∞(Ω)),

Γ(U) = G in A(C, L∞(∂Ω)),

where, by definition, Γ(U) = cl(uε|∂Ω)ε = cl(gε)ε, when G = cl(gε)ε.

Proof. We are going to apply theorem 1 with E = L∞(Ω) × L∞(∂Ω),
F = H1(Ω) ∩ L∞(Ω) and

θε:E → F (f, g) 7→ θε(f, g) = uε,

where uε is the solution of problem (Pε). In order to obtain the required result,
it suffices to use the two previous lemmas and apply Theorem 2.15 with

Ψε(x) =
C(Ω, ‖Φ′‖L∞(R))

rε
x = Ψ2

ε(x)

and Ψ1
ε(x) = 1, for all x in R. The fact that Φ′ is bounded, ensures that

(C(Ω, ‖Φ′‖L∞(R))/rε)ε is in A+. We set then

U = Θ(F ,G) = cl(uε)ε = cl(θε(fε, gε))ε

when F = cl(fε)ε and G = cl(gε)ε. �

3.3. Weak solution of the generalized Dirichlet problem. In this sec-
tion, we define the notion of weak solution by using the weak equality defined in
Example 2.14.
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Theorem 3.5. With the assumptions of Theorem 3.4, if F = cl(fε)ε and
G = cl(gε)ε are such that

(3.3) ∃(rε)ε ∈ V+
A , lim

ε→0+
rε max{‖gε‖L∞(∂Ω), ‖fε‖L∞(Ω)} = 0,

then there is one, and only one, generalized function U belonging to A(C,H1(Ω)∩
L∞(Ω)) and such that

(3.4)

{
−∆Φ(U) + U 2' F in A(C, L∞(Ω)),

Γ(U) = G in A(C, L∞(∂Ω)),

with ∆Φ(U) = cl(∆Φ(uε))ε = cl(uε − rε∆uε − fε)ε.

Proof. Since cl[−∆Φε(uε)]ε + U = F in A(C, L∞(Ω)), so H−2(Ω)-weakly
equal and Φε = Φ + rεid, it is sufficient to prove that

Cl(−rε∆uε)ε
2' 0.

Let ϕ be in H2
0 (Ω), using Green’s formula, one has∫

Ω

−rε∆uεϕdx = rε

( ∫
Ω

∇uε∇ϕdx−
∫

∂Ω

gεϕdν

)
= rε

( ∫
∂Ω

uε
∂ϕ

∂ν
dν −

∫
Ω

uε∆ϕdx−
∫

∂Ω

gεϕdν

)
= − rε

∫
Ω

uε∆ϕdx.

Consequently, using Cauchy–Schwartz’s inequality, one has∣∣∣∣ ∫
Ω

−rε∆uεϕdx

∣∣∣∣ ≤ rε max(‖gε‖L∞(∂Ω), ‖fε‖L∞(Ω))C(Ω)‖∆ϕ‖L2(Ω).

The assumption (3.3) implies that

lim
ε→0

∫
Ω

−rε∆uεϕdx = 0. �

Remark 3.6. This theorem leads us to notice that we can have a Dirac
generalized function in the second member of the problem. Indeed, a represen-
tative of a Dirac generalized function can be: δε(x) = ε−dϕ(ε−1x) for all x ∈ Rd

where ϕ is a compactly supported function defined on Rd. The hypothesis (3.3)
is satisfied with rε = εd+q for all q ∈ N, and, for example, we take A and IA as
in Example 2.4.

3.3. Non positive solutions. In this section, we prove that the solution
is non positive, in a sense to be defined, when the data is. We start by defining
what non positive means here.
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Definition 3.7. An element U ∈ A(C,H1(Ω) ∩ L∞(Ω)) is said to be non
positive if and only if the corresponding element I(U), of the generalized Sobolev
algebra A(C, L∞(Ω)), is non positive.

In this definition, I denotes the extension of the canonical embedding of
H1(Ω) ∩ L∞(Ω)) into L∞(Ω), introduced in Example 2.17. This mapping is an
embedding of A(C,H1(Ω) ∩ L∞(Ω)) into A(C, L∞(Ω)).

Proposition 3.8. With the assumptions of Theorem 3.5, if the generalized
functions F= cl(fε)ε ∈ A(C, L∞(Ω)) and G= cl(gε)ε ∈ A(C, L∞(∂Ω)) are non
positive, then U = Θ(F ,G) = cl(θε(fε, gε))ε ∈ A(C,H1(Ω)∩L∞(Ω)), the solution
to our main problem, is non positive.

Proof. Using the hypothesis on F , G and the results of Section 2.4, one can
claim that each data admits a non positive representative. And then it suffices
to show that U = Θ(F ,G) = cl(θε(fε, gε))ε admits a non positive representative,
since a non positive representative of U is also one for I(U). Let fε and gε be
the non positive representatives of F and G, and uε = θε(fε, gε). Using the
maximum’s principle as in the proof of Proposition 3.1 with

Mε = max{sup
Ω
fε , sup

∂Ω
gε} = 0,

we obtain that uε ≤ 0 a.e. Ω, and for all ε. �

Remark 3.9. In fact, we solved the following obstacle problem:

• For F = cl(fε)ε ∈ A(C, L∞(Ω)) and G= cl(gε)ε ∈ A(C, L∞(∂Ω)) non
positive, find U ∈ A(C,H1(Ω) ∩ L∞(Ω)) so that

(3.5)


−∆Φ(U) + U 2' F in A(C, L∞(Ω)),

Γ(U) = G in A(C, L∞(∂Ω)),

U ≤ 0 in A(C, L∞(Ω)),

which is a generalized version of this one:

• Find u: Ω 7→ R so that
−∆Φ(u) + u = f in Ω,

u = g on ∂Ω,

u ≤ 0 on Ω,

where f and g are non positive given functions.
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Université des Antilles et de la Guyane
Laboratoire GRIMAAG

Campus de Fouillole
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