
Notes on Fourier Analysis (VIII);

Local properties of Fourier series.

By

Shin-ichi Izumi.

The object of this paper is to prove three localization theorems of

Fourier series concerning absolute Riesz logarithmic summability. These

are the analogue of theorems concerning absolute Cesaro summability.

Theorem 1. If 0 < a < β < 2τr, then there is an integrable function

which is zero outside the interval (at,β) and whose fourier series is not

summάble \ R, log n,l \ at t --= 0. That is, \ R, log n, 11 summability is not the

local property {in the ordinary sense).

Proof- Let sυ(x) be the (v + l)-th partial sum of the Fourier series

of f(x) and let

Rn =

Now
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where DV(Ό dnotes the Dirichlet kernel. We have to prove the existence

of a function /(0 which is equal to zero outside the interval (ct,β) and

such that 2|/?tt — Ra+ιl = oo.- This follows from the divergence of

1 χri sm vt 1 -s-, smvt
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J log(n

We need the following

Lemma0. Let \g,ι(t)\ be a sequence of bounded measurable functions in

the interval (aβ). Then a necessary and sufficient condition that, for any
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integrable function /CO,

< oo

is that 2 \gn(t)\ s essentially bounded in the interval

If we put

Δn(O =
sin vt sin vt

^ ί"ί f logo + 1 ) ^ ΐ

then, by Lemma, it is sufficint to prove that the series

is not essentially bounded.

1 \π sin vt sin(n
n log-« ~ v logfft + 1)

-i sin vt

0(1)

~~ jfT w log z j ~ i log2 ί - 0(1).

If we put φ(0 Ξ= Or - 0/2 in (0,2τr) and .̂CO = φ(t + 2τr)? then

and its partial sum is uniformly bounded in the interval (aβ). Hence

^Jsinj^L
J = ^ n log n v ^

The right hand side series is divergent for t 4= 0 by the Fatou theorem.

Thus the theorem is proved.

Theorem^. If an = c(l/log-;z), bn = c(l/log-^), ίÂ w ί/ẑ  |J?, logw, 1|

stψimability has local property.

Proof. Let 0 < δ < 7Γ. It is sufficient to prove that

d t
l)sinί /2
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is bounded for every even function f(t) with Fourier coefficients satisfying

the condition in the theorem since

in (δ, π), we have

_ £> 2vsmtl2

Hence it is sufficient to prove that *

\ =

og3w /

tX n l o S n sin = 0(1).

For, the required one is quite similarly estimated. By

/(O ~ 2 ttϊl c o s n*>
n = l

we have

Γ • f"
/ fit) sin nt at = an \

ί i

cos ^ sin

Firstly

Secondly

i—i
~ ^ log
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•2ΪΓsm nS
log3 n

n — υ

< oo.

- ^ (n+v)log*v

say. Hence
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f^t n log n f*Σf?v logfy in + v)nlog n
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Λ,» . <
n logrc = ̂  ^ v log2 v n log2

< £ V =ij < OO.
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Finally
oo

2 ί—v ~~ ~ \n — v\

say. We have

^ w log n ~~ ~i n~+ι log- v in —

= 2(2 + 2)

n β., w log ^ ^ f̂, » log ^ * log2 n v^+ι v — n

= * ~ nlog'n
n=2

T^-i

nlog'n

s ̂  "Φ Ίog*~tΓ + ^ "IΓlog2 v °°7

and

V — h i — <c V — ^ — ̂ ^
^ 5 n log n = f^ n log2- n

Thus the theorem is proved.

Theorom 3.3) If fix) is an integrable function such that for any y in the

closed interval ( — π, π) there are function fv{x) and a δ > 0 such as
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&r \x-y\

and the Fourier series of fij(x) is \ R, log n, 1 \ summable, then the Fourier series

of fix) is I R, log n, 1 \ summable. That is, \ R, log n, 11 summάbility is the

local property in the Wiener sense.

Proof. By the BoreΓs covering theorem, there are a finite number of

overlapping intervals (di, dr

t) covering (—π, π) and functions fi(x) which

coincide with f(x) on (diy d ) and is equal to zero outside the interval (dt, J )

and whose Fourier series is | R, log n, 11 summable. We can suppose that

Let giCx") be defined such that

= 0 (x<dl,dl<x),

and 0 ̂  gi(x) <Ξ 1, gι(x) = 1, and that the fourth derivative g""(x) exists

everywhere.

The n-th Fourier coefficient ca(gΰ of gι(x) is

1 Γ e"»
cn(gd = - ^ J grω —^dx = <

— It

Since 2 #0*0 ̂  1̂  w e n a v e

where

CnCffgO = 2 ^(/ί) C»
Wi = — oo

the right hand side series evidently being convergent. We use the abbrevi-

ation

CnCfigύ ZΞΞΞCn, CmCfd Ξ= 6m, Cm(gd = ^m

For the proof of the theorem, it is sufficient to prove that the Fourier

series of /ϊOΰgiOO ί s 1^ l o β «> 1| summable. Let st,O0 be the (z;-f l)-th

partial sum of the Fourier series of fi(x)gi(x\ and let

logw
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Now

1 -sp sv(x)
logCw+1) f* v

n log2 n — v (n -f- 1) log (n + 1)

where I < oo. Since cμ = 2 βλ#μ-λ, we have
λ=-oo

1-Λ-« = W Ϊ Γ Σ 4 - Σ ^ Σ«λ
V •= 1 M = — V λ = — oo

re+1

λ V > r V
μ= — n — 1 Λ = — o

1
+ 1) log (« + 1)

Hence
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+ Σ ι«χi Σ

T h e first t e rm of the r ight hand side is O ( 2 \aλ\j = 0 ( 1 ) by the hy-
\——°°

pothesis. Cencerning the second term, the general term of the inner sum is

i ΰ&τ±Λ ίir -
f

2 t I fr sm

sin (« + 1) « Ί / ^ fcltΛ rf

(» + 1) log (» + 1)
^ fcltΛ

" V ϊ'fCx+ύϊ \ 1 V s i n

/ / U + f 0 L ^
)_«_ _ _ ] .te

V+ υ J
jj.__ _

(« + 1 ) log (V+ υ

which we denote by /„. Then 2 IΛI = 0 ( | λ | ) . For, if (sft) is |2?,

1| summable, then (an) is also.4)

Thus the theorem is proved.5^

Foot Notes
*) Received June 3Cth, 1949.
O Randels, Bull. Am. Math. Soc, 1940. Bosanquet, Proc. London Math. Soc, 41

(1936), Bosanquet-Kestleman, ibidem, 45 (1938).

T) We can easily verify that the difference of this term and that replaced —~t—•

by S 2tiinl/2 " c o n v e r ^ e s absolutely. But the following arguement holds taking

^ of
eiaί/2

3) Mr. N. Matsuyama proved also this theorem after Randei's idea. See N.Matsu-
yama, Monthly of Real Analysis, 3 (1949) Q n Japanese).

4) As an alternative proof, it is sufficient to prove that 2 fαnj/nlogn<oo. Now

sn=n[log rκRr—logCn— l>i?n-i], whence
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^ nlogn *+ n fog n
n=2 n=Ί

<oo.

This lemma is due to Mr. N. Matsuyama.

5) The author expresses his hearty thanks to Prof. A. Zygmund who

gve me valuable remarks. Especially the original proof of Theorem 3 was

incomplete.




