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Introduction. We shall consider three iC-algebras Λ ,Γ, Σ, where K is
a commutative ring, and that modules with operators are all unitary. AA
means a left Λ-module, and we transfer AA to A\ in many case, where Λ*
is the "opposite" algebra of Λ. In the situation (AΛ®D A5 2 ) 1 } , we convert
A(g)xB into a right Γ (g) Σ-module by setting

(a (g) b) (γ <g) σ) = ay (g) bσ.

Similarly in the situation (AB^, CΓ®S) we convert Hom2 (J5, C) into a right
Λ & Γ-module by setting

There are associative formulae:

(1) r: (A <g)A 5 ) ( g W C^A ® Δ *ΓGB ® a C), (Av.r, Λ# 2 , Γ« 2 C)
such that r\_(a §§ b) ® c] — a §§ (b §ϊ) c),
(2) 5 : HomΔ«>rU, Hom2(β, C)) ̂  HomΓ®2(A <g)A β, C), (ΛA®r, A^ 2 , C Γ ® 2 )

such that (5/) (α ® 4) = (/α)ft for / : A -> Hom2(5, C),

(3) ί : HoniAerCii, Hom2(JS, C)) * Hom2®Γ(β ®A-A, C), (A®r^> X^A, Ϊ 8 Γ C )

such that itg)(b®a) = g(a)b for g:A-+ Hom^B,C). (p. 165 of [1].)
Since these isomorphisms establish natural equivalences of functors, we get
the transition of "projective" or "injective":

PROPOSITION 1 (pp. 165-6 of [1]). In the situation (AΛ®Γ, ABs) assume that
A is A(£) T projective and B is Σ-projective. Then A (g)A B is projective as a
right Γ(g)Σ-module.

PROPOSITION 2 (loc. cit.). In the situation (AB%, CΓ βs) assume that B is
A-projective and C is Γ 0£) Σ-injective. Then Hom2(2?, C) is injective as a
right K.§§T-module.

Prop. 1 and Prop. 2 yield fundamental facts for the product theory,
for instance,

PROPOSITION 3. (p. 166 of [1]). In the situation (Av®r, Λ-B2) let X be a
Λ ®Γ'projective resolution of A, and Y a A* §ξ) Σ-projective resolution of B

1) (g> means tensor product over K; occasionally the mention of the rings of reference K
may be omitted when no confusion can occur.
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as a right Λ* (g) ^-module. If TornXA, S) = 0 /or n > 0 α>z<i Λ, Γ, 2

K-projective then X(g)Λ 7 / ί f l Γ ® Σ-projective resolution of A (g)Λ-B.
For definitions of products, we specialised these propositions to the case

Λ =K, and applied two interchange homomorphisms : (p. 64 and Chap.
XI of [1])

(4) a: H\X) (g> H\Y) -* HP+Q(X<g) Y),
(5) ά : Hp+Q(Hom(X, Y)) -> Hom(Hp(X), H%Y)).

In this paper we shall define modified products U, Π for associative algebra
(p. 228. Exercise 1. of [1]) and show that the reduction theorem of Hochschild
groups for products U and Π holds analogously to the case in groups. We
obtain such and such by forcing only without the above specialisation Λ =
K, in the section 1. Further we shall translate this results into the
relative Hochschild groups a little modified in the section 2.

1. For the definitions of two products V and Λ we make the following
two assumptions:
( i ) Λ, Γ, Σ are /C-projective.
(ii) TorI(A, A') = 0 for n > 0, ΛA2, 2A'Γ

In the situation C\A2, ΛC2, 2A Γ, ^C Γ)? we define the K-homomorphism
φ3: HomA®s*(A, C) (g) Hom^r^A', C)-> HomA^r*( A ® 2 Ar, C^)XC)9 by set-
ting
(6) {φlf <g> /')) (α ® 2 a) = fa ®2/V.
Replacing A and A' by J : a Λ ® Σ*-projective resolution of A and X : a
2 (̂ ) Γ*-proJ3ctive resolution of A , we obtain

Φ 3 : HomΔ®2^X, C) ® Hom^ Γ *(X, C ) -> HomΔ 8 Γ* (X ® 2 X', C <g)a C).

Passing to homology and applying a, we obtain the homomorphism

ExtAβa (A, C) (g) Ext^ Γ * (A'? C') -> //(HomA®T* (X®x X\ C ® 2 C).
On account of our assumptions (i), (ii), Prop. 3 shows that Xζ&^X' is a left
Λ (g) Γ*-projective resolution of A ® 2 A', therefore we get the modified V-
product

V : ExtAβs (A, C) (g) Ext2®r* (A', C ) -> ExtA5DI* (A ^ A ' , C (g)sC).

Since V is of degree zero, it yields maps

V : E x t Δ M (A, C) <g) ExtW*U', C ) -> Ext A ^* (A ® 2 A', C ® s C).

For p = q = 0 the V-product reduces to the homomorphism φ3.
Next in the situation (AA2, AC 2, 2A'Γ> rC 2 ) , we define Hom2 (C, C') as a right
Λ(g)Γ*-module by

[/(λ ® γ*)] 6' = 7(/(λc)), ^ € C, / € Hom2(C, C),

and A ® 2 A' as a left Λ (g) Γ^-module by
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(λ <g 7*) (a <g) a) = Xa <g) αγ,

and the homomorpliism

£>4: Hom2(C, C') (gW* (A ®s -A') -* Horn (HomιV®2* (A, C), C ®2®Γ* A'),

by setting

(<p4 (/<£>« ® α')) £ - /(ga) <g) *', for / € Hom2 (C, C'), flr € Hom Δ β s * (A, C),

regarding A and C as left Λ 0 2*-modules, A' as a left 2 (§) Γ*-module and

C as a right 2 ® Γ*-module. Replacing A and A' by X and X' we obtain

Φ 4 : Hom s (C, C ) <g>ΔβΓ* (X Θ ^ O ~> Horn (HomA β s* (X, C),C <gW* ^ >

Passing to homology and applying ά we obtain the homomorphism

//(Hom2 (C, C ) <g)ΔβΓ (X ® s -ST)) -> Horn (ExtΛ®2* (A, C), Tor2®1* (C, A')).

Quite analogously to the case V we obtain the Λ product

Λ : Tor l β Γ * (Hom2 (C, C), A <g)2 A') -^ Horn (ExtΔ β s* (A, C), Tor*®r*(C, A')).

Since Λ has degree zero, it yields maps

Λ : Tor£®J* (Hom2 (C, C), A (g)2 A') -^ Horn (Ext£(A, C), TorJ(C, A')).

If /* — ̂  — 0, the Λ product induces the map <pA.
We shall give the reduction theorem of these modified products. If Λ =

Γ = 2 in the above, A, A', C, C reduce to two-sided Λ-modules and we have

(7) V : ExtΔ β Δ* (A, C) g) E x W * (A\ C) -> ExtΔ β Δ* (A (gίΔ A', C ® Δ C),

(8) Λ : TorA^A*(HomΛ (C,C), A ® A Λ') -» Horn (ExtΛ®Λ*(A,C), TorAeA*(C',A').

Case V. When A = Λ, TorΛ(Λ, A') = 0, for n > 0, for any A', so that the

assumptions (i), (ii) are satisfied and we can define a product

(9) V : E x W * (A, C) <g) E x W * (A\ C ) -> Ext Δ g Δ . (A', C <g)Δ C).

Using a two-sided Λ-module JS, we define HomΛ (C, 5), which is the group of
right Λ-homomorphisms, as a left Λ ® Λ^-module or as Λ-two-sided module
by

(10) [(λ, <g) λΐ)/] (cO = [λ,A.3 V) = \lfMl
then the K-homomorphism of the left A ® Λ^-module HomΔ(C, B) (^)ΔC
into S

(11) φ : HomΛ (C, B) <g)Δ C -> β,

defined by

is a left A (§) Λ^-homomorphism. In fact,

= λ,/(6 ')λ2 = (λ,
Now we may set C = HomΛ (C, 5) in (9), and joining (9) with the homo-
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morphism induced by φ yields a modified product of Hochschild groups

(12) U : Hp (A, HomΔ (C, B)) ® ExtW* (A', C) -* Extftfc (A', B).
Case Λ. When A' = A,Ύoτn(A,A) = 0, « > 0, for any A, so that the as-

sumptions (i), (ii) are satisfied and we can define a product

(13) Λ : TorΛ®Λ*(HomA (C, C), A) ^ H o m ( E x W * (A, C), Tor'v®A*(C',Λ)).

Using a two-sided Λ-module B ® A C, we define the homomorphism

(14) * : 5 -

by

where HOΠIΛ (C, Zϊ (g)Λ C) is the groups of right Λ-homomorphisrαs, then

ί)) (*) = ^(λ 2 b λx) (*) = λ 2 έ λ 1 ® Λ c = λ 2 i 0 λ1 c,

λί)] (c) - λ s [i ® (λ! ί?)] = λ, * ® \χ c,

therefore ψ is a right Λ ® Λ*-homomorphism. Now we may set C = B^AP

in (8), then ψ and (13) induce a modified product

(15) Π : Tor£?Q

A* (B, A) -> Hom(ExtA®Λ* (A, C), Hβ(Λ, β ® Λ C)).

Rewriting (12) and (15), for two-sided Λ-modules A, C, F,

(16) U : Hp(Λ,HomA U , C)) (g) Exti^^* (F, A) -» ExtΓά* (F,C),

(17) Π : Tor^fg

A* (C, F) -+ Hom(ExfA^Λ* (F, A), Hβ(Λ, C <g)Λ A)).

When F = A in (16), (17), using j: the identity element of A of HomA^A*(A, A)

= ExtA®Λ*(A,A), we define maps

(18) U 3 : iT(Λ, HomA (A, C)) -> Ext5®A (A, C),

(19) Π i : Tor£ΘA* (C, A) -> i/,(Λ, C ® Δ A)).

PROPOSITION 4. For >̂ = 0, ^ e w φ (17), (18) reduce to the isomorphism

(20) σ : HomA®A*(Λ, HomA (A, C)) « HomA®A*(A, C),

(21) T : C (gW* A « ( C ® A A) &W*Λ,

given by

<r(f) (a) == / ( I ) (Λ), τ(ί; <g) Λ) = (ί; ® a) ® 1, where 1 z's ίA^ w«/̂  element of

Λ, which is K projective.

This is a consequence of the definition of modified products and isomor-

phisms r and t, and the fact that the left Hochschild group is right one.

PROPOSITION 5. If A is right A-projective then U j and (Ί 3 are isomor-

phisms, assume that Λ is K-projective.

PROOF. Assuming that U j and Π 3 are isomorphisms in degree p(p ^ 0)

we shall prove for p + 1. Consider a left Λ ® A*-, that is two-sided A-.
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exact sequence 0->C->Q—*N-»0 with Q left Λ ® Λ*-injective. Since A is

right Λ-projective, the sequence of modules of right Λ-homomorphisms

(22) 0 -> HoniA (A, C) -» HomΛ (A, Q) -» HomΔ U , N)->0

is left Λ ® Λ*-exact, and HomΛ (-4, Q) is right Λ*£$Λ-,that is left Λίg)Λ*-

injective from the definition (10). Using the rules for commutation of U with

connecting homomorphisms, we obtain a commutative diagram

HP(A, HomU, Q)) -* HP(A, Hom(A, N)) -• HP+1(Λ, Hom(A,C)) -» 0
4Ui 4Ui t n ,

with exact rows. Since the first two vertical maps are isomorphisms the same

follows for the third vertical map. The proof for Π j is similar using an

exact sequence with P Λ * 0 Λ-projective.

Consider an exact sequence

(S) 0->A-+FQ-l-+ - * F o - * F - > O

of left Λ ® Λ*-modules (q > 0). The iterated connecting homomorphism

8S: Hoπw*(Λ, A) -* Exti β Δ .(F, A)

is then defined. The image 8S j € ExtΔXΔ (F, A) of the element j is called

the characteristic element of (5).

The products (16) and (17) yield maps

(23) γ : HP(A, HomA (A, Q ) -> Ext^ί* (F, C), ΛCΔ,

(24) 61: TorΔ*Δ* (C\ F) -> HP(A, C ® Δ A), ACi,

given by

7 A = (~ 1 Γ A U δsi, Λ € JΓCΛ, HomA(A, C)),

6» K = K Π δ,i, A' € Tor£?f (C, F).

THEOREM 1 (Reduction Theorem). If Fo, , FQ.ι are left Λ ® Λ^-

projective and A%A*A = ΔAΔ is right A-projective, then maps y and θ are

isomorphisms for p > 0. For p = 0 we have the exact sequence

H o m ^ F e - ! , C) -+ HomA^Λ*(A, C) -> Extl®A<F, C) -> 0,

0 -^ Torf Λ*(C, F) -^ C ®A&Λ* A -* C ®Λ®Λ* F ^ ^ wA r̂e Λ w K projective.

Proof is quite similar to that of Theorem 9. 4. in p, 227 of [1].

COROLLARY 1.1. Let A be K-projective, and

(S) 0-+FQ = A-^FQ^-> ->F0-»Λ->0, 4>0,

be an exact sequence of left A® A*-modules with FQ-19 , F o A(g)A*-pro-

jective. Then for p > 0 we have

H\A, HomΔ(A, C)) * HP+Q(A, C),
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Hp+q(A, C) ** HP(A, C ® Λ A).

For p = 0 we have the exact sequences

Hom Δ β A . (FQ_1 ? C) -> H o m Λ ^ (A, C) -• ifα(A, C) -* 0,

0 -* //.(A, C ) -» C ®A®Λ* A -> C 0 Δ ^ F ^ .

PROOF. Suppose that Mf denote the image of F t ->• F ^ , hence Mo = A.
This yields an exact left A ® A*-sequence

O - ^ M ^ - ^ F ^ M , - * * ) ,

in particular,

0->M1-+F0->Λ->0

is left A ® Λ*-exact and splits as a right A-sequence, so Mι is a direct sum-

mand of F o as a right A-module. Since F o is left A ® Λ*-projective and A

is X"-projective, Prop. 1 yields that F o reduces to left Λ*-projective, that is

right Λ-projective, hence M1 is right Λ-projective. Iterating this process, A

reduces to be right Λ-projective, and Cor. follows directly from Theorem 1.

Let A be a ^-algebra and C a two-sided A-module. An extension over

A with kernel C is an exact sequence

(F) C ^ Γ ̂ Λ

where Γ is a X-algebra, f is a X"-algebra epimorphisms, g is a monomorphism

of i^-modules and

(25) g(\c) = y(gc), g(c\) = (gc) y, c € C, γ € Γ, λ = / γ € A.

Then we may assume that Γ as a ^-module coincides with the direct

sum Γ = C + A, and that

(26) gc = (c, 0), f(c, λ) = λ.

The multiplication in Γ has the form

(27) (fil9 λ j fe5 λ2) = (cji.2 + λ^! + Λ(XI, λ2), λiλ2).

The function Λ is a ^Γ-homomorphism <2 : A ® A ->- C and may ba regard-

ed as a 2-cochain in the standard complex <S(Λ) with cosfficients in C.

THEOREM 2 (G. Hochschild [3]). The set F(Λ, C) of all equivalence classes

of extensions over A with kernel C is in a 1-1-correspondence with the

group H%A, C). This correspondence ω : H\A, C) -> F(Λ, C) w obtained by

assigning to each cocycle a € Z2(5(Λ), C), the extension given by the multi-

plication (27). The inessential extensions form a single class of F(Λ, C) α/zJ

correspond to the zero element of H\A, C).

Now let {uλ\ be a set in a 1-1-correspondence with the set obtained

by excluding K from A, and J be a left A-module, of which basis is \u\\
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and uk = 0 for all k € K. Suppose that X is a direct sum of J and C as a

left Λ-module, then we shall consider X as a left Λ ® Λ*-,that is two-sided

Λ-module as follows. We give C its former Λ-operations and define a right

Λ-operation of uκ by setting

(28) (uKl)X2 = «λ^2 ~ ^I^A2 + ̂ ( λ ^ ) * 1̂? λ2 € Λ,

where α(λ1 ?λ2) is a 2-cocycle corresponding to the extension (F).

If Coker K-> Λ is .K-projective, we may assume that a(X,X2) is nor-

malised, that is,

α(λ, *) = Λ(£, λ) = 0, k e K. (p. 176 of [1].)

Then, by setting XΛ = k or λ2 = k in (28), we have

that is, X may be considered as a ^"-module. Furthermore,

λ2α(λ, λ2)

[wλlλ — «λlλ + α(λi, λ)] λ2

= (λ1wλ)λ2,

hence X becomes a two-sided Λ-module.

Next we define the K-homomorphisms

(29) w : X - > A ® A*

by setting

τr(c) = 0, τr(e/λ) = λ ® 1 - 1 ® λ*, w<λi«λ) = X,w(«A),

then

1 — 1 ® λίλ"^ - λ(λ2 ® 1— 1 ® λf)

therefore, regarding X as a left Λ ® Λ^-module, TΓ is a left Λ ® Λ^-homo-

morphism, and C is the kernel of ΊΓ. Let / be the kernel of the argumenta-

tion

(30) p : A ® Λ* -> Λ

given pQu ® 7*) = /*7> regarding Λ as a left Λ ® Λ^-module with operators

(^ ® 7*) λ = M% λ, /*, γ € A,

then / is generated by the elements (λ ® 1 — 1 ® λ*), (p. 168 of [1]), therefore

ΊΓ is an epimorphism onto /and we have a left A ® A^-extension over /with

kernel C

(31) 0-+C->X-+I->0.

Thus we obtain a mapping between extention classes
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(32) η:F(A,C)-*E(I,C).

Since a(X19 λ2) reduces to coboundary regarding as a 2-cocycle with coefficients

X, the corresponding extension over Λ with kernel X is inessential.

For Γ : the extension determined by the cocycle a(\l9X2), we define a

map

(33) l:Γ-+X,

by setting

l(c, λ) •= c + uλ,

then,

Φ A > λ1)(^2,λ2)] = Kc{k2 + λ^a + α(λ 1 5λ 2), λ x λ 2 ) = c{K2 + Xτc2 + α(λ 1 5λ 2) + Wλlλ2

= cτλ2 + λχί72 + α(λ l f λ 2) 4- («λi)λ2

2, λ2),

therefore we have seen that

(34) The map I is a 1-cocycle of Γ w/M coefficients X9 if we regard left

A®A*-module X as a left T<g)Γ*-module, using / : Γ - » Λ .

THEOREM 3. If A is a K-projective algebra, such that Coker K ->A is

α K-projective module, then the following diagram is anticommutative.

F(Λ, C) * H\K, O = Ext2

Λ8Λ.(Λ,C)

V I t M
( 0 E x t I ® Δ . ( / , C )

where Θ is Me correspondence between the A ® A^-extension classes ExtI®Λ*

<zτ2<i ̂  z5 the connecting homomorphism corresponding to the exact sequence:

0 -> / ->Λ (g) A"5" -* Λ -» 0.

Since μ is an isomorphism, and Θ and ω are 1-1, we obtain

COROLLARY 3.1. The correspondence (32) is 1-1.

PROOF. If we show X is A (g) Λ*-projective, by joining (31) with the

exact sequence: 0 -* I -> A (g) A* ~> A -> 0, the sequence

(£) 0 -> C -> ̂  -> A <g) A'5' -> A -» 0

is left A (g) Λ^-exact, and we may assume that

is a left A (g) Λ^-projective resolution of A. Then our assertion follows from

the comparision of the characteristic element of (E):8EJ and the image of

j by the iterated connecting homomorphism induced by the natural mapping

(R) -> the projective resolution of C : (R) : -• X2 -> C -> 0, which maps
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the module Xn of(R) identically into the module Xn of (R) for n ^ 2, and maps

Xn into zero for n < 2. This map lowers the degree by 2 and commutes

with the differentiation, (p. 92 of [1].)

We represent ^-algebra Λ as a residue class ring of a K-ίree algebra F

with kernel R, which is a ideal of F, and denote C = R/R\T = F/i?2,then

we have obtained a A ® Λ*-extension of A"-algebra over with kernel C:
/

(Σ) C -+ Γ -+ Λ, C = i?/ϋ2, Γ = F/i?2,

therefore it results that we have considered R/R2 as a two-sided Λ-module

by using the epimorphism f,

(35) Xc = ωC> c\ = cω9 c € C, ω ζ Γ, λ = fω € Γ.

Provided the theorem has been proved, the element ξ of i/2(Λ, C) correspond-

ing to the extension (Σ) is the negative of the characteristic element of (£),

therefore applied Cor. 1.1 for (£), now q = 2, we obtain

THEOREM 4. //* Λ z's a K-projective algebra such that Coker K -* Λ z's

K-projective, then for ξ: the cohomology class determined by (Σ), the follow-

ing isomorphisms hold for p > 0

(36) /T(Λ, HomΛ(C, A)) * HP+2(A, A),

(37) i/,+2(Λ, A) * i/p(A, A ® Λ C)

g z't/eft ^3; ίA^ modified products h-> h{Jξ,(h € i7p(A, HomΔ(C, A)) and ft ->

A' Π ζ (A' € ΛΓί?+2(Λ, A)). F o r ̂  = 0, te e Aαz;̂  ̂ ^Λcί sequences

HomΔ 3 f Δ.(Γ, Λ) -* HomΔ 0 P Δ (C, A) -• ί/2(Λ, A) -> 0

0 -> ft(A, A) -» A <g)Δ C -^ A (g)A Γ.

REMARK. HomA(C, A) may be considered as the group Hom^i?, A) of

all right F-homomorphisms of R into A regarding R and A as F-modules

induced by the map n : F -> A, because k{rxr2) = £(rx) n(r2) = 0, so that (r^Xr)

= n(rΎ)k{r) = 0 and (£r2) (r) = £(rr2) = 0, for >fe € Hom/i?, A).

To show that Z is Λ ® A*-projective, whenever a: A-> B is a A ® A*-

epimorphism and β : X-* B is a A ® A*-homomorphism, it suffices to see

that there is a A ® Λ*-homomorphism γ : X-* A, such that cty=β. First we

shall define a map A of F into A such that

(38) ah = £ Z*w, A(Wlw2) = fm{Ul)h{u2) + h{u^)fm{u^ u19 u2 € F ,

where m is the epimorphism of F onto Γ.

In fact, taking {£„} a system of free generators, there is an element av of

A such that tf(ay) = β lm(zv) because a is an epimorphism. Then we assign

h(zy) = av. In particular, since Imk = 0 + uk = 0 for k € if, we may set
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av = 0, hence h(k) = 0, and so, if we set ux = k, u2 = 1, (38) is true for
k €: K. Therefore applying the induction for the length of "words", we can
define h(z) on the whole F so that the second of (38) may be satisfied.

Now assume that the first holds for zv and zμ9 since I is a 1-cocycle as

(34),

β imizuZ^) = β[ffn(zμ)lm(zμ) -f- lm(zu)fnι(zμ)\

further since a, β are two-sided Λ-homomorphisms,

)'] + [β lm(zvy]fm(zμ)9 from the inductive assumption,

= a[fm(zι>)h(zfX) + h(zv)fm(zμ)']

= ah(z,,zμ).

Thus inductively we may define the desired map h on the whole F, and since

this h is identically zero on R2 because of the second of (38), we have also

a map K of Γ into A such that

(39) ah' = βl, h\ω.Lω2) = /(ωjA'ίω,) + A ^ 2 ) / ( W 2 ) , ω l f ω2 c Γ.

Finally we define a i^-homomorphism y of X into A by setting

y(c) = h\c9 0), τ(λi«λ) = λ1A'(0, λ), r € C, λ, λL € Λ,

then

γ(wλλ2 ~ λwλ2 + α(λ, λ2)), Λ(λ, λ2) € f

= A7(a(X, λ2), λλ2)-λΛ/(0, λ2)

= AX(0,λ),(0,λ2)) - λA'(0,λs)

= /(0,λ)&'(0, λ2) + h\0, λ)/(0, λ2) - λA'(0, λ2) = Λ'(0, λ)λ2

so that γ is a two-sided Λ-homomorphism, and

OL γ(c + uλ) = a h\c, λ) = β l(c, λ) = β(c + uλ\

consequently

ay = β,

this proves our assertions.

2. The Relative Case. We shall consider two br ings Λ and Γ with a

^-ring homomorphism φ : Λ —> Γ. Then co (contra) variant ^-extensions, φ-

projective modules, <p-injective modules are defined and it holds that many

identifications between these various extensions and many changes of

"..-projective" or "..-injective". (§ 6. Chap. II of [1]). For example,

PROPOSITION 6. For any {right) A-module A, covariant φ-extension of
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A is φ-projective and contravariant φ-extension of A is <p-injective.

The first thing we shall define U(Γ, Λ)-exact". An exact sequence of Γ-
homomorphisms between left Γ-modules tt: Mt -> Mt_i (or £*: M*-• M ί + 1 ) is
called (Γ, Λ)-exact if for each z, the kernel of tt is a direct summand as a
Λ-module induced by φ. (This definition reduces to that of [4], when Λ is
a ίΓ-subalgebra of Γ with the injection i as φ.) A sequence of Γ-homo-
morphisms tt is (Γ, Λ)-exact if and only if, (a) ti°ti+1 = 0, (b) there exists
an Λ-homotopy, i.e., a sequence of Λ-homomorphisms ht: Mι -> M t + 1 , re-
garding Mt as a Λ-module by φ, such that tι+1°ht -f h^^ti is the identity
map of Mi onto itself. Similar definitions are done for right modules.

P Q
If for every exact (Γ, Λ)-sequence 0 -> U->V -> W-+0, and every Γ-

homomorphism g of A into W, there is a Γ-homomorphism #' of A into V such
that q°g = #, a Γ-module A is said to be (Γ, Λ)-projective, dually if for
every such sequence and every Γ-homomorphisms h of U into C, there is a
Γ-homomorphism ti of F into C, such that h'°p = A, then a Γ-module C is
said to be (Γ, Λ)-injective.

PROPOSITION 7. "φ-projective" is equivalent to (Γ,A)'projective. "φ-
injective" is equivalent to (Γ, A)-injective.

PROOF. Let Av be (Γ, Λ)-projective and fir be a Γ-homomorphism:
Aiφ) = Av ® A Γ -> A defined by g(a ® γ) = a 7. Since the sequence 0 -> Ker
^ —> 4̂ (̂ ) —> A ~> 0 splits as a Λ-sequence, there exists Γ-homomorphism g
such that ^ ' is the identity of A, which proves that A is £>-projective.
Conversely let A be ^-projective, and A be a Γ-homomorphism of A into
W, seeing that AΓ ® A Γ is always (Γ, Λ)-projective (quite similarly to
Lemma 2. of [4].)? there exists a Γ-homomorphism d such that qd = hg, hence
A = hgg = q(dg) for A, because A is <p-projective, therefore A is (Γ,Λ)-
projective.

These facts may be quite formally obtained from the discussion of [4]
only by the following translation: "Replacing K-ήng R9 its subring S, the
injection i: S -+R, by Γ, Λ, φ'\ therefore it may yield another relative (co)
homology theory. In fact if we translate as above, the results in [4] hold
together with proofs, hence from now on we shall refer to them freely with
the appropriate modefications to our case. For instance we have easily just
like to the usual balances,

PROPOSITION 8. tt :Mt-+ Mx-X be any exact (Γ, Λ) sequence, it follows
that the induced sequence of homomorphisms Jiomτ(Mi-l9 A)—> ¥LomT(Mi9 A),
h —• h°ti9 is exact if and only if A is (Γ, A)~injective. Similarly, the
induced sequence of homomorphisms HomΓ(A, Mt) -» HomΓ(A, M^x), h -> t^h,
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is exact if and only if A is (Γ, A)-projective.

To explain the reduction theorem in our relative case, we must begin
with an analogy of Prop. 1. and Prop. 2.

Let Π, P, Λ, Γ, T, Σ be iC-algebras, with a K-ήng homomorphism /c.H-^P,
and φ : Λ —>Γ, which yield a ^-ring homomorphism : /c ® φ : Π ® Λ ->P® Γ
denned by (A: ® ^) (w® λ) = /t(τr) ® ?>(λ), and with ψ : T - * Σ, which yield
a iΓ-ring homomorphism : / e * ® ψ : I P ® T - * P * ® Σ denned by (** ® ψ)
(TΓ* ® τ ) = **(*•*)

PROPOSITION 9. 7Λ ^ e situation (AP3>T, PB^) if A is ( P ® Γ , Π ®Λ>
projective then a right Γ ® Σ-module A ® P J5 £5 (Γ ® Σ, Λ ® T)-projective.
In the situation (<$Bp, CV®P) if C is (Γ ® P, Λ ® Iί)-injective then a right
Σ ® T-module HomXβ, C) w (Σ ® Γ, T ® A)-injective.

PROOF. In the situation (A^ Γ , P β 2 ) , let XΓ®s> Yr®abe right Γ®Σ-modules,
and let p : X -+ Y be a Λ ® T-homomorphism, regarded X and 7 a s Λ ® T -
modules induced by φ<S)ψ, then /o yields a map of PJSS,

P : Hom2 (β, X) -> Hom2(£, Y).

Considering these modules as right Π ® Λ-modules by

(h°ir)b = h{κ{τr)b\ (ho\)b = h(b)φ(\\ h €

it holds that for h € Hom2(β, X),

= (ph)(K(τr)b) =

that is, p' is a Π ® Λ-homomorphism. Furthermore if p is a Γ ® Σ-homo-
morphism from the beginning, it follows that in the same way p is a P ® Γ -
homomorphism.

Therefore, on account of the definition of our relative exactness (a),(b),
for any exact (Γ ® Σ, Λ ® T)-sequence : 0 -* C -> C -> C" —> 0 we have an
exact (P (g) Γ, Π (g) A)-sequence

0 -> Hom2(β, C') -> HomsCB, C) -• Hom 2(5, C") -» 0

Seeing that -A is (P (g) Γ, Π 0 Λ)-projective, this sequence yields from
Prop. 8 an exact sequence

0 -> Homp^r(A, Hom2(β, C')) -» Homp®Γ(A, Hom^β, C))

-> H o m ^ r U , Homs(B, C")) -> 0.

Then, the isomorphism (2) gives an exact sequence

0 -* HomΓ®2(A (g)P J5, Cr) -> HomΓ®2(A ® P β , C) -> HomΓ Θ 2(A ®P JB, C")-*0,

which proves by Prop. 8 that A ® P J 5 i s (Γ (g> Σ, Λ (g) T)-projective.
Similarly the second assertion is proved.
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COROLLARY 9.1. // Bp*m is (P* <g) 2, Π* ® T)-projective then B is
(2, Typrojective. If CΓ®p is (Γ (g) P, Λ ® Ti)-injective then C is (Γ, A)-injective.

PROOF. Replacing in Prop. 9 A, 5, Π, P, A, Γ, Γ, P, 2 by β, Π*, P*, T, 2,
K, K, the first follows from Prop. 9. The second is similar.

COROLLARY 9. 2. In the situation (TA9 Bx) if A is (V,A)-projective then
A(&κB is (Γ (g) 2, A (g) T)-projective, In the situation (%B, CΓ) if C is (Γ,Λ>
injective then Homκ(B,C) is (2(g)Γ, T (g) A)-injective.

Proof is obtained by setting P = Π = K in Prop. 9.
Corresponding to Prop. 3,

PROPOSITION 10. In the situation O W , PB2), /^ X fo? α (P(g)Γ,Π(g)Λ>
projective resolution of A (2. 0/ [4]), and Y a (P* ® 2, Π^ ® Typrojective
resolution of B as a right P* (g) ̂ -module. If relative Tor^ Π)(A, B) = 0 ([4])
for α > 0 */̂ /z Z ( g ) p 7 w β ( Γ ® Σ , Λ ( g ) Typrojective resolution of A ® P B .

PROOF. Since Y is a (2, 7>projective complex by Cor. 9. 1., I ® / > 7 is
(Γ <g) 2, A <g) T)-projective by Prop. 9. From Cor. 9. 1. X and Y are (P, Π)-
projective, thus X and Y are (P, Π)-projective resolutions of Λ and β, hence

Hn(X®p Y) = Tor£F D ) U , 5) = 0 for n > 0.

If we show that the sequence

is exact, X(g)p Y is a (Γ (g) 2, Λ (g) T)-projective resolution of A ® P β . This
follows from the relative exactness of ®p just as [4] (the 15th line from
the bottom of p. 251).

Now that we have obtained Prop. 10, we can introduce various products
into our case.

To define generalised products Λ, V, we may make only the following
assumption corresponding to (i), (ii):

(iii) Ύor^T)(A, A') = 0 for n > 0, ΔA2, *A'T9

because Prop. 10 does not need the projectivess of operation rings.

That is in the situation (AA%, Λ C 2 , ̂ A'T9 SC'Γ) with Λ -> Λ, Γ ->Γ, 2 -> 2,

V : Ext(Δ®s.,i®s*)(^> C) (g) Ext(S®r ,2®τ*)(A\ C)

in the situation (ΔA2, AC2, 2Λ'Γ> rC 2 )

Λ : Tor^^'^^CHom^CC'),^ (g)2 A') ->
Hom(Ext(Δβ2.ir»2 )U,C),

By setting Λ = Σ = Γ = A in the above, since Tor^A>2)(Λ,) = 0 for n>0
by Prop. 6 and 7, which shows as usual that the assumption (iii) is satisfied,
we have, corresponding to (9), (13),
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V : Ext(Δ®Δ.fA®S >(Λ, C) <g) Ext(Δβ>Δ ,t®v«)(A\ C ) -» Ext(A^A*^f*)(A', C ® Λ C),

Λ : Tor(A®A* ^ ^ ( H o m ^ C , C ) A),-^Hom(Ext(A^,κ^)(A,C),Tor(A^'^A~ i )(C',Λ)).

Thus in the same way as by (16), (17) for two-sided Λ-modules A,C,F we

have products

(40) U: HW,λω«(Λ, HomΔ(A,O)®Ext kw,sβr >(F,A)->Ext^v*Λ®Γ*)(F,C),

(41) Π : ToΓ&f^ ^ C C , ^

where relative functors are concerned to the homomorphisms of the second

algebras in parentheses. Just as (18), (19), by using the identity j of A,

(42) U j : ί/?A®A ,ϊ®s )(A, HomΛ(A, C)) -* Ext^.,A»f )(A, C),

(43) Π i : T o r ^ ^ ^ C , A) -> ^ ^ ' ^ ^ ^ A / C O A A ) )

By setting Σ = Γ in (42) and Σ = Λ in (43) we have

(44) U j: i/JW , A®T*)(Λ, HomΛ(A, C)) -> Ext?A®A*A®T*)(A, C)

(45) Π j: T o r ( / ^ ' X ^ ( C , A) -> //<A®A*'̂ T*>(Λ, C ® Λ A),

and in the case p = 0 these are isomorphisms as Prop. 4.

Corresponding to Prop. 5, it holds without any restriction for A,

PROPOSITION l l . [] j and Π j are isomorphisms.

PROOF. Let 0 -* C -> Q -> JV -> 0 be an exact left (Λ (g) A*, A (g) f* )-

sequence with Q leff A (g) A^-injective, then the sequence

0 -> HomΛ(A, C) -> HomA(A, Q) -> HomΛ(A, N) -* 0

is left ( A ® Λ*\ ΛΓ® Γ^)-exact as the beginning of the proof of Prop. 9. The

remainder is the same as Prop. 5.

Now that we have obtained Prop. 11, by changing "A (g) A*" to "(A®Λ*,

A (g) Γ*) we shall get the similar results as below Prop. 5 in the section 1 thr-

oughout. In Theorem 1, we do not need the restriction that A is projective. In

Cor. 1.1. holds without that A is projective, because A is always (A (g) A*,

A (g)Γ*)-projective by Prop. 6. and 7.

Now let A, A, Γ be ^-algebras with i^-homomorphisms A -» A and Γ ->

A, and C be a two-sided Λ-module. We shall define (A, Γ)-extension over

A with kernel C as an exact (A (g) A*, A (g) Γ*)-sequence

(F) C — Γ — A ,

where Γ is a X-algebra, f is a iC-alge^ra epimorphism, g is a monomorphism

of K-modules and

(46) g(Xc) = 7 l ( ^ ) , g (cλ) = (^)72, c e C, γ € Γ, λ = fr € A.

As usual, we define the equivalence of extentions and obtain the analogy
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of Theorem 2, where S(A) is the modified relative standard complex (p. 254
below of [4].), and an inessential extension is a direct sum of two ZC-algebras

as Λ(^) Γ*-rings. Then the same as Theorem 2 holds just as usual.
Since the relative standard complex may be normalised as easily seen in

the same way as [1], ([5]), we can define X as an induced Λ-Γ-module as
(28). In this manner Theorem 3 holds without restrictions for Λ, so Cor.3.1.

If A = Λ = R a ^-algebra, T = S a. K-subalgebra of R in the above,
we obtain the facts concerning the relative Hochschild groups. For these
groups in the remainder we shall show the analogy to Theorem 4 without
proof, which may be obtained easily by following the proof of Theorem 4.

We shall represent R, S as residue class rings of a K-ίree algebra F with
kernels M, N which are ideals of F, and denote C = M/M2, Γ = F/M2. If
R has a basis over S, we have a (R, ^-extension over R with kernel C
(2) 0 -» C -* Γ -* R -> 0,

With notation of [4], we have

THROREM 4 . Let ζ be the relative cohomology class determined by (2).
The following isomorphisms hold for p > 0,

(47) H\R, S, Hom*(C? A)) * HP+*(R, S, A))

(48) Hp+ a(Λ, S,A)** HP(R, S, A ®*C)

given by the modified products h (J ζ, h Π ί\
For p = 0, we have exact sequences

H o m w ( Γ , A) -* H o m w ( C , A) -> H2(Λ, 5, ^ ) -> 0,

0 -> £?,(/?, 5, A) -> A ® , C -> A (g)fiΓ.

REMARK. Homβ(C, A) may be considered as the module Hom^M, A) of
all right F-homomorphisms of M into A regarded as F-modules induced by
the map : F-+ R.

At the end I wish to express my hearty thanks to Professor T.Tannaka
for his kind guidance during my researches.
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