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Abstract. We study affine immersions, as introduced by Nomizu and Pinkall, ofMn

into Rn+p. We callMn linearly full if the image ofM is not contained in a lower dimensional
affine space. Typical examples of affine immersions are the Euclidean and semi-Riemannian
immersions. A classification, under an additional assumption that the rank of the second fun-
damental form is at least two, of the hypersurfaces with parallel second fundamental form was
obtained by Nomizu and Pinkall. If we assume that the second fundamental form is parallel
andM is linearly full, thenp ≤ n(n + 1)/2. In this paper we completely classify the affine
immersions with parallel second fundamental form inRn+n(n+1)/2, obtaining amongst others
the generalized Veronese immersions.

1. Introduction. We consider the standard affine spaceRn+p equipped with its stan-
dard connectionD. Let Mn be a manifold equipped with a torsion free affine connection∇
andφ : (Mn,∇) → (Rn+p,D), p ≥ 1, be an immersion ofMn into Rn+p. Following [10],
we callφ an affine immersion if there exists a transversalp-dimensional bundleσ such that

DXφ∗(Y ) − φ∗(∇XY ) ∈ σ ,(1)

for all vector fieldsX andY which are tangent toMn.
Another way of looking at the above equation is that each choice of transversal bundle

σ induces a particular connection on the submanifoldM. It is immediately clear that if we
equipRn+p with a semi-Riemannian metric and take forσ the associated normal bundle,
then from the formula of Gauss it follows that the induced affine connection is the Levi-
Civita connection of the induced metric. Thus nondegenerate isometric immersions provide
examples of affine immersions. Also, the equiaffine immersions, in the sense of Blaschke for
hypersurfaces, and in the sense of [13], [14] or [8] for higher codimensions, provide examples
of affine immersions.

For an affine immersion it is possible to introduce a bilinear formh, called the second
fundamental form, which takes values in the transversal bundleσ by

h(X, Y ) = DXφ∗(Y ) − φ∗(∇XY ) ∈ σ .(2)

Since∇ is a torsion free affine connection,h is symmetric inX andY . Note that bothh and
∇ depend on the choice of transversal bundleσ . Let ξ be a vector field which takes values in
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σ . Similarly, as for isometric immersions, we can now introduce a normal connection∇⊥ and
Weingarten operatorsA by decomposingDXξ into a tangential part and a part in the direction
of σ , i.e., we have the Weingarten formula which states that

DXξ = −φ∗(AξX) + ∇⊥
Xξ .(3)

Using the Weingarten formula, it is now possible to define the covariant derivative∇h of
the second fundamental formh by

(∇Xh)(Y,Z) = ∇⊥
Xh(Y,Z) − h(∇XY,Z) − h(Y,∇XZ) .(4)

Affine immersions for which∇h vanishes identically are called parallel immersions. As∇, h

and∇⊥ all depend on the choice of transversal bundleσ , it is easily verified that the condition
that ∇h vanishes depends on the particular choice ofσ too. In Euclidean geometry, these
immersions as well as their generalisationshave been studied by many people, see amongst
others [7]. A complete classification of the Euclidean parallel submanifolds was obtained
by Ferus in [5]. As far as we know, it is still an open problem to classify the parallel semi-
Euclidean submanifolds.

In this paper, we will focus on parallel affine immersions. We will also assume that the
immersion is linearly full. In Section 2 we will show for a linearly full parallel immersion
that the dimension of the image of the second fundamental form is constant and thatp ≤
n(n + 1)/2.

We will focus then on the two extremal cases, namelyp = 1 andp = n(n+ 1)/2. In the
case thatp = 1, and the rank ofh is at least 2, these were classified by Nomizu and Pinkall in
[9], thus obtaining a characterisation of quadrics. In the case that thep = 1 and the rank ofh
is 1, more possibilities can occur. These were described in [3].

The other extremal case which can occur is that whenp = n(n + 1)/2. An example
in this case is the Veronese surface inR5. The main purpose of this paper is to present a
complete classification in this case too.

The paper is organized as follows. In Section 2 we present some basic formulas for
parallel affine immersions, together with a class of immersions which can be seen as products
of generalisations of the Veronese surface with quadratic submanifolds. In Section 3 we then
show that a parallel affine immersion which is linearly full inRn+n(n+1)/2 is affine congruent
to one of the examples described in Section 2. In the case thatn = 2, this result was obtained
in [6].

2. Basic equations and examples. Throughout this paper,φ : (Mn,∇) → Rn+p

will denote a linearly full affine immersion. Whenever there is no possible confusion, we will
identify Mn with its image inRn+p . Introducing the normal curvature tensorR⊥ by

R⊥(X, Y )ξ = ∇⊥
X∇⊥

Y ξ − ∇⊥
Y ∇⊥

Xξ − ∇⊥[X,Y ]ξ ,
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we get, exactly as in the Euclidean case, the equations of Gauss, Codazzi and Ricci, which
are the integrability conditions for an affine immersion stating that

R(X, Y )Z = Ah(Y,Z)X − Ah(X,Z)Y ,(5)

(∇Xh)(Y,Z) = (∇Y h)(X,Z) ,(6)

(∇XA)ξY = (∇Y A)ξX ,(7)

R⊥(X, Y )ξ = h(X,AξY ) − h(Y,AξX) ,(8)

where(∇XA)ξY = ∇XAξY − A∇⊥
XξY − Aξ∇XY . In Euclidean geometry the Codazzi equa-

tions forh andA are equivalent. This is no longer true for affine immersions.
From now on we will also assume thatM is parallel and we denote by imh =

span{h(X, Y )|X,Y are tangent vector fields}. Then, we have the following lemmas:

LEMMA 1. Let φ : (Mn,∇) → Rn+p be a parallel affine immersion. Then im h is a
differentiable subbundle of σ .

PROOF. Letq1 andq2 be two points in a coordinate neighborhood ofM andγ a differ-
entiable curve connectingq1 andq2. Let X1(q1), . . . , Xn(q1) be a basis of the tangent space
at q1 andξ1(q1), . . . , ξp(q1) be a basis ofσ at q1. Then it is well-known that we can extend
X1, . . . , Xn andξ1, . . . , ξp alongγ such that∇γ ′Xi = ∇⊥

γ ′ξk = 0. Then, if we write

h(Xi,Xj ) =
p∑

k=1

hk
ij ξk ,

it follows that

0 = (∇γ ′h)(Xi,Xj ) = ∇⊥
γ ′h(Xi,Xj ) =

p∑
k=1

(dhk
ij /dt)ξk .

This implies that allhk
ij are constant along the curveγ . Consequently, the fibre dimension of

im h remains constant too. �

LEMMA 2. Let φ : (Mn,∇) → Rn+p be a parallel affine immersion. If φ is linearly
full, then im h = σ .

PROOF. Let W be any vector field inT M ⊕ im h. Thus there exist vector fields
X1,X2,X3 such thatW = X1 + h(X2,X3). Then it follows that

DY W = DY X1 + DY h(X2,X3)

= ∇Y X1 + h(Y,X1) − Ah(X2,X3)Y + ∇⊥
Y h(X2,X3)

= ∇Y X1 + h(Y,X1) − Ah(X2,X3)Y + h(∇Y X2,X3) + h(X2,∇Y X3)

∈ T M ⊕ im h ,

implying thatT M ⊕ im h is a constant vector space alongM. Taking a pointq of M and
coordinates in a neigborhood of that point, it now follows easily thatφ(M) is contained in the
affine space determined byφ(q) andT M ⊕ im h. �
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LEMMA 3. Let φ : (Mn,∇) → Rn+p be a parallel affine immersion. Then for all
vector fields X,Y,Z,W we have

h(X,Ah(Z,W)Y ) − h(Y,Ah(Z,W)X) = h(Ah(Y,Z)X,W) − h(Ah(X,Z)Y,W)

+ h(Ah(Y,W)X,Z) − h(Ah(X,W)Y,Z) .

PROOF. SinceM is a parallel affine immersion, we have

∇⊥
Xh(Y,Z) = h(∇XY,Z) + h(Y,∇XZ) ,

and thus also

∇⊥
X∇⊥

Y h(Z,W) = h(∇X∇Y Z,W) + h(Z,∇X∇Y W)

+ h(∇Y Z,∇XW) + h(∇XZ,∇Y W) .

Consequently, we have that

R⊥(X, Y )h(Z,W) = h(R(X, Y )Z,W) + h(Z,R(X, Y )W) .

Applying now the Gauss equation (5) and the Ricci equation (8) completes the proof.�

Submanifolds satisfying the conclusion of Lemma 3 are called semi-parallel submani-
folds. Semi-parallel submanifolds of Euclidean spaces have been studied amongst others in
[2] and [4]. The advantage of that condition is that it is an algebraic condition valid in every
tangent space. The above lemma will also be the starting point of our classification in the next
section.

To conclude this section, we present an example, which defines a parallel affine immer-
sion.

EXAMPLE 1. Let r, s be integers with 0≤ s ≤ r ≤ n. We denote byIs,r+1−s the
(r + 1) × (r + 1)-diagonal matrix with entries[aij ] satisfying:

aij = 0 , i 
= j ; aii = −1 , i ≤ s ; aii = 1 , s < i ≤ r + 1 .

Let v,w be vectors inRr+1. We set∗v = t vIs,r+1−s and define an inner product onRr+1

by 〈v,w〉 = ∗vw. Then, it is well-known, see [12], that ther-dimensional semi-Riemannian
sphereSr

s (2) with indexs and radius 2 consists of the pointsx satisfying
∗xx = 4 .

Moreover, this immersion is isometric and umbilical. IdentifyingSr
s (2) with its image in

Rr+1, we have that

DXY = ∇̂XY − (1/4)∗XYx ,

whereX,Y are tangent vector fields toSr
s (2) and∇̂ is the Levi-Civita connection of the semi-

Riemannian sphereSr
s (2).

We now denote bym = n − r and define a map from the semi-Riemannian product
manifoldSr

s (2) × Rm into an affine spaceR(r+1)2 × R(r+1)m × Rm2
by

F(x, y) = (x∗x − (4/(r + 1))Ir+1, x
ty, (1/2)yty) .
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Here the image of the first component is always a traceless(r+1)×(r+1)-matrixA satisfying

Is,r+1−s
tAIs,r+1−s = A ,

which is a linear subspace of dimensionr + r(r + 1)/2. Similarly, we get that the last
component is always a symmetricm × m-matrix and therefore lies in a linear subspace of
dimensionm + m(m − 1)/2. Since the middle component belongs toR(r+1)m, it follows that
the image of the mapF lies in a linear subspace of dimensionn + p, where

p = r(r + 1)/2 + m(m − 1)/2 + m(r + 1)

= (r + m)(r + m + 1)/2 = n(n + 1)/2 .

Note that fors = 0 andr = n, we have the standard Veronese immersion. Ifs 
= 0 and
r = n, we have the generalized Veronese immersions as introduced by Blomstrom in [1].

We denote byy1, . . . , ym the standard coordinates and by∂k the standard parallel basis
of Rm. We denote byX,Y,Z tangent vector fields toSr

s (2). Then, interpreting these vector
fields in the standard way as vector fields onSr

s (2) × Rm, we can define a torsion free affine
connection∇ onSr

s (2) × Rm by

∇XY = ∇̂XY + (1/4)∗XY

m∑
k=1

yk∂k ,

∇X∂k = 0 , ∇∂kX = 0 , ∇∂k∂l = 0 .

Now, in order to compute properties of the mapF we introduce the following notation.
We denote byFl , 1 ≤ l ≤ m, them × 1 matrix with entriesFlk1 satisfyingFlk1 = δlk and
defineEkl = Fk

tFl , 1 ≤ k, l ≤ m. Then, we get that

F∗(X) = (X∗x + x∗X,Xty, 0) , F∗(∂k) = (0, xtFk, (1/2)(Fk
ty + ytFk)) .

Expressing that the Gauss formula (2) has to be satisfied, we deduce that

h(X, ∂k) = DXF∗(∂k) − F∗(∇X∂k) = (0,XtFk, 0) ,

h(∂k,X) = D∂kF∗(X) − F∗(∇∂kX) = (0,XtFk, 0) ,

h(∂k, ∂l) = D∂kF∗(∂l) − F∗(∇∂k∂l) = (0, 0, (Ekl + Elk)/2) ,

h(X, Y ) = DXF∗(Y ) − F∗(∇XY )

= (Y ∗X + X∗Y + DXY ∗x + x∗(DXY ),DXY ty, 0)

− F∗(∇̂XY ) − (1/4)∗XY

m∑
k=1

ykF∗(∂k)

= (Y ∗X + X∗Y + (DXY − ∇̂XY )∗x + x∗(DXY − ∇̂XY ), (DXY − ∇̂XY )ty, 0)

− (1/4)∗XY(0, xty, yty)

= (Y ∗X + X∗Y − (1/2)∗XYx∗x,−(1/2)∗XYxty,−(1/4)∗XYyty) .
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Let X1, . . . , Xr be a local orthormal basis ofSr
s (2), i.e., we have that∗XiXj = εiδij ,

whereε1 = · · · = εs = −1 andεs+1 = · · · = εr = 1. It is then easy to show, using in particu-
lar the metric on the Lie algebraso(s, r +1− s), thatF∗(Xi), F∗(∂k), h(Xi, ∂k), h(∂k, ∂l) and
h(Xi,Xj ), wherei ≤ j andk ≤ l, are linearly independent vectors. In particular, this implies
thatF is an immersion, thatF is linearly full in Rn+n(n+1)/2 and that the bundle spanned by
h is a transversal bundle. Consequently, we can considerF as an affine immersion.

Since clearly

D∂kh(∂l1, ∂l2) = DXh(∂l1, ∂l2) = D∂kh(∂l,X) = 0 ,

it follows that

∇⊥
∂k

h(∂l1, ∂l2) = ∇⊥
Xh(∂l1, ∂l2) = ∇⊥

∂k
h(∂l,X) = 0 ,

Ah(∂l1,∂l2)∂k = Ah(∂l1,∂l2)X = Ah(∂l,X)∂k = 0 .

The above formulas already imply that

(∇∂k h)(∂l1, ∂l2) = (∇Xh)(∂l1, ∂l2) = (∇∂kh)(∂l, X) = 0 .

We also have that

DXh(Y, ∂k) = (0,DXY tFk, 0) = (0, (∇̂XY − (1/4)∗XYx)tFk, 0)

= h(∇̂XY, ∂k) − (1/4)∗XY(0, xtFk, 0)

= h(∇XY, ∂k) − (1/4)∗XY

m∑
l=1

ylh(∂l, ∂k) − (1/4)∗XY(0, xtFk, 0)

= h(∇XY, ∂k) − (1/4)∗XY(0, xtFk, (Fk
ty + ytFk)/2)

= h(∇XY, ∂k) − (1/4)∗XYF∗(∂k) ,

implying that

∇⊥
Xh(Y, ∂k) = h(∇XY, ∂k) Ah(Y,∂k)X = (1/4)∗XY∂k .

From the above formulas we immediately see that(∇Xh)(Y, ∂k) = 0. Therefore, by the
Codazzi equation, we also have that(∇∂kh)(X, Y ) = 0. This can also be verified straightfor-
wardly in the following way:

D∂kh(X, Y ) = (0,−(1/2)∗XYxtFk,−(1/4)∗XY(Fk
ty + ytFk))

= −(1/2)∗XYF∗(∂k) ,

implying that

∇⊥
∂k

h(Y,X) = 0 , Ah(Y,X)∂k = (1/2)∗XY∂k .
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Finally, using that∇̂ is the Levi-Civita connection of the metric, we have that

DZh(X, Y ) = DZ(Y ∗X + X∗Y − (1/2)∗XYx∗x,−(1/2)∗XYxty,−(1/4)∗XYyty)

= DZ(Y ∗X + X∗Y, 0, 0) − (1/2)(∗(∇̂ZX)Y + ∗X∇̂ZY )(x∗x, xty, (1/2)yty)

− (1/2)∗XY(Z∗x + x∗Z,Zty, 0)

= (DZY ∗X + Y ∗DZX + DZX∗Y + X∗DZY, 0, 0)

− (1/2)(∗(∇̂ZX)Y + ∗X∇̂ZY )(x∗x, xty, (1/2)yty)

− (1/2)∗XY(Z∗x + x∗Z,Zty, 0)

= (∇̂ZY ∗X + Y ∗∇̂ZX + ∇̂ZX∗Y + X∗∇̂ZY, 0, 0)

− (1/4)∗ZY(x∗X + X∗x, 0, 0) − (1/4)∗ZX(Y ∗x + x∗Y, 0, 0)

− (1/2)(∗(∇̂ZX)Y + ∗X∇̂ZY )(x∗x, xty, (1/2)yty)

− (1/2)∗XY(Z∗x + x∗Z,Zty, 0)

= h(∇̂ZX, Y ) + h(X, ∇̂ZY ) − (1/2)∗XYF∗(Z)

− (1/4)∗ZY(x∗X + X∗x, 0, 0) − (1/4)∗ZX(Y ∗x + x∗Y, 0, 0)

= h(∇ZX, Y ) + h(X,∇ZY ) − (1/4)∗ZX

m∑
k=1

ykh(Y, ∂k)

− (1/4)∗ZY

m∑
k=1

ykh(X, ∂k) − (1/2)∗XYF∗(Z)

− (1/4)∗ZY(x∗X + X∗x, 0, 0) − (1/4)∗ZX(Y ∗x + x∗Y, 0, 0)

= h(∇ZX, Y ) + h(X,∇ZY ) − (1/4)∗ZX

m∑
k=1

yk(0, Y tFk, 0)

− (1/4)∗ZY

m∑
k=1

yk(0,XtFk, 0) − (1/2)∗XYF∗(Z)

− (1/4)∗ZY(x∗X + X∗x, 0, 0) − (1/4)∗ZX(Y ∗x + x∗Y, 0, 0)

= h(∇ZX, Y ) + h(X,∇ZY ) − (1/4)∗ZY(x∗X + X∗x,Xty, 0)

− (1/4)∗ZX(Y ∗x + x∗Y, Y ty, 0) − (1/2)∗XYF∗(Z)

= h(∇ZX, Y ) + h(X,∇ZY )

− (1/4)∗ZYF∗(X) − (1/4)∗ZXF∗(Y ) − (1/2)∗XYF∗(Z) ,

from which it follows that

∇⊥
Z h(X, Y ) = h(∇ZX, Y ) + h(X,∇ZY )

Ah(X,Y )Z = (1/4)∗ZYX + (1/4)∗ZXY + (1/2)∗XYZ .

This completes the proof thatF is a parallel affine immersion.
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In the next section we will prove that a linearly full parallel affine immersion ofMn

into Rn+n(n+1)/2 has to satisfy some further properties which will be helpfull in obtaining a
classification. Since the immersion described in the example is a linearly full parallel affine
immersion, it has to satisfy these properties too.

3. A classification theorem. In this section we are going to show that the immersion
described in the previous section is the only parallel affine immersion of ann-dimensional
affine manifold which is linearly full inRn+n(n+1)/2. In order to do so, we first introduce
some notation. We denote byX1, . . . , Xn a local basis of tangent vector fields and define
ξij = h(Xi,Xj ). Clearly, we have thatξij = ξji and becauseM is linearly full, we also
have thatξij , i ≤ j , are linearly independent vectors belonging toσ . We denote by(V )k the
component of a vector fieldV in the direction ofXk. Then, we have the following lemma.

LEMMA 4. Let φ : (Mn,∇) → Rn+n(n+1)/2 be a parallel linearly full affine immer-
sion and {X1, . . . , Xn} a tangent frame defined on a neighborhood of a point q of Mn. Then
there exist functions bij , 1 ≤ i, j ≤ n, with bji = bij such that

AξiiXi = biiXi ,

AξiiXj = (2/3)bijXi + (1/2)biiXj ,

Aξij Xi = bijXi + (1/4)biiXj ,

Aξij Xk = (1/3)bjkXi + (1/3)bikXj + (2/3)bijXk ,

where i, j, k are mutually different indices.

PROOF. Letq ∈ M and let{X1, . . . , Xn} be a tangent frame defined on a neighborhood
of q. We introduce local functionsbij as follows:

(i) bii is the component ofAξii Xi in the direction ofXi ,
(ii) bij is the component ofAξij Xi in the direction ofXi ,

wherei andj are different indices. Putting nowX = Xi , Y = Z = Xj andW = Xk, where
i, j andk are mutually different indices, into Lemma 3 and looking at theξii component, we
deduce thatAξjkXj has no component in the direction ofXi , wherei is different fromj and
k.

Next, we consecutively put
(i) X = Xj , Y = Xk, Z = W = Xi ; theξjj component,
(ii) X = Xi , Y = Xj , Z = W = Xi ; theξjj component,
(iii) X = Xi , Y = Xj , Z = Xk, W = Xl ; theξjj component,

in order to find that
(i) AξiiXk has no component in the direction ofXj with j different fromi andk,
(ii) AξiiXi has no component in the direction ofXj with j different fromi,
(iii) AξklXi has no component in the direction ofXj with j different fromk, l andi.

The above already implies that

AξiiXi = biiXi .
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Now, we takeX = Xi = Z = W andY = Xj . Then, using the above equation, we find
that

−biiξij + 3h(AξiiXj ,Xi) − 2h(Aξij Xi,Xi) = 0 .(9)

Looking at theξii component of the above equation gives that

3(AξiiXj )
i = 2(Aξij Xi)

i = 2bij .

Hence

(AξiiXj )
i = (2/3)bij .(10)

Whereas, looking at theξij -component of (9) yields that

3(AξiiXj )
j − 2(Aξij Xi)

j − bii = 0 .(11)

TakingX = Xi = Z andY = Xj = W next, we find that

2h(Aξij Xj ,Xi) − 2h(Aξij Xi,Xj ) = h(Aξjj Xi,Xi) − h(Aξii Xj ,Xj ) .(12)

Looking at theξij component of (12), using the definition ofbij and (10), we get that

2bji − 2bij = (2/3)bji − (2/3)bij .

Hencebij = bji . It also follows from (12) that

2(Aξij Xi)
j = (Aξii Xj )

j .

Combining this with (11), we obtain that

(Aξij Xi)
j = bii/4 , (Aξii Xj )

j = bii/2 .

Finally, we still have to compute(Aξij Xk)
i and(Aξij Xk)

k. Sinceξij = ξji , it follows
that we can introduce functionscijk anddijk such that

Aξij Xk = cijkXi + cjikXj + dijkXk .(13)

We takeX = Xi = W , Y = Xj andZ = Xk. Then, we obtain that

2h(AξikXj ,Xi) − h(AξjkXi,Xi) = bikξij + (1/3)bij ξik .

Looking at the different components of the above equation, we deduce that

djki = 2cikj , 2ckij − ckji = (1/3)bij , 2dikj = cjki + bik .

Combining the first and the last of the above equations, it follows that

cjki + bik = 2dikj = 4cjki .

Hencecjki = (1/3)bik anddikj = (2/3)bik. �

We recall that the Ricci tensor Ric associated with the curvature tensorR of an affine
connection is defined by

Ric(Y,Z) = trace{X 
→ R(X, Y )Z} .(14)

Using Lemma 4 we compute in the following lemma the Ricci tensor in terms of the
functionsbij .
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LEMMA 5. Let φ : (Mn,∇) → Rn+n(n+1)/2 be a parallel linearly full affine immer-
sion and {X1, . . . , Xn} a tangent frame defined on a neighborhood of a point q of Mn. Then,
using the notation of the previous lemma, we have that

Ric(Xi,Xj ) = (n − 1)bij /3 , i 
= j ,

Ric(Xi,Xi) = (n − 1)bii/4 .

PROOF. We consider two cases. Ifi 
= j , we have that

Ric(Xi,Xj ) =
n∑

k=1

(R(Xk,Xi)Xj )
k

=
n∑

k=1
k 
=i,j

((2/3)bij − (1/3)bij ) + (R(Xj ,Xi)Xj )
j

= (n − 2)bij /3 + bij − (2/3)bij = (n − 1)bij /3 .

Finally, we have that

Ric(Xi,Xi) =
n∑

k=1

(R(Xk,Xi)Xi)
k =

n∑
k=1
k 
=i

(R(Xk,Xi)Xi)
k

=
n∑

k=1
k 
=i

(bii/2 − bii/4) = (n − 1)bii/4 .

�

Note that it follows from the previous lemmas that the Ricci tensor of∇ is symmetric.
Let q ∈ M. Since, starting with three linearly independent tangent vectorsv, u, w at the point
q, we can always construct a tangent basis at the pointq, we find by combining Lemma 4
with Lemma 5 that

Ah(v,v)v = (4/(n − 1)) Ric(v, v)v ,(15)

Ah(v,v)u = (2/(n − 1)) Ric(u, v)v + (2/(n − 1)) Ric(v, v)u ,(16)

Ah(u,v)v = (3/(n − 1)) Ric(u, v)v + (1/(n − 1)) Ric(v, v)u ,(17)

Ah(u,v)w = (1/(n − 1)) Ric(u,w)v + (1/(n − 1)) Ric(v,w)u(18)

+ (2/(n − 1)) Ric(u, v)w .

Taking the appropriate limits, it is clear that the above formulas remain valid for linearly
dependentu, v,w too. Therefore, we have shown the following lemma:
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LEMMA 6. Let M be as in the previous lemmas and let u, v,w be arbitrary tangent
vectors. Then

Ah(u,v)w = (1/(n − 1)) Ric(u,w)v + (1/(n − 1)) Ric(v,w)u + (2/(n − 1)) Ric(u, v)w .

Remark that in the special case thatM is an isometric immersion into a Euclidean space,
the formula (15) implies that the immersion is isotropic in the sense of O’Neill, see [11]. In
that respect, it makes sense to define an affine immersion isotropic if there exists a symmetric
bilinear formα such that

Ah(v,v)v = α(v, v)v .(19)

It is clear that every Euclidean isotropic immersion is also an affine isotropic immersion.

The previous lemma then states that every semi-parallel affine immersionφ : (Mn,∇) →
Rn+n(n+1)/2 is affine isotropic. It also follows easily that a codimension one nondegenerate
affine immersion is affine isotropic if and only ifAξ is proportional to the identity, i.e., if and
only if it is an affine sphere.

So far, we have only worked at the tangent space at one point. Up to this point all
results would remain valid for semi-parallel immersions too, provided thatT M ⊕ im(h) was
n+n(n+1)/2-dimensional. In the next steps we will explicitly use the fact thatM is parallel
together with the Codazzi equation forA in order to show that the Ricci tensor is parallel and
that the rank of it is constant onM. This is done in the following lemmas:

LEMMA 7. Let M be as before. Then (∇X Ric)(Y,Z) = 0 for all tangent vector fields
X, Y and Z.

PROOF. We take linearly independent vector fieldsX andY . Then, we have that

(∇XA)h(X,X)Y = (∇Y A)h(X,X)X .(20)

Computing the left-hand side of (20), we find that

(∇XA)h(X,X)Y = ∇XAh(X,X)Y − A∇⊥
X h(X,X)Y − Ah(X,X)∇XY

= ∇X((2/(n − 1)) Ric(X, Y )X + (2/(n − 1)) Ric(X,X)Y )

− 2Ah(∇XX,X)Y − Ah(X,X)∇XY

= ∇X((2/(n − 1)) Ric(X, Y )X + (2/(n − 1)) Ric(X,X)Y )

− 2((1/(n − 1)) Ric(∇XX, Y )X + (1/(n − 1)) Ric(X, Y )∇XX

+ (2/(n − 1)) Ric(∇XX,X)Y )

− ((2/(n − 1)) Ric(∇XY,X)X + (2/(n − 1)) Ric(X,X)∇XY )

= (2/(n − 1))(∇X Ric)(X, Y )X + (2/(n − 1))(∇X Ric)(X,X)Y ,

whereas the right-hand side of (20) gives that
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(∇Y A)h(X,X)X = ∇Y Ah(X,X)X − A∇⊥
Y h(X,X)X − Ah(X,X)∇Y X

= ∇Y (4/(n − 1)) Ric(X,X)X − 2Ah(∇Y X,X)X − Ah(X,X)∇Y X

= ∇Y (4/(n − 1)) Ric(X,X)X − 2((3/(n − 1)) Ric(∇Y X,X)X

+ (1/(n − 1)) Ric(X,X)∇Y X)

− ((2/(n − 1)) Ric(∇Y X,X)X + (2/(n − 1)) Ric(X,X)∇Y X)

= (4/(n − 1))(∇Y Ric)(X,X)X .

Comparing both sides of (20), it follows that for linearly independentX andY , we have that

(∇X Ric)(X,X) = 0 ,(21)

2(∇Y Ric)(X,X) − (∇X Ric)(X, Y ) = 0 .(22)

Since (21) remains valid for all vectorsX, it follows that

(∇aX+bY Ric)(aX + bY, aX + bY ) = 0

for all values ofa andb. The above equation can be seen as a polynomial equation ina and
b which vanishes identically. Therefore every coefficient has to vanish. Using that Ric is
symmetric and computing the coefficient ofa2b, we find that

(∇Y Ric)(X,X) + 2(∇X Ric)(X, Y ) = 0 .

Combining this with (22), it follows that

(∇Y Ric)(X,X) = 0 ,(23)

(∇X Ric)(X, Y ) = 0 .(24)

As (23) remains valid for all vectorsX andY , we also have

(∇Y Ric)(X + Z,X + Z) = 0 .

Since Ric is symmetric, this last equation implies that(∇Y Ric)(X,Z) = 0 . �

Let rq denote the rank of the Ricci tensor at the pointq. Then, we have:

LEMMA 8. Let φ : (Mn,∇) → Rn+n(n+1)/2 be a parallel affine immersion. Then the
rank rq of the Ricci tensor at the point q is independent of q .

PROOF. Let q1 andq2 be two points in a coordinate neighborhood ofM andγ be a
differentiable curve connectingq1 andq2. Let X1(q1), . . . , Xn(q1) be a basis of the tangent
space atq1. Then it is well-known that we can extendX1, . . . , Xn alongγ such that∇γ ′Xi =
0. Then, it follows that

0 = (∇γ ′ Ric)(Xi,Xj ) = (d/dt)(Ric(Xi,Xj )) .

This implies that Ric(Xi,Xj ) remains constant along the curveγ . Consequently, the rank of
the Ricci tensor is constant. �
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We denote the rank of the Ricci tensor byr. Since it is constant onM, we can define a
distributionT0 onM by

T0 = {Z| Ric(Y,Z) = 0 for all vector fieldsY } .

The dimension of this distribution equalsm, wherem = n − r. Let Z ∈ T0, and letX and
Y be arbitrary vector fields. Since 0= (∇X Ric)(Y,Z) = − Ric(Y,∇XZ), it follows that
∇XZ ∈ T0 for Z ∈ T0. This shows that the distributionT0 is parallel with respect to∇.

The next lemmas will then show how to construct a suitable basis of the distributionT0

and how to define a suitable complementary distribution. However, before doing this, we need
the following lemma about the solution of differentiable equations on affine differentiable
manifolds:

LEMMA 9. Let m be a positive integer and αij and βi , i, j = 1, . . . ,m, one-forms on
M . Then, if those one-forms satisfy

dβi(X, Y ) −
m∑

j=1

(αij (X)βj (Y ) − αij (Y )βj (X)) = 0 ,

dαij (X, Y ) −
m∑

j2=1

(αij2(X)αj2j (Y ) − αij2(Y )αj2j (X)) = 0 ,

then the system of partial differential equations given by:

X(fi) =
m∑

j=1

αij (X)fj + βi(X) ,

has a solution.

PROOF. By introducing a functionfm+1 = 1 and formsαm+1i = 0, αm+1m+1 = 0
andαim+1 = βi , we see that it is sufficient to prove the lemma in the case that allβi vanish
identically. Using local coordinates{x1, . . . , xn}, we see that it is then sufficent to prove that
a system

∂if = Aif ,

where∂i = (∂/∂xi), f = t (f1, . . . , fm) andAi is anm × m-matrix, has a solution provided
that

∂i(Aj ) − ∂j (Ai) − [Ai,Aj ] = 0 .

We now show the above claim by induction on the number of variablesn. If n = 1, the
condition becomes trivial and the claim follows immediately from the existence theorem for
solutions of ordinary differential equations.

Therefore assume thatn > 1 and letÃ1 be a matrix solution of

∂1Ã1 = A1Ã1 ,
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with initial conditionÃ1(p0) = I . We then try to find a solution of the formf = Ã1g, where
g = t (g1, . . . , gm) depends only on the variablesx2, . . . , xn. Clearly, we have that

∂1f = A1Ã1g = A1f .

We also have that

∂if = Aif = AiÃ1g ,

∂if = (∂iÃ1)g + Ã1∂ig .

As the matrixÃ1 is locally invertible, it follows that the functiong has to satisfy

∂ig = Big ,

whereBi = −Ã−1
1 (∂iÃ1) + Ã−1

1 AiÃ1. Using thatÃ−1
1 Ã1 = I and therefore

∂iÃ
−1
1 = −Ã−1

1 (∂iÃ1)Ã
−1
1 ,

we get that

∂1Bi = Ã−1
1 (∂1Ã1)Ã

−1
1 (∂iÃ1) − Ã−1

1 (∂i∂1Ã1)

− Ã−1
1 (∂1Ã1)Ã

−1
1 AiÃ1 + Ã−1

1 (∂1Ai)Ã1 + Ã−1
1 Ai(∂1Ã1)

= Ã−1
1 Ã1(∂iÃ1) − Ã−1

1 ∂i(A1Ã1)

− Ã−1
1 A1AiÃ1 + Ã−1

1 (∂1Ai)Ã1 + Ã−1
1 AiA1Ã1

= −Ã−1
1 (∂iA1 − ∂1Ai + A1Ai − AiA1)Ã1 = 0 .

Similarly, we also obtain that

∂iBj − ∂jBi − [Bi, Bj ] = Ã−1
1 (∂iAj − ∂jAi − [Ai,Aj ])Ã1 = 0 .

Applying the induction hypothesis now completes the proof. �

LEMMA 10. Let q ∈ M . Then there exist vector fields Z1, . . . , Zm defined on a neigh-
borhood of q, which form a basis of T0 satisfying that

∇XZk = 0

for any vector field X.

PROOF. We start with an arbitrary local basisZ1, . . . , Zm. Any other basis̃Z1, . . . , Z̃m

can then be written as̃Zk = ∑m
l=1 bklZl. SinceT0 is parallel, we can also introduce 1-forms

βl
k onM by ∇XZk = ∑m

l=1 βl
k(X)Zl. SinceZk ∈ T0, it follows from the Gauss equation that

R(X, Y )Zk = Ah(Y,Zk)X − Ah(X,Zk)Y

= (1/(n − 1)) Ric(X, Y )Zk − (1/(n − 1)) Ric(Y,X)Zk

= 0 .
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Therefore, we get that

0 = R(X, Y )Zk

= ∇X∇Y Zk − ∇Y ∇XZk − ∇[X,Y ]Zk

= ∇X

( m∑
l=1

βl
k(Y )Zl

)
− ∇Y

( m∑
l=1

βl
k(X)Zl

)
−

m∑
l=1

βl
k([X,Y ])Zl

=
n∑

l=1

dβl
k(X, Y )Zl +

m∑
l,s=1

(βl
k(Y )βs

l (X) − βl
k(X)βs

l (Y ))Zs ,

from which it follows that

dβl
k(X, Y ) +

m∑
s=1

(βs
k(Y )βl

s(X) − βs
k(X)βl

s(Y )) = 0 .(25)

Now, expressing that the new basisZ̃1, . . . , Z̃m is parallel, we obtain that

0 = ∇XZ̃k =
m∑

l=1

(X(bkl)Zl + bkl∇XZl)

=
m∑

l=1

X(bkl)Zl +
m∑

l,s=1

bklβ
s
l (X)Zs .

Hence in order to obtain the desired basis, the functionsbkl have to satisfy the following
system of differential equations:

X(bkl) = −
m∑

s=1

βl
s(X)bks .(26)

Notice that this is a system of differential equations as treated in Lemma 9. From Lemma 9,
we get that a sufficient condition for the existence of a solution is that

0 = −dβl
s̃(X, Y ) +

m∑
s=1

(βl
s(Y )βs

s̃ (X) − βl
s(X)βs

s̃ (Y )) ,

which is satisfied because of (25). �

Letq be a point ofM and assume thatX1, . . . , Xr form a local basis of a complementary
distributionT1 to T0. Since the Ricci tensor restricted to the spaceT1 is a nondegenerate
symmetric bilinear form, we may assume thatX1, . . . , Xr form a pseudo-orthonormal basis,
i.e., we may assume that

Ric(Xi,Xj ) = ((n − 1)/4)εiδij ,

whereεi = ±1. We also take a basisZ1, . . . , Zm of T0 as constructed before. We introduce
one formsωj

i andνk
i , 1 ≤ i, j ≤ r, 1 ≤ k ≤ m, by

∇XXi =
r∑

j=1

ω
j
i (X)Xj +

m∑
k=1

νk
i (X)Zk .(27)
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Then, taking arbitrary vector fieldsX andY , it follows that

R(X, Y )Xi = ∇X∇Y Xi − ∇Y ∇XXi − ∇[X,Y ]Xi

= ∇X

( r∑
j=1

ω
j

i (Y )Xj +
m∑

k=1

νk
i (Y )Zk

)
− ∇Y

( r∑
j=1

ω
j

i (X)Xj +
m∑

k=1

νk
i (X)Zk

)

−
r∑

j=1

ω
j

i ([X,Y ])Xj −
m∑

k=1

νk
i ([X,Y ])Zk

=
r∑

j=1

dω
j

i (X, Y )Xj +
m∑

k=1

dνk
i (X, Y )Zk +

r∑
j=1

(ω
j

i (Y )∇XXj − ω
j

i (X)∇Y Xj )

=
r∑

j=1

dω
j

i (X, Y )Xj +
r∑

j,j1=1

(ω
j

i (Y )ω
j1
j (X) − ω

j

i (X)ω
j1
j (Y ))Xj1(28)

+
m∑

k=1

dνk
i (X, Y )Zk +

r∑
j=1

m∑
k=1

(ω
j

i (Y )νk
j (X) − ω

j

i (X)νk
j (Y ))Zk

=
r∑

j1=1

(dω
j1
i (X, Y ) +

r∑
j=1

(ω
j

i (Y )ω
j1
j (X) − ω

j

i (X)ω
j1
j (Y )))Xj1

+
m∑

k=1

(dνk
i (X, Y ) +

r∑
j=1

(ω
j

i (Y )νk
j (X) − ω

j

i (X)νk
j (Y )))Zk .

On the other hand, using the Gauss equation, it follows that

R(X, Y )Xi = Ah(Y,Xi)X − Ah(X,Xi)Y = 0 , X, Y ∈ T0 ,(29)

= 0 , Y ∈ T0,X = Xj , j 
= i ,(30)

= −εiY/4 , Y ∈ T0,X = Xi ,(31)

= 0 , X = Xj1, Y = Xj2 , i, j1, j2 are mutually different ,(32)

= −εiXj/4 , X = Xi, Y = Xj, i 
= j ,(33)

= 0 , X = Y .(34)

Next we will try to construct a more suitable local complementary distribution. It is clear
that any other complementary distribution can be spanned by vector fieldsX̃i , 1 ≤ i ≤ r,
which are given byX̃i = Xi + ∑m

k=1 aikZk, where theaik are arbitrary local functions.
The next lemma then shows how to define these functions to obtain a unique complementary
distribution.

LEMMA 11. Let q ∈ M and let Z1, . . . , Zm be a local basis of T0 as constructed in
Lemma 10. Then on a neighborhood U of q there exists a complementary distribution T1 such
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that

∇XY − (1/(n − 1)) Ric(X, Y )Z∗ ∈ T1 , X, Y ∈ T1 ,(35)

∇ZX ∈ T1, X ∈ T1, Z ∈ T0 ,(36)

where Z∗ = ∑m
k=1 gkZk ∈ T0 is a vector field satisfying

X(gk) = 0 , X ∈ T1 ; Zl(gk) = δkl .

PROOF. We introduce a vector fieldZ∗ = ∑m
k=1 gkZk. We get that

∇Zk X̃i = ∇ZkXi +
m∑

l=1

Zk(ail)Zl

=
r∑

j=1

ω
j

i (Zk)Xj +
m∑

l=1

νl
i (Zk)Zl +

m∑
l=1

Zk(ail)Zl

=
r∑

j=1

ω
j

i (Zk)X̃j −
r∑

j=1

m∑
l=1

ω
j

i (Zk)ajlZl +
m∑

l=1

νl
i (Zk)Zl +

m∑
l=1

Zk(ail)Zl ,

∇Xj1
X̃i = ∇Xj1

Xi +
m∑

l=1

Xj1(ail)Zl

=
r∑

j=1

ω
j
i (Xj1)Xj +

m∑
l=1

νl
i (Xj1)Zl +

m∑
l=1

Xj1(ail)Zl

=
r∑

j=1

ω
j
i (Xj1)X̃j −

r∑
j=1

m∑
l=1

ω
j
i (Xj1)ajlZl +

m∑
l=1

νl
i (Xj1)Zl +

m∑
l=1

Xj1(ail)Zl .

Therefore we see that the connection∇ has the form as described in the lemma if and only if
the functionsaik satisfy the following system of differential equations:

Zk(ail) = −νl
i (Zk) +

r∑
j=1

ω
j

i (Zk)ajl ,

Xj1(ail) = −νl
i (Xj1) +

r∑
j=1

ω
j

i (Xj1)ajl + (1/4)εiδj1igl .

The second part of the lemma now reduces to the following system of differential equations:

Xj(gl ) = −ajl , Zk(gl ) = δkl .

Therefore, in order to complete the proof of the lemma, we notice that this is again a system
of differential equations as treated in Lemma 9 (with functionsail andgl). Using the notation
of Lemma 9, we see that it is sufficient to show that the following system of differential
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equations:

X(fi) =
n∑

j=0

αij (X)fj + βi(X) , i = 0, 1, . . . , n

has a solution, where for some fixedl andi, j = 1, . . . , r, we have that

f0 = gl ,

fi = ail ,

α00 = 0 ,

α0i (Xj ) = −δij , α0i (Zk) = 0 ,

αi0(Xj ) = (1/4)εiδij , αi0(Zk) = 0 ,

αij (X) = ω
j

i (X) ,

β0(Xj ) = 0 , β0(Zk) = δkl ,

βi(X) = −νl
i (X) .

Using the above definitions and (28), we see that fori, j > 0, we have that:

dαij (X, Y ) −
r∑

j2=0

(αij2(X)αj2j (Y ) − αij2(Y )αj2j (X))

= dω
j
i (X, Y ) −

r∑
j2=1

(ω
j2
i (X)ω

j
j2

(Y ) − ω
j2
i (Y )ω

j
j2

(X))

− αi0(X)α0j (Y ) + αi0(Y )α0i (X)

=
(
R(X, Y )Xi

)Xj -component+ αi0(X)YXj -component− αi0(Y )XXj -component.

Using now (29) up to (33) it follows that the righthandside vanishes identically and therefore

dαij (X, Y ) −
r∑

j2=0

(αij2(X)αj2j (Y ) − αij2(Y )αj2j (X)) = 0 .

The other equations can be verified in a similar way. �

Next, we introduce a metricg onU by

g(X, Y ) = (4/(n − 1)) Ric(X, Y ) , X, Y ∈ T1 ,(37)

g(X,Z) = 0 , X ∈ T1, Z ∈ T0 ,(38)

g(Zk, Zl) = δkl , 1 ≤ k, l ≤ m .(39)
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LEMMA 12. The Levi-Civita connection ∇̂ of the metric g is given by

∇̂XY = ∇XY − (1/4)g(X, Y )Z∗ , X, Y ∈ T1 ,(40)

∇̂ZX = ∇ZX , X ∈ T1, Z ∈ T0 ,(41)

∇̂XZk = 0 , X ∈ T1, 1 ≤ k ≤ m ,(42)

∇̂ZkZl = 0 , 1 ≤ k, l ≤ m .(43)

PROOF. We define a connection by the above formulas. Since∇ is symmetric, it fol-
lows from the definition that̂∇ is symmetric too. So we have only to check that∇̂ is compat-
ible with the metricg. Let X be an arbitrary tangent vector field. First we takeY1, Y2 ∈ T1.
Then, since Ric is parallel with respect to∇, it follows that

(∇̂Xg)(Y1, Y2) = Xg(Y1, Y2) − g(∇̂XY1, Y2) − g(Y1, ∇̂XY2)

= (4/(n − 1))X Ric(Y1, Y2) − g(∇XY1, Y2) − g(Y1,∇XY2)

= (4/(n − 1))(X Ric(Y1, Y2) − Ric(∇XY1, Y2) − Ric(Y1,∇XY2))

= 0 .

Next we compute forY ∈ T1 andZ ∈ T0 that

(∇̂Xg)(Y,Z) = Xg(Y,Z) − g(∇̂XY,Z) − g(Y, ∇̂XZ)

= −g(∇̂XY,Z) = 0 ,

since by construction̂∇XY does not have aT0 component. The fact that(∇̂Xg)(Zk, Zl) = 0
follows trivially.

As a consequence, we have

THEOREM 1. Let φ : M → Rn+n(n+1)/2 be a parallel linearly full affine immersion
and let q ∈ M . Then there exists a metric g on a neighborhood V of q in M such that V is
isometric to an open set of Sr

s (2) × Rm. Moreover, the affine connection ∇ is related to the
Levi-Civita connection of Sr

s (2) × Rm by

∇XY = ∇̂XY + (1/4)g(X, Y )

m∑
k=1

zk∂k ,

∇X∂k = 0 , ∇∂kX = 0 , ∇∂k∂l = 0 ,

where X,Y are tangent to Sr
s (2) (and we consider them as tangent vectors of the product man-

ifold in the standard way) and ∂k, k = 1, . . . ,m, is the standard basis of Rm with coordinates
denoted by z1, . . . , zk .

PROOF. Let q ∈ M. It follows from the previous lemmas that both distributionsT0

andT1 are parallel with respect tô∇. Consequently, applying the results of [15] and [16],
we get that a neighborhoodV of the pointq is congruent with the semi-Riemannian product
manifoldM1 × M0. Here, we interpreteT1 as tangent toM1 andT0 as tangent toM0.
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From the definition of∇̂ it follows that Z1, . . . , Zm are parallel vector fields of unit
length onM0, implying thatM0 is congruent withRm and that we can interprete the vector
fieldsZk as coordinate vector fieldsZk = ∂k = ∂/∂zk. Writing now the vector fieldZ∗ =∑m

k=1 gkZk and recalling that the functionsgk depended only onM0 and were determined
there by the following system of differential equations:

∂lgk = δkl ,

we get that, after applying a translation of the coordinates, if necessary, thatgk = zk.
Now, we still have to show thatM1 is locally isometric toSr

s (2). Since all one-dimen-
sional manifolds are locally isometric, we may assume thatr ≥ 2. In that case, we have for
Y1 andY2 tangent toM1 that

g(R̂(Y1, Y2)Y2, Y1) = g(∇̂Y1∇̂Y2Y2 − ∇̂Y2∇̂Y1Y2 − ∇̂[Y1,Y2]Y2, Y1)

= g(∇Y1(∇Y2Y2 − (1/4)g(Y2, Y2)Z
∗) − ∇Y2(∇Y1Y2 − (1/4)g(Y1, Y2)Z

∗)
− ∇[Y1,Y2]Y2, Y1)

= g(R(Y1, Y2)Y2, Y1)

= g(Ah(Y2,Y2)Y1, Y1) − g(Ah(Y1,Y2)Y2, Y1)

= (1/2)g(Y1, Y2)
2 + (1/2)g(Y2, Y2)g(Y1, Y1) − (3/4)g(Y1, Y2)

2

− (1/4)g(Y2, Y2)g(Y1, Y1)

= (1/4)(g(Y2, Y2)g(Y1, Y1) − g(Y1, Y2)
2) .

Consequently,M1 has constant sectional curvature 1/4 and is therefore congruent with the
semi-Riemannian sphere of radius 2 and indexs.

The remaining formulas now follow from the previous lemmas together with the fact that
X andY are tangent toSr

s (2). �

We are now in a position to prove the main classification result of the paper.

THEOREM 2. Let φ : M → Rn+n(n+1)/2 be a parallel linearly full affine immersion.
Then M is affine congruent with one of the affine immersions described in Section 2.

PROOF. Let q ∈ M. By Theorem 1, we have that a neighborhood ofq is isometric to
an open set ofSr

s (2) × Rm. We consider the corresponding immersionF . We indicate the
immersion under consideration by adding an appropriate superscript. By construction bothF

andφ have the same induced affine connection. It is also clear that by an affine transformation
we may assume thatF(q) = φ(q), F∗(v) = φ∗(v) andhF (v,w) = hφ(v,w), wherev andw

are tangent vectors at the pointq.
Letγ be a geodesic, with respect to∇, in V . We denote byγ1 = φ(γ ) and byγ2 = F(γ ).

Then, using the previous lemmas we have that
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γ ′
1 = φ∗(γ ′) ,

γ ′′
1 = hφ(γ ′, γ ′) ,

γ ′′′
1 = −φ∗(Ahφ(γ ′,γ ′)γ

′) = −(4/(n − 1)) Ric(γ ′, γ ′)γ ′
1 .

Similarly, we obtain thatγ ′′′
2 = −(4/(n − 1)) Ric(γ ′, γ ′)γ ′

2. By the initial conditions and the
uniqueness of solutions it follows thatF andφ coincide. �
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