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LONG TIME BEHAVIOR OF THE TRANSITION PROBABILITY OF
A RANDOM WALK WITH DRIFT ON AN ABELIAN

COVERING GRAPH
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Abstract. For a certain class of reversible random walks possibly with drift on an
abelian covering graph of a finite graph, using the technique of twisted transition operator, we
obtain the asymptotic behavior of then-step transition probabilitypn(x, y) asn → ∞ and
give an expression of the constant which appears in the asymptotics.

1. Introduction. A random walk onZd defined by the sum of independentZd -valued
random variables has been intensively investigated by many authors (cf. [9, 10]). From the
definition it is a Markov chain that is homogeneous in time and space. A Markov chain which
has weaker spatial homogeneity than the above is called a semi-Markov chain or sometimes
a random walk with internal states (internal degrees of freedom). The asymptotic behavior of
then-step transition probability or central limit theorems for semi-Markov chains have been
studied under mild conditions (cf. [3, 4, 8]. In a previous paper [5], we obtain an expression
of the constant which appears in the asymptotic behavior of then-step transition probabilities
for a certain class of semi-Markov chains in terms of geometric quantity, namely, the volume
of a Jacobian torus [1, 5, 6, 7]. In the present paper, we extend the result obtained in [5] to a
wider class of symmetric random walks possibly with drift.

Let G = (V (G),E(G)) be an infinite, connected and locally finite graph, whereV (G)

is the vertex set ofG andE(G) is the oriented edges ofG. For an edgee ∈ E(G), o(e) (resp.
t (e)) is the origin ofe (resp. the terminus ofe) andē is the inverse edge ofe. We assume that
G has an abelian groupΓ of automorphisms which acts onG freely, that is,σx �= x, σe �= ē

for everyσ( �= 1) ∈ Γ , and the quotient graphM = Γ \G is finite. We can regardG as the
abelian covering graph ofM with covering transformation groupΓ and denote its covering
map byπ : G → M.

We consider a transition probabilityp : E(G) → (0, 1] satisfying the following condi-
tions:

(1)
∑

e∈Ex(G) p(e) = 1 for anyx ∈ V (G), whereEx(G) = {e ∈ E(G) | o(e) = x},
(2) p is invariant under theΓ -action, that is,p(σe) = p(e) for anyσ ∈ Γ ande ∈

E(G),
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(3) p is m-symmetric, that is, there exists a positive functionm : V (G) → (0,∞)

such that

m(o(e))p(e) = m(t(e))p(ē) .(1.1)

The functionm is called the reversible measure forp. If a reversible measure exists, it is
unique up to a constant multiple. We define the transition operatorP by

Pf (x) =
∑

e∈Ex(G)

p(e)f (t (e)) ,(1.2)

which, by (1.1), turns out to be a self-adjoint operator on�2(V (G)) equipped with the inner
product〈f, g 〉 = ∑

x∈V (G) f (x)g (x)m(x).
Our main concern is the asymptotic behavior of then-step transition probability defined

by

pn(x, y) =
∑
|c|=n

o(e1)=x,t (en)=y

p(c) ,(1.3)

where a pathc = (e1, e2, . . . , en) of lengthn is a sequence ofn edges such thatt (ei) =
o(ei+1) for 1 ≤ i ≤ n − 1, |c|(= n) is the length ofc andp(c) = ∏n

i=1 p(ei).
In a previous paper [5], we assumed thatm is invariant under theΓ -action, so that we

necessarily dealt with “isotropic” random walks (see Proposition 3.1 and Remark 3.2 below).
In this paper, we do not assume theΓ -invariance ofm, that is, the existence of a reversible
measure on the quotient graphM.

Our setting includes a certain class of non-isotropic reversible random walks, for ex-
ample, the random walk on one-dimensional latticeZ1 whose transition probability is given
by

p(x, x + 1) = p, p(x, x − 1) = q for anyx ∈ Z1 ,(1.4)

wherep + q = 1 with p, q > 0. In this case, we may takeM to be the 1-bouquet graph
with Γ = Z1, and the reversible measure is given bym(x) = (p/q)x . However,m is not
Γ -invariant unlessp = q = 1/2. It is easy to see that

p2n(x, x) ∼ 1√
πn

(2
√

pq)2n(1.5)

asn → ∞.
Let Q = (q(x, y))x,y∈V(M) be the finite symmetric matrix onM whose elements are

defined by

q(x, y) =
∑

o(e)=x,t (e)=y

q(e) ,(1.6)

where

q(e) = (p(e)p(ē))1/2(1.7)

for eache ∈ E(M). In our setting, the matrixQ plays an important role and the asymp-
totic behavior of the transition probabilitypn(x, y) is controlled by it. The quantity 2

√
pq
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which appeared in (1.5) is closely related to the above symmetrization of the transition prob-
ability p.

We will prove the following result:

THEOREM 1.1. (1) The maximum of the spectrum of P on �2(V (G)), say λ1 :=
max Spec(P ), is equal to the maximal eigenvalue of Q.

(2) Let Γ̂ be the group of unitary characters of Γ and k = rankΓ .
(i) When G is non-bipartite, we have

pn(x, y) ∼
exp

(
1

2

∫ y

x

d logm

)
ϕ0(π(x))ϕ0(π(y))

Volq(Γ̂ )

λ
n+(k/2)

1

(4πn)k/2
(1.8)

as n → ∞.
(ii) When G is bipartite with bipartition V (G) = A 
 B, and
(a) if x, y ∈ A or x, y ∈ B, for even n → ∞, or (b) if x ∈ A, y ∈ B or x ∈ B, y ∈ A,

for odd n → ∞, we have

pn(x, y) ∼
2 exp

(
1

2

∫ y

x

d logm

)
ϕ0(π(x))ϕ0(π(y))

Volq(Γ̂ )

λ
n+(k/2)
1

(4πn)k/2 .(1.9)

In the theorem, the quantity exp(1/2
∫ y

x
d logm) is equal to

√
m(y)/m(x). The cobound-

ary operatord and the integral
∫ y

x
are defined in Section 2. The functionϕ0 is the (positive)

normalized eigenfunction for the maximal eigenvalue ofQ, that is,

Qϕ0 = λ1ϕ0, ‖ϕ0‖2
0 =

∑
x∈V (M)

|ϕ0(x)|2 = 1 .(1.10)

The 1-cohomology groupH 1(M, R) can be identified with the space of harmonic 1-forms on
M by introducing the inner product

〈〈ω1, ω2〉〉q = 1

2

∑
e∈E(M)

ω1(e)ω2(e)q(e)ϕ0(o(e))ϕ0(t (e))(1.11)

on C1(M, R), the space of 1-forms onM. The groupΓ̂ is identified with a subset of the Ja-
cobian torusJ (M) = H 1(M, R)/H 1(M, Z) by the canonical injection. The volume Volq(Γ̂ )

is that ofΓ̂ with respect to the Lebesgue measure associated with the inner product〈〈·, ·〉〉q .

REMARK 1.2. By Proposition 3.1,λ1 = 1 if and only ifm is Γ -invariant, and then the
positive normalized eigenfunction isϕ0(x) = (m(x)/m(F))1/2, whereF is a fundamental
set ofG for Γ andm(F) = ∑

x∈F m(x). It is easy to check that ifm is Γ -invariant andG is
non-bipartite it holds that

pn(x, y) ∼ m(y)m(F)k/2−1

Vol(Γ̂ )
(4πn)−k/2(1.12)

asn → ∞, which has been obtained in [5].
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Our method is also applied to continuous time random walks. Letpt (x, y) is the tran-
sition probability of the continuous time random walk with generator� = P − I . Then we
have the following.

THEOREM 1.3. Let Γ̂ be the unitary character of Γ and k = rankΓ . Then we have

pt(x, y) ∼
exp

(
1

2

∫ y

x

d logm

)
ϕ0(π(x))ϕ0(π(y))

Volq(Γ̂ )
× e−tα1

(4πt)k/2
(1.13)

as t → ∞, where α1(= 1 − λ1) is the minimal eigenvalue of −�.

2. The twisted transition operators. We let

C0(M,A) = {f : V (M) → A} ,

C1(M,A) = {ω : E(M) → A | ω(ē) = −ω(e)} ,
(2.1)

whereA is an abelian group. Define the coboundary operatord : C0(M,A) → C1(M,A) by

df (e) = f (t (e)) − f (o(e)) ,(2.2)

and consider the 1-cohomology group

H 1(M, R) = C1(M, R)/Image(d) .(2.3)

We take inner products〈·, ·〉 onC0(M, R) and〈〈·, ·〉〉 onC1(M, R). With respect to them, we
obtain the adjoint operatorδ of d satisfying〈〈df, ω〉〉 = 〈f, δω〉. We say thatω ∈ C1(M, R)

is a harmonic 1-form ifδω = 0. So one can identifyH 1(M, R) with the space of harmonic
1-forms, that is,

H 1(M, R) ∼= {ω ∈ C1(M, R) | δω = 0} ,(2.4)

and under this identification

H 1(M, Z) ∼=
{
ω ∈ H 1(M, R)

∣∣∣∣
∫

c

ω ∈ Z for any closed pathc in M

}
,(2.5)

where ∫
c

ω =
n∑

i=1

ω(ei)(2.6)

for a pathc = (e1, e2, . . . , en). In the next section, in order to compute the Hessian of the
maximal eigenvalue of a twisted transition operator, we will choose appropriate inner products
onC0(M, R) andC1(M, R).

Let H1(M, Z) be the 1-homology group ofM and Ĥ1(M, Z) the unitary character of
H1(M, Z). We identifyĤ1(M, Z) with the Jacobian torusJ (M) = H 1(M, R)/H 1(M, Z) by
the mapping

H 1(M, R) � ω 
→ χω ∈ Ĥ1(M, Z) ,(2.7)
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where

χω(σ) = exp

(
2π

√−1
∫

c

ω

)
(2.8)

andσ is represented by 1-cyclec in M.
There exists an abelian covering graphMab of M whose covering transformation group

is H1(M, Z). The graphMab is called the maximal abelian covering graph. For any covering
graphG of M, whose covering transformation groupΓ , there exists a covering mapMab →
G which factorizes the covering mapMab → M. We remark that if the transformation group
of the covering mapMab → G is Γ1, thenΓ is isomorphic toH1(M, Z)/Γ1.

Let Γ̂ be the group of unitary characters ofΓ . The surjective homomorphismη :
H1(M, Z) → Γ ∼= H1(M, Z)/Γ1 induces the injective homomorphism̂η : Γ̂ → Ĥ1(M, Z) ∼=
J (M), and soΓ̂ is identified with the image inJ (M) by η̂. Thenχω ∈ Γ̂ if and only if∫
c
ω ∈ Z for every 1-cycle inM with η(c) = 1. It is easy to check that the tangent spaceT1Γ̂

of Γ̂ at the trivial character1 coincides with{
ω ∈ H 1(M, R)

∣∣∣∣
∫

c

ω = 0 for every 1-cyclec in M with η(c) = 1

}
.(2.9)

We have the Euclidean metric〈〈·, ·〉〉 onH 1(M, R) and induce it onJ (M) by η̂. The volume
is measured with respect to this metric and denoted by Vol(Γ̂ ).

In what follows, we choose an arbitrary vertexx0 ∈ V (G) and fix it. Letω̃ be the lift of
ω ∈ T1Γ̂ to E(G). We define a functions onV (G) by

s(x) = sχω(x) = exp

(
2π

√−1
∫ x

x0

ω̃

)
,(2.10)

where
∫ x

x0
ω̃ = ∑n

i=1 ω(ei) for a pathx0x = (e1, e2, . . . , en). The functions is independent
of the choice of a path joiningx0 to x and

s(σx) = χω(σ)s(x)(2.11)

for anyσ ∈ Γ .
Next, we define the function� onV (G) × V (G) by

�(x, y) =
n∏

i=1

p(ei)

p(ēi )
∈ (0,∞) ,(2.12)

wherexy = (e1, e2, . . . , en). Sincep is m-symmetric, we have

�(x, y) =
n∏

i=1

m(t(ei))

m(o(ei))
= m(t(en))

m(o(e1))
= m(y)

m(x)
,(2.13)

and so it is independent of the choice of a path(e1, e2, . . . , en) joining x to y. We note that
�(x, y) can be represented by

�(x, y) = exp

(∫ y

x

d logm

)
,(2.14)

whered is the one defined by (2.2).
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LEMMA 2.1. (1) Let � be defined as above. Then we have

�(x, x) = 1, �(y, x) = �(x, y)−1, m(y) = m(x)�(x, y) .(2.15)

(2) �(x, σx) is independent of x ∈ V (G) and so

�(σ ) := �(x, σx)(2.16)

is well-defined and � : Γ → (0,∞) is a multiplicative homomorphism, that is, �(ση) =
�(σ )�(η).

PROOF. (1) It is trivial.
(2) Since

�(x, σx)�(σx, σy)�(σy, y)�(y, x) = �(x, x) = 1(2.17)

andp is Γ -invariant, we obtain

�(x, σx)

�(y, σy)
= �(x, y)

�(σx, σy)
=

n∏
i=1

p(ei)/p(ēi )

n∏
i=1

p(σei)/p(σ ēi )

= 1(2.18)

for a pathxy = (e1, e2, . . . , en). The last assertion is obvious. �
Let π : G → M be the canonical projection. We define the weighted liftf̃ of f ∈

C0(M, C) to V (G) by

f̃ (x) = α(x0, x)f (π(x)) ,(2.19)

whereα(x, y) = �(x, y)−1/2. We remark that for everyσ ∈ Γ

f̃ (σx) = α(σ)f̃ (x) ,(2.20)

whereα(σ) = �(σ )−1/2. Let

�2
χ,α = {f : V (G) → C | f (σx) = χ(σ)α(σ)f (x) for σ ∈ Γ } ,(2.21)

which is the finite dimensional�2-space equipped with the inner product

〈f, g 〉χ =
∑
x∈F

f (x)g (x)�(x0, x) ,(2.22)

whereF is a fundamental set ofG. The inner product is independent of the choice of a
fundamental setF , since

f (σx)g (σx)�(x0, σx) = χ(σ)α(σ)f (x)χ(σ)α(σ)g (x)�(x0, x)�(σ )

= f (x)g (x)�(x0, x) .
(2.23)

Let �2(V (M)) be the�2-space of complex-valued functions onV (M) with the inner
product

〈f, g 〉0 =
∑

x∈V (M)

f (x)g (x) .(2.24)
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It is immediate to see that̃f s ∈ �2
χ,α from (2.11) and (2.20). Then we define the operator

U : �2(V (M)) → �2
χ,α by Uf = f̃ s.

LEMMA 2.2. The operator U : (�2(V (M)), 〈·, ·〉0) → (�2
χ,α, 〈·, ·〉χ ) is unitary.

PROOF. Using (2.19) and Lemma 2.1 (1), we obtain

〈Uf,Ug 〉χ =
∑
x∈F

f̃ (x)s(x)g̃ (x)s(x)�(x0, x)

=
∑
x∈F

α(x0, x)f (π(x))α(x0, x)g (π(x))�(x0, x)

=
∑

x∈V (M)

f (x)g (x) = 〈f, g 〉0 .

(2.25)

Since the dimensions of�2(V (M)) and�2
χ,α are the same, the operatorU is unitary. �

It is easy to check thatP leaves�2
χ,α invariant, that is,P(�2

χ,α) ⊂ �2
χ,α . The restriction

Pχ = P |�2
χ,α

is called the twisted transition operator. PutLχ = U−1PχU : �2(V (M)) →
�2(V (M)). Then we find the concrete form ofLχ .

LEMMA 2.3. Let q(e) = (p(e)p(ē))1/2 for each e ∈ E(M). Then,

Lχf (x) =
∑

e∈Ex(M)

q(e) exp(2π
√−1ω(e))f (t (e)) .(2.26)

PROOF. From the definition ofU , we have

PχUf (x) =
∑

e∈Ex(G)

p(e)α(x0, t (e))f (π(t (e)))s(t (e))

=
∑

e∈Ex(G)

p(e)

(
p(e)

p(ē)

)−1/2

α(x0, x)f (π(t (e))) exp(2π
√−1ω(e))s(x)

=
( ∑

e∈Eπ(x)(M)

q(e) exp(2π
√−1ω(e))f (t (e))

)
α(x0, x)s(x) .

(2.27)

Hence we obtain the lemma.
We enumerate the eigenvalues ofLχ (or Pχ ) by

λ1(χ) ≥ λ2(χ) ≥ · · · ≥ λN(χ) ,(2.28)

whereN = |F |. By the theory of direct integral we obtain

Spec(P ) =
N⋃

i=1

⋃
χ∈Γ̂

{λi(χ)} .(2.29)

We remark thatL1 is equal to the finite matrixQ defined in (1.6) and may not be a stochastic
matrix.
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3. Properties of λ1(χ). In this section we show some properties ofλ1(χ). In the
proofs we will use three kinds of (modified) coboundary operators and their duals with respect
to the pairs of inner products in (3.5), (3.13) and (3.21).

The asymptotic behavior of the transition probability is determined by the behavior of the
largest eigenvalueλ1(χ) of Lχ around the trivial character1. First we remark the relationship
betweenλ1(1) and the existence of a reversible measure forp on the quotient graphM.

PROPOSITION 3.1. Assume that there exists a reversible measure m on V (G) for a
transition probability p : E(G) → (0, 1] which is Γ -invariant. Then the following three
conditions are equivalent:

(1) The reversible measure m is Γ -invariant.
(2) There exists a reversible measure m0 on V (M).
(3) λ1(1) = 1.

PROOF. It is obvious that (1) and (2) are equivalent, so that it suffices to show (2)
and (3) are equivalent. Assume that there exists a reversible measurem0 on V (M). Since
m0(o(e))p(e) = m0(t (e))p(ē), we find that

m0(o(e))p(e)2 = m0(t (e))p(ē)p(e) = m0(t (e))q(e)2 .(3.1)

Then we have

(L1m
1/2
0 )(x) =

∑
e∈Ex(M)

q(e)m
1/2
0 (t (e)) =

∑
e∈Ex(M)

p(e)m
1/2
0 (o(e)) = m

1/2
0 (x)(3.2)

and soλ1(1) = 1.
Conversely, we assume thatL1 has the eigenvalue 1, and letϕ be its corresponding eigen-

function, that is,L1ϕ = ϕ. We define the modified coboundary operatorD : C0(M, R) →
C1(M, R) by

Df (e) = p(ē)1/2f (t (e)) − p(e)1/2f (o(e))(3.3)

and defineD∗ : C1(M, R) → C0(M, R) by

D∗ω(x) = −
∑

e∈Ex(M)

p(e)1/2ω(e) .(3.4)

It is easy to check thatD andD∗ are mutually adjoint operators with respect to the inner
products

〈f, g 〉0 =
∑

x∈V (M)

f (x)g (x), 〈〈ω, η〉〉0 = 1

2

∑
e∈E(M)

ω(e)η(e) ,(3.5)

and that

D∗Df (x) = f (x) −
∑

e∈Ex(M)

q(e)f (t (e)) = (I − L1)f (x) .(3.6)

For the eigenfunctionϕ as above, since

〈〈Dϕ,Dϕ〉〉0 = 〈D∗Dϕ, ϕ〉0 = 〈(I − L1)ϕ, ϕ〉0 = 0 ,(3.7)
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we get

Dϕ(e) = p(ē)1/2ϕ(t (e)) − p(e)1/2ϕ(o(e)) = 0(3.8)

for anye ∈ E(M), and this implies thatϕ(x)2 is a reversible measure forp onV (M). �
REMARK 3.2. We assumed the existence of a reversible measure onV (G) but not the

Γ -invariance of the reversible measure onV (G). Since theΓ -invariance of the reversible
measure onV (G) implies thatλ1(1) = 1, the corresponding random walk is “isotropic”.

The eigenvalueλ1(1) is the largest one among the first eigenvalues ofLχ . Since we
consider only abelian covering graphs,λ1(1) coincides with the maximum of the spectrum of
P .

PROPOSITION 3.3. For any unitary character χ , λ1(χ) ≤ λ1(1). The equality holds if
and only if χ = 1. In particular, the maximum of Spec(P ) is given by the maximal eigenvalue
of the finite matrix Q defined in (1.6).

PROOF. The last assertion is obtained from the first assertion and (2.29).
For a 1-formθ ∈ C1(M, R) such thatχ = χθ , put

C1
θ (M, C) = {ω : E(M) → C | ω(ē) = − exp(−2π

√−1θ(e))ω(e) for e ∈ E(M)} .(3.9)

We define the modified coboundary operatorDθ : C0(M, C) → C1
θ (M, C) by

Dθf (e) = exp
(
2π

√−1θ(e)
) f (t (e))

ϕ0(t (e))
− f (o(e))

ϕ0(o(e))
,(3.10)

whereϕ0 is the positive solution to the equation

L1ϕ0 = λ1(1)ϕ0(3.11)

with ‖ϕ0‖0 = 1. Also, we defineD∗
θ : C1

θ (M, C) → C0(M, C) by

D∗
θ ω(x) = −

∑
e∈Ex(M)

ω(e)q(e)ϕ0(t (e)) .(3.12)

It is easy to check thatDθ andD∗
θ are mutually adjoint operators with respect to the inner

products

〈f, g 〉0 =
∑

x∈V (M)

f (x)g (x),

〈〈ω, η〉〉q = 1

2

∑
e∈E(M)

ω(e)η(e)q(e)ϕ0(o(e))ϕ0(t (e)) ,

(3.13)

and moreover we see that

D∗
θ Dθf (x) = λ1(1)f (x) −

∑
e∈Ex(M)

q(e) exp
(
2π

√−1θ(e)
)

f (t (e))

= (λ1(1)I − Lχθ )f (x) .

(3.14)
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Hence we obtain

〈〈Dθ f,Dθf 〉〉q = 〈D∗
θ Dθf, f 〉0 = 〈(λ1(1)I − Lχθ )f, f 〉0 ≥ 0 .(3.15)

First assertion immediately follows from (3.15).
Assume thatLχθ f = λ1(1)f and f �= 0. Then, by (3.15), we getDθf = 0, or

equivalently,

exp(2π
√−1θ(e))

f (t (e))

ϕ0(t (e))
= f (o(e))

ϕ0(o(e))
(3.16)

for anye ∈ E(M). SinceM is connected,f (x) is non-zero for anyx ∈ V (M). Thus for any
closed pathc in M, we have

exp

(
2π

√−1
∫

c

θ

)
= 1 ,(3.17)

which impliesχ = 1. �
The infimum of the spectrum ofP is closely related to the bipartiteness of a graphG.

By using the technique of the proof above we can show the following proposition.

PROPOSITION 3.4. The spectrum of P is contained in the closed interval
[−λ1(1), λ1(1)]. Furthermore, inf Spec(P ) = −λ1(1) if and only if G is bipartite.

PROOF. Take a 1-formθ1/2 ∈ C1(M, R) such that|θ1/2| ≡ 1/2, and setθ ′ = θ + θ1/2

for a 1-formθ . We considerθ ′ asθ in the proof of Proposition 3.3. Then we obtain

〈〈Dθ ′f,Dθ ′f 〉〉q = 〈(λ1(1)I + Lχθ )f, f 〉0 ≥ 0 .(3.18)

This inequality together with (3.15) and (2.29) implies that Spec(P ) ⊂ [−λ1(1), λ1(1)].
Assume that inf Spec(P ) = −λ1(1). Then there exists a 1-formθ such thatχθ ∈ Γ̂ and

Lχθ f = −λ1(1)f , and henceDθ ′f = 0, or equivalently,

− exp(2π
√−1θ(e))

f (t (e))

ϕ0(t (e))
= f (o(e))

ϕ0(o(e))
(3.19)

for anye ∈ E(M). From this equation, we get

exp

(
2π

√−1
∫

c

θ

)
=

{
1, if |c| is even,
−1, if |c| is odd,

(3.20)

for any closed pathc in M, which implies thatχθ (σ ) = ±1 for anyσ ∈ Γ . Let c̃ be an
arbitrary closed path inG andc its projection ontoM. Then, sinceχθ ∈ Γ̂ , χθ(c) is equal to
1 and hence|c̃| must be even from (3.20). Consequently,G is bipartite.

The other direction is obvious from Lemma 3.3, sinceP and−P are unitarily equivalent
whenG is bipartite.
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For the next proposition we choose inner products

〈f, g 〉q =
∑

x∈V (M)

f (x)g (x)ϕ0(x) ,

〈〈ω, η〉〉q = 1

2

∑
e∈E(M)

ω(e)η(e)q(e)ϕ0(o(e))ϕ0(t (e)) ,

(3.21)

whereϕ0 is the same as in (3.11). We define the operatorδq : C1(M, C) → C0(M, C) by

δqω(x) = −
∑

e∈Ex(M)

ω(e)q(e)ϕ0(t (e)) .(3.22)

It is easy to see that the operatorδq is the dual one ofd, that is,〈〈df, ω〉〉q = 〈f, δqω〉q .
In order to compute the Hessian ofλ1(χ) atχ = 1, we take a curveχt = χtω in Γ̂ such

thatχ0 = 1 and consider the equation{
Ltϕt (x) = λ1(t)ϕt (x) ,

‖ϕ0‖2
0 = 〈ϕ0, 1〉q = 1 ,

(3.23)

whereLt = Lχt andλ1(t) is the maximal eigenvalue ofLt . In particular,

L0ϕ0(x) = λ1(0)ϕ0(x)(= λ1(1)ϕ0(x)) .(3.24)

Now we compute the Hessian ofλ1 at the trivial character1.

PROPOSITION 3.5. Let ω ∈ H 1(M, R) be a q-harmonic 1-form, that is, δqω = 0.
Then,

Hessχ=1λ1(ω, ω) = −8π2‖ω‖2
q .(3.25)

PROOF. Let ϕt be defined as in (3.23). Observe that

〈Ltϕt , 1〉q =
∑

x∈V (M)

∑
e∈Ex(M)

q(e) exp(2π
√−1tω(e))ϕt (t (e))ϕ0(o(e))

=
∑

x∈V (M)

ϕt (x)
∑

e∈Ex(M)

q(e)
(
1 − 2π

√−1tω(e) − 2π2t2ω(e)2)ϕ0(t (e))

+ O(t3)

=
∑

x∈V (M)

ϕt (x)

(
λ1(0)ϕ0(x) + 2π

√−1tδqω(x)

− 2π2t2
∑

e∈Ex(M)

q(e)ω(e)2ϕ0(t (e))

)
+ O(t3)

= λ1(0)〈ϕt , 1〉q − 4π2t2‖ω‖2
q + O(t3)

(3.26)

ast → 0. Here we used the fact thatω is q-harmonic.
Differentiating both sides of the equation

〈Ltϕt , 1〉q = λ1(t)〈ϕt , 1〉q(3.27)
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and puttingt = 0, we obtain

λ1(0)〈ϕ′
0, 1〉q = λ′

1(0)〈ϕ0, 1〉q + λ1(0)〈ϕ′
0, 1〉q .(3.28)

Then we haveλ′
1(0) = 0.

Differentiating again and puttingt = 0, we obtain

λ1(0)〈ϕ′′
0, 1〉q − 8π2‖ω‖2

q = λ′′
1(0)〈ϕ0, 1〉q + λ1(0)〈ϕ′′

0, 1〉q .(3.29)

Then we haveλ′′
1(0) = −8π2‖ω‖2

q . �

4. Proof of the theorems. The assertion of Theorem 1.1 in the case whereG is bi-
partite can be proved in almost the same way as in the case whereG is non-bipartite (see [5]).
Here we give a proof only for the non-bipartite case. Throughout this section, we assume that
G is non-bipartite.

For anyx, y ∈ V (G) we can take a fundamental setF such thatx, y ∈ F . Let

fx,χ = α(x, x0)sχ (x)−1Uδπ(x) ∈ �2
χ,α ,(4.1)

whereδπ(x) ∈ �2(V (M)) is the delta function supported byπ(x) andU is the one defined in
Section 2. It is easy to check that

fx,χ (z) =
{

χ(σ)α(σ) if z = σx ,

0 otherwise.
(4.2)

Now we obtain an integral representation ofpn(x, y).

LEMMA 4.1. Let dχ be the normalized Haar measure on Γ̂ . Then,

pn(x, y) = 1

�(x0, x)

∫
Γ̂

〈Pn
χ fy,χ , fx,χ 〉χdχ .(4.3)

PROOF. Observe that

〈Pn
χ fy,χ , fx,χ 〉χ =

∑
z∈F

( ∑
w∈V (G)

pn(z,w)fy,χ (w)

)
fx,χ (z)�(x0, z)

=
∑

w∈V (G)

pn(x,w)fy,χ (w)�(x0, x)

=
∑
w∈F

∑
σ∈Γ

pn(x, σw)fy,χ (σw)�(x0, x)

=
∑
σ∈Γ

pn(x, σy)χ(σ)α(σ)�(x0, x) .

(4.4)

Then integrating over̂Γ both sides of the equation above, and noting the orthogonality rela-
tions of unitary characters, we obtain∫

Γ̂

〈Pn
χ fy,χ , fx,χ 〉χdχ = �(x0, x)

∫
Γ̂

∑
σ∈Γ

pn(x, σy)χ(σ)α(σ)dχ

= �(x0, x)pn(x, y) .

(4.5)

This is the desired integral representation. �
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In the same way, we obtain the following integral representation ofpt(x, y).

LEMMA 4.2. Let �χ = Pχ − I . Then,

pt (x, y) = 1

�(x0, x)

∫
Γ̂

〈et�χ fy,χ , fx,χ 〉χdχ .(4.6)

Now we recall the Laplace method. (See [2] for instance.)

THEOREM 4.3 (The Laplace method).Let K be a compact set of Rk, and let f and
g be real-valued continuous functions on K . Suppose that f attains the unique maximum at
x0 in the interior of K, f is of C2-class in a neighborhood of x0 and the Hessian of f at x0 is
negative definite. Then∫

K

enf (x)g (x)dx ∼ g (x0)

| det Hessf (x0)|1/2

(
2π

n

)k/2

enf (x0)(4.7)

as n → ∞. If, in addition, |f | also attains the unique maximum at x0, then∫
K

f (x)ng (x)dx ∼ g (x0)

| det Hessf (x0)|1/2

(
2πf (x0)

n

)k/2

f (x0)
n(4.8)

as n → ∞.

Now we are in a position to prove the theorems stated in Section 1.

PROOF OF THEOREMS 1.1 AND 1.3. We enumerated the eigenvalues ofPχ by
{λi(χ)}Ni=1, and now let{ϕχ,i}Ni=1 be the corresponding normalized eigenfunctions with
respect to‖ · ‖χ . We assumed thatG is non-bipartite and hence, from Proposition 3.4, we get

max{|λi(χ)| | 2 ≤ i ≤ N andχ ∈ Γ̂ } < λ1(1) .(4.9)

By the spectral decomposition ofPχ , we have

Pn
χ =

N∑
i=1

λn
i (χ)〈·, ϕχ,i〉χ · ϕχ,i(4.10)

and so by (4.9) together with Lemma 4.1

pn(x, y) = 1

�(x0, x)

N∑
i=1

∫
Γ̂

λi (χ)n〈fy,χ , ϕχ,i〉χ 〈ϕχ,i , fx,χ 〉χdχ

∼ 1

�(x0, x)

∫
Γ̂

λ1(χ)n〈fy,χ , ϕχ,1〉χ 〈ϕχ,1, fx,χ 〉χdχ

(4.11)

asn → ∞.
Now, we take an orthonormal basisω1, . . . , ωk of T1Γ̂ with respect to‖ · ‖q . Putting

ω = x1ω1 + · · · + xkωk, we have a local coordinate system(x1, . . . , xk) of a neighborhood
of the trivial character. In this coordinate system, sincedχ is the normalized Haar measure,
we get

dχ = dχω = 1

Volq(Γ̂ )
dx1 . . . dxk .(4.12)
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Applying the Laplace method to (4.11), we obtain

pn(x, y) ∼ 1

�(x0, x)

〈fy,1, ϕ1,1〉1〈ϕ1,1, fx,1〉1

| det(Hessχ=1λ1)|1/2

(
2πλ1(1)

n

)k/2
λ1(1)n

Volq(Γ̂ )
.(4.13)

We now considerϕ0 ∈ �2(V (M)) in (3.24) such that‖ϕ0‖0 = 1. Sinceϕ1,1 = Uϕ0 and
fx,1 = U(α(x, x0)δπ(x)), we have

1

�(x0, x)
〈fy,1, ϕ1,1〉1〈ϕ1,1, fx,1〉1

= 1

�(x0, x)
〈U(α(y, x0)δπ(y)), Uϕ0〉1 · 〈Uϕ0, U(α(x, x0)δπ(x))〉1

= 1

�(x0, x)
〈α(y, x0)δπ(y), ϕ0〉0 · 〈ϕ0, α(x, x0)δπ(x)〉0

= �(x, y)1/2ϕ0(π(x))ϕ0(π(y)) .

(4.14)

Since{ωi}ki=1 is an orthonormal basis with respect to‖ · ‖q , we obtain| det Hessχ=1λ1| =
(8π2)k by Lemma 3.5. Consequently, we get

pn(x, y) ∼ �(x, y)1/2ϕ0(π(x))ϕ0(π(y))

Volq(Γ̂ )

λ1(1)n+k/2

(4πn)k/2
(4.15)

asn → ∞.
For continuous time random walks, using Lemma 4.2, we obtain the conclusion in the

same manner as above. �
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