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#### Abstract

Let $M$ be a non-compact complete Riemannian manifold of dimension two and $N$ a circle in $M$. We assume that $M$ is partitioned by $N$. We define a unital $C^{*}$-algebra $C_{b}^{*}(M)$, which is slightly larger than the Roe algebra of $M$. We also construct $\left[u_{\phi}\right]$ in $K_{1}\left(C_{b}^{*}(M)\right)$, which is a counter part of Roe's odd index class. We prove that Connes' pairing of Roe's cyclic one-cocycle with $\left[u_{\phi}\right]$ is equal to the Fredholm index of a Toeplitz operator on $N$. It is a part of an extension of the Roe-Higson index theorem to even-dimensional partitioned manifolds.


## 1. Introduction

Let $M$ be a complete Riemannian manifold. We assume that $M$ is a partitioned manifold, that is, there exists a closed hypersurface $N$ in $M$ such that $M$ is decomposed by $N$ into two submanifolds $M^{+}$and $M^{-}$and we have $N=M^{+} \cap M^{-}=\partial M^{+}=\partial M^{-}$; see Definition 2.1. Let $S \rightarrow M$ be a Clifford bundle in the sense of [10, Definition 3.4] and $D$ the Dirac operator on $S$ defined by its Clifford structure. Denote by $S_{N}$ the restriction of $S$ to $N$ and by $v$ the unit normal vector field on $N$ pointing from $M^{-}$into $M^{+}$. Then $S_{N}$ can be equipped with a $\mathbf{Z}_{2}(=\mathbf{Z} / 2 \mathbf{Z})$-graded Clifford bundle structure, where a $\mathbf{Z}_{2}$-graded structure of $S_{N}$ is induced by the Clifford action of $v$. Denote by $D_{N}$ the graded Dirac operator on $S_{N}$.

Let $C^{*}(M)$ be the Roe algebra of $M . C^{*}(M)$ is a non-unital $C^{*}$-algebra, which is introduced by Roe [9]. In [9], He also defined the odd index class odd-ind $(D) \in K_{1}\left(C^{*}(M)\right)$ out of $D$. It is given by $\left[u_{D}\right]-[1]$ in $K_{1}\left(C^{*}(M)\right)$, where $u_{D}$ is the Cayley transform of $D$. Note that odd-ind $(D)$ vanishes for a closed manifold $M$ since we obtain $K_{1}\left(C^{*}(M)\right)=$ $K_{1}\left(\mathcal{K}\left(L^{2}(S)\right)\right)=0$. He also defined the cyclic one-cocycle $\zeta$ on a dense subalgebra of $C^{*}(M)$, which is called the Roe cocycle. Recall that there is a pairing of cyclic cohomology with $K$-theory due to Connes [3]. In [9], Roe proved that Connes' pairing 〈odd-ind $(D), \zeta\rangle$ is equal to the Fredholm index of $D_{N}^{+}$up to a certain constant multiple. In [6], Higson gave an alternative proof of Roe's theorem, thus we call it the Roe-Higson index theorem in this

[^0]paper. Higson calculated index $\left(1-\varphi+\varphi u_{D}\right)$ as follows, where $\varphi$ is a smooth function on $M$ which is equal to the characteristic function of $M^{+}$outside of the compact set. First, he proved index $\left(1-\varphi+\varphi u_{D}\right)=\operatorname{index}\left(D_{N}^{+}\right)$the case when $M=\mathbf{R} \times N$ by proving the dimension of the kernel of $D \pm i(2 \varphi-1)$, a Callias-type operator, is equal to that of $D_{N}^{ \pm}$, respectively. Second, he reduce the proof for a general partitioned manifold $M$ to the case when $M=\mathbf{R} \times N$.

On the other hand, $\operatorname{index}\left(D_{N}^{+}\right)$is equal to zero when $N$ is odd-dimensional (see, for instance, [10, Proposition 11.14]). This implies that the Roe-Higson index $\langle\operatorname{odd}-\operatorname{ind}(D), \zeta\rangle$ is trivial when $M$ is of even dimension. However, Connes' pairing of the Roe cocycle $\zeta$ with an element in $K_{1}\left(C^{*}(M)\right)$ is non trivial in general. In this paper, we shall develop an index theorem on even-dimensional partitioned manifold analogous to the Roe-Higson index theorem. For this purpose, we replace two parts, Roe's odd index class odd-ind $(D) \in K_{1}\left(C^{*}(M)\right)$ and the Dirac operator $D_{N}^{+}$by an index class $\left[u_{\phi}\right] \in K_{1}\left(C_{b}^{*}(M)\right)$ and a Toeplitz operator on $N$, respectively. Here, $C_{b}^{*}(M)$ is a $C^{*}$-algebra which is slightly larger than $C^{*}(M)$; see Definition 2.5. Then it turns out that Connes' pairing $\left\langle\left[u_{\phi}\right], \zeta\right\rangle$ is equal to the Fredholm index of a Toeplitz operator on $N$ up to a certain constant multiple. The precise statement is as follows.

Theorem 1.1 (see Theorem 2.13). Let $M$ be an oriented complete Riemannian manifold. We assume that $M$ is of dimension two and is partitioned manifold as previously. Let $S$ be a $\mathbf{Z}_{2}$-graded spin bundle over $M$ with the grading $\varepsilon$ and denote by $D$ the graded Dirac operator on $S$. Denote by $\phi \in C^{1}\left(M ; G L_{l}(\mathbf{C})\right)$ a $G L_{l}(\mathbf{C})$-valued map of $C^{1}$-class defined on M. Suppose that $\phi$ is bounded with bounded gradient and $\phi^{-1}$ is also bounded. Set

$$
u_{\phi}:=(D+\varepsilon)^{-1}\left[\begin{array}{ll}
\phi & 0 \\
0 & 1
\end{array}\right](D+\varepsilon)
$$

Then the following formula holds:

$$
\left\langle\left[u_{\phi}\right], \zeta\right\rangle=-\frac{1}{8 \pi i} \operatorname{index}\left(T_{\left.\phi\right|_{N}}\right) .
$$

The outline of the proof is as follows. First, when $M$ is a cylinder $\mathbf{R} \times S^{1}$, we carry out an explicit computation on index $\left(T_{\phi}\right)$ by using the Hilbert transformation and a standard basis $\left\{e^{i k x}\right\}_{k}$ of $L^{2}\left(S^{1}\right)$ in order to prove the equality. Then the proof for a general case can be reduced to that of a cylinder $\mathbf{R} \times S^{1}$ by applying a similar argument in Higson [6].

Certainly, it is interesting to extend our theorem to higher dimensional cases. In order to do this, we need a more general method. It is discussed in a forthcoming paper [11], where we also discuss a $K K$-theoretic construction of our index class $\left[u_{\phi}\right] \in K_{1}\left(C_{b}^{*}(M)\right)$.

## 2. Main Theorem

In this section, we state our main theorem.
Definition 2.1. Let $M$ be an oriented complete Riemannian manifold. We assume that the triple $\left(M^{+}, M^{-}, N\right)$ satisfies the following conditions:


Figure 1. Partitioned manifold

- $M^{+}$and $M^{-}$are submanifolds of $M$ of the same dimension as $M, \partial M^{+} \neq \emptyset$ and $\partial M^{-} \neq \emptyset$,
- $M=M^{+} \cup M^{-}$,
- $N$ is a closed submanifold of $M$ of codimension one,
- $N=M^{+} \cap M^{-}=-\partial M^{+}=\partial M^{-}$.

Then we call $\left(M^{+}, M^{-}, N\right)$ a partition of $M . M$ is also called a partitioned manifold.
In this paper, we assume that $(M, g)$ is an oriented two-dimensional complete Riemannian manifold (i.e. a complete Riemannian surface) that admits a partition $\left(M^{+}, M^{-}, N\right)$. Let $S$ be a spin bundle of $M^{1}$ with the $\mathbf{Z}_{2}$-grading $\varepsilon$. Denote by $c$ the Clifford action on $S$ and denote by $D$ the graded Dirac operator on $S$. For the simplicity, we assume that $M$ is connected and that $N$ is isometric to the unit circle $S^{1}$. Then we also assume $\left.S\right|_{N}$, that is a vector bundle on $N$ of rank two, is isomorphic to a product bundle. Denote by $v$ the unit normal vector field on $N$ pointing from $M^{-}$to $M^{+}$. We introduce coordinate $x \in N$ with $\{v, \partial / \partial x\}$ is an orthonormal vector field on $N \subset M$. In these notation, we also assume $c(\nu) c(\mathrm{~d} / \mathrm{d} x)=\left[\begin{array}{cc}i & 0 \\ 0 & -i\end{array}\right]$ on $\left.S\right|_{N}$.

REMARK 2.2. We are interested in the case that $M$ is non compact, then $S$ is isomorphic to a product bundle: $S \cong M \times \mathbf{C}^{2}$. Especially, if $M=\mathbf{R}^{2} \cong \mathbf{C}$ with standard metric, then one has

$$
D=2\left[\begin{array}{cc}
0 & -\partial / \partial \bar{z} \\
\partial / \partial z & 0
\end{array}\right] .
$$

Definition 2.3 [9, p.191]. Let $\mathcal{L}\left(L^{2}(S)\right)$ be the set of all bounded operators on the $L^{2}$-sections of $S$. We denote by $\mathscr{X}$ the $*$-subalgebra of $\mathcal{L}\left(L^{2}(S)\right)$ with the element has a smooth integral-kernel and finite propagation. We denote by $C^{*}(M)$ the completion of $\mathscr{X}$. We call $C^{*}(M)$ the Roe algebra.

The definition of $C^{*}(M)$ in Definition 2.3 is Roe's first definition. In fact, we get same algebra of the definition in [7, Definition 6.3.8]. In the following, we collect some properties of the Roe algebra which we shall need.

[^1]PROPOSITION 2.4 [7, 9]. We assume that $M, S$ and $D$ are as above. The followings hold.
(i) Let $f \in C_{0}(\mathbf{R})$ be a continuous function on $\mathbf{R}$ vanishing at infinity and $\lambda \in \mathbf{R}$. Set $D^{\prime}:=D+\left[\begin{array}{ll}0 & \lambda \\ \lambda & 0\end{array}\right]$. Then one has $f\left(D^{\prime}\right) \in C^{*}(M)$.
(ii) Let $D^{*}(M)$ be the unital $C^{*}$-algebra generated by all pseudolocal operators on $L^{2}(S)^{2}$ with finite propagation. Then $C^{*}(M)$ is a closed bisided $*$-ideal of $D^{*}(M)$.
(iii) For all $u \in C^{*}(M)$ and $f \in C_{0}(M)$, one has $f u \sim 0$ and $u f \sim 0$. Here, define $T \sim S$ for $T, S \in \mathcal{L}\left(L^{2}(S)\right)$ if $T-S$ is a compact operator.
(iv) Let $\varpi$ be the characteristic function of $M^{+}$. Then one has $[\varpi, u] \sim 0$ for all $u \in$ $C^{*}(M)$. Here we consider $\varpi$ as a multiplication operator.

By using Proposition 2.4, we define elements in a $K_{1}$ group. First, we define the unital $C^{*}$-algebra $C_{b}^{*}(M) . C_{b}^{*}(M)$ contains $C^{*}(M)$ as a closed bisided $*$-ideal and our elements are in $K_{1}\left(C_{b}^{*}(M)\right)$.

DEFINITION 2.5. Let $C_{b}(M)$ be the set of all bounded continuous functions on $M$. We consider any bounded functions on $M$ as a multiplication operator on $L^{2}(S)$. Set

$$
C_{b}^{*}(M):=\left\{u+\left[\begin{array}{ll}
f & 0 \\
0 & g
\end{array}\right] ; u \in C^{*}(M), f, g \in C_{b}(M)\right\}
$$

Set $\|f\|:=\sup _{x \in M}|f(x)|$ for $f \in C(M)$ and $\|X\|:=\sup _{x \in M} \sqrt{g_{x}(X, X)}$ for $X \in$ $\mathscr{X}(M)$.

Proposition 2.6. Let $\phi \in C^{1}\left(M ; G L_{l}(\mathbf{C})\right)$ be a continuously differentiable map from $M$ to the general linear group $G L_{l}(\mathbf{C})$. We assume that $\|\phi\|<\infty,\|\operatorname{grad}(\phi)\|<\infty$ and $\left\|\phi^{-1}\right\|<\infty$. Set

$$
u_{\phi}:=(D+\varepsilon)^{-1}\left[\begin{array}{ll}
\phi & 0  \tag{1}\\
0 & 1
\end{array}\right](D+\varepsilon)
$$

One has $u_{\phi} \in G L_{l}\left(C_{b}^{*}(M)\right)$. Thus one has $\left[u_{\phi}\right] \in K_{1}\left(C_{b}^{*}(M)\right)$.
Proof. It suffices to show the case when $l=1$. First, we obtain $(D+\varepsilon)^{-1} \in C^{*}(M)$ and $\left\|(D+\varepsilon)^{-1}\right\| \leq 2$ since $(D+\varepsilon)^{-1}=\left(D^{2}+1\right)^{-1}(D+\varepsilon) \in C^{*}(M)$. On the other hand, it follows

$$
\begin{aligned}
u_{\phi} \sigma & =(D+\varepsilon)^{-1}\left[\begin{array}{ll}
\phi & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & D^{-} \\
D^{+} & -1
\end{array}\right] \sigma \\
& =(D+\varepsilon)^{-1}\left[\begin{array}{cc}
\phi & D^{-} \phi-D^{-} \phi+\phi D^{-} \\
D^{+} & -1
\end{array}\right] \sigma
\end{aligned}
$$

[^2]\[

$$
\begin{aligned}
& =(D+\varepsilon)^{-1}\left((D+\varepsilon)\left[\begin{array}{cc}
1 & 0 \\
0 & \phi
\end{array}\right]+\left[\begin{array}{cc}
\phi-1 & {\left[\phi, D^{-}\right]} \\
0 & \phi-1
\end{array}\right]\right) \sigma \\
& =\left[\begin{array}{cc}
1 & 0 \\
0 & \phi
\end{array}\right] \sigma+(D+\varepsilon)^{-1}\left[\begin{array}{cc}
\phi-1 & -c(\operatorname{grad}(\phi))^{-} \\
0 & \phi-1
\end{array}\right] \sigma
\end{aligned}
$$
\]

for any $\sigma \in C_{c}^{\infty}(S)$, where $c(\operatorname{grad}(\phi))^{-}$is the restriction of $c(\operatorname{grad}(\phi))$ to $S^{-}$. This implies

$$
\left\|u_{\phi} \sigma\right\|_{L^{2}} \leq 3(\|\phi\|+\|\operatorname{grad}(\phi)\|+1)\|\sigma\|_{L^{2}}
$$

Thus $u_{\phi}$ is uniquely extended to a bounded operator on $L^{2}(S)$ since $C_{c}^{\infty}(S)$ is dense in $L^{2}(S)$. This proves $u_{\phi} \in C_{b}^{*}(M)$.

Second, since $\operatorname{grad}\left(\phi^{-1}\right)=-\phi^{-2} \operatorname{grad}(\phi)$, so we obtain $\left\|\operatorname{grad}\left(\phi^{-1}\right)\right\|<\infty$. This implies $u_{\phi^{-1}} \in C_{b}^{*}(M)$ and $u_{\phi^{-1}}=\left(u_{\phi}\right)^{-1}$. So we get $u_{\phi} \in G L_{1}\left(C_{b}^{*}(M)\right)$ and $\left[u_{\phi}\right] \in$ $K_{1}\left(C_{b}^{*}(M)\right)$.

REMARK 2.7. Due to Proposition 2.6, one has

$$
\left[u_{\phi}\right]-\left[\begin{array}{ll}
1 & 0 \\
0 & \phi
\end{array}\right] \in K_{1}\left(C^{*}(M)\right)
$$

But we do not use this point of view for the simplicity of Connes' pairing.
Next, we see Connes' pairing of the Roe's cyclic one-cocycle with $\left[u_{\phi}\right] \in K_{1}\left(C_{b}^{*}(M)\right)$. Let $\varpi$ be the characteristic function of $M^{+}$, and set $\chi:=2 \varpi-1$. We note that $[\chi, u]$ is a compact operator for all $u \in C_{b}^{*}(M)$ since $[\chi, f]=0$ for all $f \in C_{b}(M)$. We define a Banach algebra such as

$$
\mathscr{A}_{b}:=\left\{A \in C_{b}^{*}(M) ;[\chi, A] \text { is of trace class }\right\}
$$

with norm $\|A\|_{\mathscr{A}_{b}}:=\|A\|+\|[\chi, A]\|_{1}$, where $\|\cdot\|$ is the operator norm on $L^{2}(S)$ and $\|\cdot\|_{1}$ is the trace norm. We define a cyclic one-cocycle on $\mathscr{A}_{b}$ and take the pairing of it with a element in $K_{1}\left(C_{b}^{*}(M)\right)$.

DEFINITION 2.8. For any $A, B \in \mathscr{A}_{b}$, set

$$
\begin{equation*}
\zeta(A, B):=\frac{1}{4} \operatorname{Tr}(\chi[\chi, A][\chi, B]) . \tag{2}
\end{equation*}
$$

We call $\zeta$ the Roe cocycle.
PROPOSITION 2.9 [9, Proposition 1.6]. $\zeta$ is a cyclic one-cocycle on $\mathscr{A}_{b}$.
In order to take Connes' pairing of the Roe cocycle $\zeta$ with a element in $K_{1}\left(C_{b}^{*}(M)\right)$, we need the following:

PROPOSITION 2.10. $\mathscr{A}_{b}$ is dense and closed under holomorphic functional calculus in $C_{b}^{*}(M)$. So the inclusion $i: \mathscr{A}_{b} \rightarrow C_{b}^{*}(M)$ induces the isomorphism $i_{*}: K_{1}\left(\mathscr{A}_{b}\right) \cong$ $K_{1}\left(C_{b}^{*}(M)\right)$.

Proof. Set

$$
\mathscr{X}_{b}:=\left\{u+\left[\begin{array}{ll}
f & 0 \\
0 & g
\end{array}\right] ; u \in \mathscr{X}, f, g \in C_{b}(M)\right\} .
$$

$\mathscr{X}_{b}$ is a dense subalgebra in $C_{b}^{*}(M)$ and we have $\mathscr{X}_{b} \subset \mathscr{A}_{b}$ [9, Proposition 1.6]. So $\mathscr{A}_{b}$ is dense in $C_{b}^{*}(M)$.

The rest of proof is in [3, p.92].
Using Proposition 2.10, we can take the pairing of the Roe cocycle with an element in $K_{1}\left(C_{b}^{*}(M)\right)$ through the isomorphism $i_{*}: K_{1}\left(\mathscr{A}_{b}\right) \cong K_{1}\left(C_{b}^{*}(M)\right)$ as follows:

Definition 2.11 [3, p.109]. Define the map

$$
\langle\cdot, \zeta\rangle: K_{1}\left(C_{b}^{*}(M)\right) \rightarrow \mathbf{C}
$$

by $\langle[u], \zeta\rangle:=\frac{1}{8 \pi i} \sum_{i, j} \zeta\left(\left(u^{-1}\right)_{j i}, u_{i j}\right)$, where we assume $[u]$ is represented by an element of $G L_{l}\left(\mathscr{A}_{b}\right)$ and $u_{i j}$ is the $(i, j)$-component of $u$. We note that this is Connes' pairing of cyclic cohomology with $K$-theory, and $\frac{1}{8 \pi i}$ is a constant multiple appears in Connes' pairing.

The goal of this paper is to prove that the result of this pairing with $\left[u_{\phi}\right]$ is the Fredholm index of a Toeplitz operator. We review Toeplitz operators on $S^{1}$ to fix notations.

Proposition 2.12 [4]. Let $\phi \in C\left(S^{1} ; G L_{l}(\mathbf{C})\right.$ ) be a continuous map from $S^{1}$ to $G L_{l}(\mathbf{C})$. Set $\mathcal{H}:=\operatorname{Span}_{\mathbf{C}}\left\{e^{i k x} ; k=0,1,2, \ldots\right\} \subset L^{2}\left(S^{1}\right)^{3}$ and let $P: L^{2}\left(S^{1}\right)^{l} \rightarrow \mathcal{H}^{l}$ be the projection. Then for any $f \in \mathcal{H}^{l}$, we define Toeplitz operator $T_{\phi}: \mathcal{H}^{l} \rightarrow \mathcal{H}^{l}$ by $T_{\phi} f:=P(\phi f)$. Then $T_{\phi}$ is a Fredholm operator and the Fredholm index satisfies $\operatorname{index}\left(T_{\phi}\right)=-\operatorname{deg}(\operatorname{det}(\phi))$. Here $\operatorname{deg}(\operatorname{det}(\phi))$ is the degree of the map $\operatorname{det}(\phi): S^{1} \rightarrow \mathbf{C}^{\times}$.

We note that the Hardy space $\mathcal{H}$ is generated by non-negative eigenfunctions of $-i \partial / \partial x$, which is a Dirac operator on $S^{1}$. See also [1, p.160].

Using the above notation, we state our main theorem as follows. For the definition of $u_{\phi}$, see (1) in Proposition 2.6 and for the definition of $\zeta$, see (2) in Definition 2.8.

THEOREM 2.13. We denote the restriction of $\phi \in C^{1}\left(M ; G L_{l}(\mathbf{C})\right)$ to $N$ by the same letter $\phi$. Then the following formula holds:

$$
\left\langle\left[u_{\phi}\right], \zeta\right\rangle=-\frac{1}{8 \pi i} \operatorname{index}\left(T_{\phi}\right)
$$

Here index $\left(T_{\phi}\right)$ of the right hand side is the Fredholm index of the Toeplitz operator of $\phi$.
By the index theorem of Toeplitz operators (Proposition 2.12), the right hand side of this theorem is calculated by the mapping degree. Thus the above theorem can be considered as an index theorem for the pairing $\left\langle\left[u_{\phi}\right], \zeta\right\rangle$. Moreover, due to Section 3, we obtain the following:

[^3]Corollary 2.14. Using the above notation, one has

$$
\operatorname{index}\left(\varpi u_{\phi} \varpi: \varpi\left(L^{2}(S)\right)^{l} \rightarrow \varpi\left(L^{2}(S)\right)^{l}\right)=-\operatorname{deg}(\operatorname{det}(\phi)) .
$$

The proof for Theorem 2.13 will be provided in Sections 3, 4 and 5.

## 3. The pairing and the Fredholm index

In order to prove Theorem 2.13, we firstly describe $\zeta\left(u^{-1}, u\right)=\sum_{i, j} \zeta\left(\left(u^{-1}\right)_{j i}, u_{i j}\right)$ in terms of the Fredholm index of a certain operator.

Proposition 3.1. For any $u \in G L_{l}\left(\mathscr{A}_{b}\right)$, one has

$$
\zeta\left(u^{-1}, u\right)=-\operatorname{index}\left(\varpi u \varpi: \varpi\left(L^{2}(S)\right)^{l} \rightarrow \varpi\left(L^{2}(S)\right)^{l}\right) .
$$

Proof. Since $u \in G L_{l}\left(\mathscr{A}_{b}\right)$ and

$$
\varpi-\varpi u^{-1} \varpi u \varpi=-\varpi\left[\varpi, u^{-1}\right][\varpi, u] \varpi,
$$

so $\varpi-\varpi u^{-1} \varpi u \varpi$ and $\varpi-\varpi u \varpi u^{-1} \varpi$ are of trace class on $\varpi\left(L^{2}(S)\right)^{l}$. Therefore we obtain
index $\left(\varpi u \varpi: \varpi\left(L^{2}(S)\right)^{l} \rightarrow \varpi\left(L^{2}(S)\right)^{l}\right)=\operatorname{Tr}\left(\varpi-\varpi u^{-1} \varpi u \varpi\right)-\operatorname{Tr}\left(\varpi-\varpi u \varpi u^{-1} \varpi\right)$
by [3, p.88]. So we get

$$
\begin{aligned}
& \operatorname{index}\left(\varpi u \varpi: \varpi\left(L^{2}(S)\right)^{l} \rightarrow \varpi\left(L^{2}(S)\right)^{l}\right)=\frac{1}{4} \operatorname{Tr}\left(\chi[\chi, u]\left[\chi, u^{-1}\right]\right) \\
= & \frac{1}{4} \sum_{i, j} \operatorname{Tr}\left(\chi\left[\chi, u_{i j}\right]\left[\chi,\left(u^{-1}\right)_{j i}\right]\right)=-\zeta\left(u^{-1}, u\right) .
\end{aligned}
$$

Due to Proposition 3.1 and homotopy invariance of the Fredholm index, we obtain the following:

$$
\begin{equation*}
\left\langle\left[u_{\phi}\right], \zeta\right\rangle=-\frac{1}{8 \pi i} \operatorname{index}\left(\varpi u_{\phi} \varpi: \varpi\left(L^{2}(S)\right)^{l} \rightarrow \varpi\left(L^{2}(S)\right)^{l}\right) . \tag{3}
\end{equation*}
$$

So we shall calculate this Fredholm index.

## 4. The $\mathbf{R} \times S^{1}$ case

We firstly prove Theorem 2.13 in the case for $M=\mathbf{R} \times S^{1}$. In this section, we assume that the product $M=\mathbf{R} \times S^{1}$ is partitioned by $\left(\mathbf{R}_{+} \times S^{1}, \mathbf{R}_{-} \times S^{1},\{0\} \times S^{1}\right)$, where $\mathbf{R}_{+}:=$
$\{t \in \mathbf{R} ; t \geq 0\}$ and $\mathbf{R}_{-}:=\{t \in \mathbf{R} ; t \leq 0\}$ are half lines. Then the Dirac operator $D$ on $S=\mathbf{R} \times S^{1} \times \mathbf{C}^{2}$ is given by the following formula:

$$
D=\left[\begin{array}{cc}
0 & -\partial / \partial t-i \partial / \partial x \\
\partial / \partial t-i \partial / \partial x & 0
\end{array}\right],
$$

where we use the coordinate $(t, x) \in \mathbf{R} \times S^{1}$. Given a continuously differentiable map $\phi \in C^{1}\left(S^{1} ; G L_{l}(\mathbf{C})\right)$, we define the map $\tilde{\phi}: \mathbf{R} \times S^{1} \rightarrow G L_{l}(\mathbf{C})$ by $\tilde{\phi}(t, x):=\phi(x)$. We often denote $\tilde{\phi}$ by $\phi$ in the sequel.

In order to calculate index $\left(\varpi u_{\phi} \varpi: \varpi\left(L^{2}(S)\right)^{l} \rightarrow \varpi\left(L^{2}(S)\right)^{l}\right)$, we firstly perturb this operator by a homotopy.

Proposition 4.1. For any $s \in[0,1]$, set

$$
\begin{aligned}
D_{s} & :=\left[\begin{array}{cc}
0 & -\partial / \partial t+s / 2-i \partial / \partial x \\
\partial / \partial t+s / 2-i \partial / \partial x & 0
\end{array}\right]=D+\left[\begin{array}{cc}
0 & s / 2 \\
s / 2 & 0
\end{array}\right] \\
\text { and } u_{\phi, s} & :=\left(D_{s}+(1-s) \varepsilon\right)^{-1}\left[\begin{array}{cc}
\phi & 0 \\
0 & 1
\end{array}\right]\left(D_{s}+(1-s) \varepsilon\right) .
\end{aligned}
$$

Then $[0,1] \ni s \mapsto u_{\phi, s} \in G L_{l}\left(C_{b}^{*}(M)\right)$ is continuous.
Proof. It suffices to show the case when $l=1$. We note that $\left\|D_{s} f\right\|_{L^{2}} \geq s\|f\|_{L^{2}} / 2$ for any $f \in \operatorname{domain}\left(D_{s}\right)=\operatorname{domain}(D)$ and $s \in(0,1]$. Moreover $D_{s}$ is self-adjoint. Therefore the spectrum of $D_{s}$ and $(-s / 2, s / 2)$ are disjoint, especially $D_{1}^{-1} \in \mathcal{L}\left(L^{2}(S)\right)$.

Since $\left(D_{s}+(1-s) \varepsilon\right)^{2}=D_{s}^{2}+(1-s)^{2}$, so we obtain $\left(D_{s}+(1-s) \varepsilon\right)^{-1} \in C^{*}(M)$. Therefore $u_{\phi, s}$ is well defined as a closed operator densely defined on $\operatorname{domain}\left(u_{\phi, s}\right)=$ $\operatorname{domain}(D)$. By a similar proof of Proposition 2.6, we obtain

$$
u_{\phi, s}=\left[\begin{array}{ll}
1 & 0 \\
0 & \phi
\end{array}\right]+\left(D_{s}+(1-s) \varepsilon\right)^{-1}\left[\begin{array}{cc}
(1-s)(\phi-1) & i \partial \phi / \partial x \\
0 & (1-s)(\phi-1)
\end{array}\right]
$$

and $u_{\phi, s} \in G L_{1}\left(C_{b}^{*}(M)\right)$.
Next we show $\left\|u_{\phi, s}-u_{\phi, s^{\prime}}\right\| \rightarrow 0$ as $s \rightarrow s^{\prime}$ for all $s^{\prime} \in[0,1]$. First, we show $\left\{\left\|\left(D_{s}+(1-s) \varepsilon\right)^{-1}\right\|\right\}_{s \in[0,1]}$ is a bounded set. Set $f_{s}(x):=\frac{x}{x^{2}+(1-s)^{2}}$ and $g_{s}(x):=\frac{1}{x^{2}+(1-s)^{2}}$ for $x \in \mathbf{R} \backslash(-s / 2, s / 2)$. By simple computation, we can show

$$
\sup _{|x| \geq s / 2}\left|f_{s}(x)\right| \leq \frac{5}{2} \text { and } \sup _{|x| \geq s / 2}\left|g_{s}(x)\right| \leq \frac{5}{4} .
$$

Therefore we obtain

$$
\begin{align*}
\left\|\left(D_{s}+(1-s) \varepsilon\right)^{-1}\right\| & \leq\left\|\left(D_{s}^{2}+(1-s)^{2}\right)^{-1} D_{s}\right\|+\left\|(1-s)\left(D_{s}^{2}+(1-s)^{2}\right)^{-1}\right\| \\
& \leq \sup _{|x| \geq s / 2}\left|f_{s}(x)\right|+\sup _{|x| \geq s / 2}\left|g_{s}(x)\right| \leq 15 / 4 \tag{*}
\end{align*}
$$

for all $s \in[0,1]$. On the other hand, we have

$$
\begin{aligned}
& u_{\phi, s}-u_{\phi, s^{\prime}} \\
= & \left\{\left(D_{s}+(1-s) \varepsilon\right)^{-1}-\left(D_{s^{\prime}}+\left(1-s^{\prime}\right) \varepsilon\right)^{-1}\right\}\left[\begin{array}{cc}
(1-s)(\phi-1) & i \phi^{\prime} \\
0 & (1-s)(\phi-1)
\end{array}\right] \\
& +\left(D_{s^{\prime}}+\left(1-s^{\prime}\right) \varepsilon\right)^{-1}\left[\begin{array}{cc}
\left(s^{\prime}-s\right)(\phi-1) & 0 \\
0 & \left(s^{\prime}-s\right)(\phi-1)
\end{array}\right]
\end{aligned}
$$

and the second term converges to 0 with the operator norm as $s \rightarrow s^{\prime}$, thus it suffices to show $\left\|\left(D_{s}+(1-s) \varepsilon\right)^{-1}-\left(D_{s^{\prime}}+\left(1-s^{\prime}\right) \varepsilon\right)^{-1}\right\| \rightarrow 0$ as $s \rightarrow s^{\prime}$. But this is proved by $(*)$ as follows:

$$
\begin{aligned}
& \left\|\left(D_{s}+(1-s) \varepsilon\right)^{-1}-\left(D_{s^{\prime}}+\left(1-s^{\prime}\right) \varepsilon\right)^{-1}\right\| \\
= & \left\|\left(D_{s}+(1-s) \varepsilon\right)^{-1}\left(\left(s-s^{\prime}\right) \varepsilon+D_{s^{\prime}}-D_{s}\right)\left(D_{s^{\prime}}+\left(1-s^{\prime}\right) \varepsilon\right)^{-1}\right\| \\
\leq & \frac{3}{2}\left|s-s^{\prime}\right|\left\|\left(D_{s^{\prime}}+\left(1-s^{\prime}\right) \varepsilon\right)^{-1}\right\|\left\|\left(D_{s}+(1-s) \varepsilon\right)^{-1}\right\| \\
\leq & 32\left|s-s^{\prime}\right| \rightarrow 0 .
\end{aligned}
$$

Due to Proposition 4.1, we obtain

$$
\operatorname{index}\left(\varpi u_{\phi} \varpi\right)=\operatorname{index}\left(\varpi u_{\phi, 0} \varpi\right)=\operatorname{index}\left(\varpi u_{\phi, 1} \varpi\right)
$$

Set

$$
\mathscr{T}_{\phi}:=\varpi(-\partial / \partial t+1 / 2-i \partial / \partial x)^{-1} \phi(-\partial / \partial t+1 / 2-i \partial / \partial x) \varpi .
$$

Since we have $\varpi u_{\phi, 1} \varpi=\left[\begin{array}{cc}\varpi & 0 \\ 0 & \mathscr{T}_{\phi}\end{array}\right]$, so index $\left(\varpi u_{\phi} \varpi\right)$ equals to

$$
\operatorname{index}\left(\mathscr{T}_{\phi}: \varpi\left(L^{2}(\mathbf{R})\right) \otimes L^{2}\left(S^{1}\right)^{l} \rightarrow \varpi\left(L^{2}(\mathbf{R})\right) \otimes L^{2}\left(S^{1}\right)^{l}\right)
$$

Next, we treat the Fredholm index of $\mathscr{T}_{\phi}$ Let $\mathscr{F}: L^{2}(\mathbf{R}) \rightarrow L^{2}(\mathbf{R})$ be the Fourier transformation:

$$
\mathscr{F}[f](\xi):=\int_{\mathbf{R}} e^{-i x \xi} f(x) d x
$$

Let $H: L^{2}(\mathbf{R}) \rightarrow L^{2}(\mathbf{R})$ be the Hilbert transformation ${ }^{4}$ :

$$
H f(t):=\frac{i}{\pi} \text { p.v. } \int_{\mathbf{R}} \frac{f(y)}{t-y} d y
$$

[^4]where p.v. is Cauchy's principal value. $H$ can be verified $H^{2}=\mathrm{id}$. Then we denote by $\hat{P}: L^{2}(\mathbf{R}) \rightarrow \mathscr{H}_{-}$the projection to the $(-1)$-eigenspace $\mathscr{H}_{-}$of $H$, that is, $\hat{P}:=\frac{1}{2}(\mathrm{id}-H)$. Since $\mathscr{F}$ induces a invertible operator from $\varpi\left(L^{2}(\mathbf{R})\right)$ to $\mathscr{H}_{-}$, so we obtain
\[

$$
\begin{aligned}
& \operatorname{index}\left(\mathscr{T}_{\phi}: \varpi\left(L^{2}(\mathbf{R})\right) \otimes L^{2}\left(S^{1}\right) \rightarrow \varpi\left(L^{2}(\mathbf{R})\right) \otimes L^{2}\left(S^{1}\right)\right) \\
= & \operatorname{index}\left(\mathscr{F}_{\phi} \mathscr{F}^{-1}: \mathscr{H}_{-} \otimes L^{2}\left(S^{1}\right) \rightarrow \mathscr{H}_{-} \otimes L^{2}\left(S^{1}\right)\right) .
\end{aligned}
$$
\]

Set

$$
\hat{\mathscr{T}}_{\phi}:=\mathscr{F}_{\phi} \mathscr{F}^{-1}=\hat{P}(-i t+1 / 2-i \partial / \partial x)^{-1} \phi(-i t+1 / 2-i \partial / \partial x) \hat{P}^{*} .
$$

In order to calculate the Fredholm index of $\hat{\mathscr{T}}_{\phi}$, we use a basis of $L^{2}(\mathbf{R})$ consisting of eigenvectors of the Hilbert transformation.

Proposition 4.2 [12, Theorem 1]. Define $\rho_{n} \in L^{2}(\mathbf{R})$ by

$$
\rho_{n}(t):=\frac{(t-i)^{n}}{(t+i)^{n+1}} .
$$

Then $\left\{\rho_{n} / \sqrt{\pi}\right\}$ is an orthonormal basis of $L^{2}(\mathbf{R})$ and one has

$$
H \rho_{n}=\left\{\begin{array}{ll}
\rho_{n} & \text { if } n<0 \\
-\rho_{n} & \text { if } n \geq 0
\end{array} .\right.
$$

Due to Proposition 4.2, we obtain $\mathscr{H}_{-}=\operatorname{Span}_{\mathbf{C}}\left\{\rho_{n} ; n \geq 0\right\}$ and we can calculate following Fredholm indices.

Lemma 4.3. For any $\alpha, \beta \neq 0, \hat{P} \frac{t+i \beta}{t+i \alpha} \hat{P}^{*} \in \mathcal{L}\left(\mathscr{H}_{-}\right)$is a Fredholm operator and one has

$$
\text { index }\left(\hat{P} \frac{t+i \beta}{t+i \alpha} \hat{P}^{*}\right)= \begin{cases}0 & \text { if } \alpha \beta>0 \\ -1 & \text { if } \alpha>0, \beta<0 . \\ 1 & \text { if } \alpha<0, \beta>0\end{cases}
$$

Proof. Basically, our proof is adopted from [2, p.99]. Let $c: \mathbf{R} \rightarrow S^{1}(\subset \mathbf{C})$ be the Cayley transformation: $c(t):=(t-i)(t+i)^{-1}$. Set $\Phi(g)(t):=(t+i)^{-1} g(c(t))$ for any $g \in L^{2}\left(S^{1}\right)$. Then $\Phi: L^{2}\left(S^{1}\right) \rightarrow L^{2}(\mathbf{R})$ is an invertible bounded linear operator with $\|\Phi\|=1 / \sqrt{2}$ and $\Phi^{-1}(f)(z)=\left(c^{-1}(z)+i\right) f\left(c^{-1}(z)\right)$ for all $f \in L^{2}(\mathbf{R})$ and $z \in S^{1} \backslash\{1\}$. Since $\Phi\left(e^{i n x}\right)=\rho_{n}$, so $\hat{P} \varphi \hat{P}^{*}$ is a Fredholm operator on $\mathscr{H}$ for any $\varphi \in C^{\infty}\left(\mathbf{R} ; \mathbf{C}^{\times}\right)$with $\lim _{t \rightarrow \infty} \varphi(t)=\lim _{t \rightarrow-\infty} \varphi(t) \in \mathbf{C}^{\times}$. Now, we can calculate

$$
\left|\frac{t+i \beta}{t+i \alpha}\right|^{2}=\frac{t^{2}+\beta^{2}}{t^{2}+\alpha^{2}}>0
$$

and $\lim _{t \rightarrow \pm \infty} \frac{t+i \beta}{t+i \alpha}=1$. Therefore $\hat{P} \frac{t+i \beta}{t+i \alpha} \hat{P}^{*}$ is a Fredholm operator.
We calculate index $\left(\hat{P}^{t+i \beta} \hat{P}^{*}\right)$. Set $\operatorname{sgn}(\alpha):=\left\{\begin{array}{ll}1 & \text { if } \alpha \geq 0 \\ -1 & \text { if } \alpha<0\end{array}\right.$. Then we define a homotopy of Fredholm operators from $\hat{P} \frac{t+i \beta}{t+i \alpha} \hat{P}^{*}$ to $\hat{P} \frac{t+i \operatorname{sgn}(\beta)}{t+i \operatorname{sgn}(\alpha)} \hat{P}^{*}$ by

$$
\hat{P} \frac{t+i(s \beta+(1-s) \operatorname{sgn}(\beta))}{t+i(s \alpha+(1-s) \operatorname{sgn}(\alpha))} \hat{P}^{*}
$$

for $s \in[0,1]$. Therefore we obtain

$$
\text { index }\left(\hat{P} \frac{t+i \beta}{t+i \alpha} \hat{P}^{*}\right)=\operatorname{index}\left(\hat{P} \frac{t+i \operatorname{sgn}(\beta)}{t+i \operatorname{sgn}(\alpha)} \hat{P}^{*}\right)= \begin{cases}0 & \text { if } \alpha \beta>0 \\ -1 & \text { if } \alpha>0, \beta<0 \\ 1 & \text { if } \alpha<0, \beta>0\end{cases}
$$

by $\mathscr{H}_{-}=\operatorname{Span}_{\mathbf{C}}\left\{\rho_{n} ; n \geq 0\right\}$.
Set $\phi_{k}(x)=e^{i k x}$ on $S^{1}$ for $k \in \mathbf{Z}$. By using Lemma 4.3, we calculate

$$
\operatorname{index}\left(\hat{\mathscr{T}}_{\phi_{k}}: \mathscr{H}_{-} \otimes L^{2}\left(S^{1}\right) \rightarrow \mathscr{H}_{-} \otimes L^{2}\left(S^{1}\right)\right)
$$

which turns out to be index $\left(T_{\phi_{k}}\right)$ for the classical Toeplitz operator.
Proposition 4.4. One has index $\left(\varpi u_{\phi_{k}} \varpi\right)=\operatorname{index}\left(\hat{\mathscr{T}}_{k}\right)=-k=\operatorname{index}\left(T_{\phi_{k}}\right)$.
Proof. The first equality is proved above in this section and the last equality is well known. So it suffices to show the second equality. Let $E_{\lambda}:=\mathbf{C}\left\{e^{i \lambda x}\right\}$ be the $\lambda$-eigenspace of $-i \partial / \partial x$. On $\mathscr{H}_{-} \otimes E_{\lambda}, \hat{\mathscr{T}}_{\phi_{k}}$ acts as

$$
\hat{P}(-i t+1 / 2+\lambda+k)^{-1}(-i t+1 / 2+\lambda) \hat{P}^{*} \otimes \phi_{k}
$$

and $\hat{\mathscr{T}}_{k}\left(\mathscr{H}_{-} \otimes E_{\lambda}\right)$ is contained in $\mathscr{H}_{-} \otimes E_{\lambda+k}$. Therefore we obtain

$$
\begin{aligned}
& \operatorname{index}\left(\hat{\mathscr{T}}_{k}\right) \\
= & \sum_{\lambda=-\infty}^{\infty} \operatorname{index}\left(\hat{P} \frac{t+i(\lambda+1 / 2)}{t+i(\lambda+k+1 / 2)} \hat{P}^{*} \otimes \phi_{k}: \mathscr{H}_{-} \otimes E_{\lambda} \rightarrow \mathscr{H}_{-} \otimes E_{\lambda+k}\right) \\
= & -k
\end{aligned}
$$

by Lemma 4.3.
Next, let $\phi \in C^{1}\left(S^{1} ; G L_{l}(\mathbf{C})\right)$ be any mapping of $C^{1}$-class. We prove index $\left(\hat{\mathscr{T}}_{\phi}\right)=$ index $\left(T_{\phi}\right)$. For this purpose, we reduce to Proposition 4.4.

As well known (see, for instance, [5, Example 4.55]), the inclusion $i: C\left(S^{1} ; S^{1}\right) \rightarrow$ $C\left(S^{1} ; G L_{l}(\mathbf{C})\right)$ defined by $i(f):=\left[\begin{array}{cc}f & 0 \\ 0 & 1_{l-1}\end{array}\right]$ induces the isomorphism on fundamental
groups $i_{*}: \pi_{1}\left(S^{1}\right) \rightarrow \pi_{1}\left(G L_{l}(\mathbf{C})\right)$. In fact, the homotopy class of $\phi_{k}$ is corresponding to $k \in \mathbf{Z} \cong \pi_{1}\left(S^{1}\right)$. Therefore $\phi$ is homotopic to $\left[\begin{array}{cc}\phi_{k} & 0 \\ 0 & 1_{l-1}\end{array}\right]$ in $C\left(S^{1} ; G L_{l}(\mathbf{C})\right)$ for some $k \in \mathbf{Z}$. We denote this homotopy by $\psi_{s}$. Moreover, since $C^{1}\left(S^{1}\right)$ is dense and closed under holomorphic functional calculus in $C\left(S^{1}\right)$, so we can take this homotopy $\psi_{s}$ in $C^{1}\left(S^{1} ; G L_{l}(\mathbf{C})\right)$.

Proposition 4.5. $u_{\psi_{s}}$ is a continuous path in $\mathcal{L}\left(L^{2}(S)^{l}\right)$.
Proof. By the proof of Proposition 2.6, we obtain

$$
u_{\psi_{s}}=\left[\begin{array}{cc}
1 & 0 \\
0 & \psi_{s}
\end{array}\right]+(D+\varepsilon)^{-1}\left[\begin{array}{cc}
\psi_{s}-1 & i \psi_{s}^{\prime} \\
0 & \psi_{s}-1
\end{array}\right] .
$$

This implies

$$
\left\|u_{\psi_{s}}-u_{\psi_{s^{\prime}}}\right\| \leq 3\left\|\psi_{s}-\psi_{s^{\prime}}\right\|_{C^{1}} \rightarrow 0
$$

as $s \rightarrow s^{\prime}$ since $\psi_{s}$ is a continuous path in $C^{1}\left(S^{1} ; G L_{l}(\mathbf{C})\right)$.
Proof of Theorem 2.13 For $M=\mathbf{R} \times S^{1}$. Due to Proposition 4.5, we have

$$
\operatorname{index}\left(\varpi u_{\phi} \varpi\right)=\operatorname{index}\left(\varpi\left[\begin{array}{cc}
u_{\phi_{k}} & 0 \\
0 & 1_{l-1}
\end{array}\right] \varpi\right)=\operatorname{index}\left(\varpi u_{\phi_{k}} \varpi\right)
$$

for some $k \in \mathbf{Z}$. On the other hand, since $\phi$ is homotopic to $\left[\begin{array}{cc}\phi_{k} & 0 \\ 0 & 1_{l-1}\end{array}\right]$, so we obtain $\operatorname{index}\left(T_{\phi_{k}}\right)=\operatorname{index}\left(T_{\phi}\right)$. Due to Proposition 4.4, we obtain $\operatorname{index}\left(\varpi u_{\phi} \varpi\right)=\operatorname{index}\left(T_{\phi}\right)$, which completes the proof with (3) in Section 3.

## 5. The general two-manifold case

In this section we reduce the proof for the general two-dimensional manifold to the proof for $\mathbf{R} \times S^{1}$. Our argument is similar to Higson's in [6]. Firstly, we shall show cobordism invariance of the pairing. See also [6, Lemma 1.4].

Lemma 5.1. Let $\left(M^{+}, M^{-}, N\right)$ and $\left(M^{+\prime}, M^{-\prime}, N^{\prime}\right)$ be two partitions of $M$. We assume these two partitions are cobordant, that is, symmetric differences $M^{ \pm} \Delta M^{\mp \prime}$ are compact. Let $\varpi$ and $\varpi^{\prime}$ be the characteristic function of $M^{+}$and $M^{+\prime}$, respectively. We assume $\phi \in C^{1}\left(M ; G L_{l}(\mathbf{C})\right)$ satisfies $\|\phi\|<\infty,\|\operatorname{grad}(\phi)\|<\infty$ and $\left\|\phi^{-1}\right\|<\infty$. Then one has index $\left(\varpi u_{\phi} \varpi\right)=\operatorname{index}\left(\varpi^{\prime} u_{\phi} \varpi^{\prime}\right)$.

Proof. It suffices to show the case when $l=1$. Because of $[\phi, \varpi]=0$ and $\left[u_{\phi}, \varpi\right] \sim$ 0 , we obtain

$$
\operatorname{index}\left(\varpi u_{\phi} \varpi: \varpi\left(L^{2}(S)\right) \rightarrow \varpi\left(L^{2}(S)\right)\right)
$$

$$
\begin{aligned}
& =\operatorname{index}\left((1-\varpi)\left[\begin{array}{cc}
1 & 0 \\
0 & \phi
\end{array}\right]+\varpi u_{\phi} \varpi: L^{2}(S) \rightarrow L^{2}(S)\right) \\
& =\operatorname{index}\left((1-\varpi)\left[\begin{array}{cc}
1 & 0 \\
0 & \phi
\end{array}\right]+\varpi u_{\phi}: L^{2}(S) \rightarrow L^{2}(S)\right) \\
& =\operatorname{index}\left(\left[\begin{array}{ll}
1 & 0 \\
0 & \phi
\end{array}\right]+\varpi v_{\phi}: L^{2}(S) \rightarrow L^{2}(S)\right),
\end{aligned}
$$

where set $v_{\phi}:=u_{\phi}-\left[\begin{array}{ll}1 & 0 \\ 0 & \phi\end{array}\right] \in C^{*}(M)$. Therefore it suffices to show $\varpi v_{\phi} \sim \varpi^{\prime} v_{\phi}$. Now, since $M^{ \pm} \Delta M^{\mp \prime}$ are compact, there exists $f \in C_{0}(M)$ such that $\varpi-\varpi^{\prime}=\left(\varpi-\varpi^{\prime}\right) f$. So we obtain $\varpi v_{\phi}-\varpi^{\prime} v_{\phi}=\left(\varpi-\varpi^{\prime}\right) f v_{\phi} \sim 0$.

Secondly, we shall prove an analogue of Higson's lemma [6, Lemma 3.1].
Lemma 5.2. Let $M_{1}$ and $M_{2}$ be two oriented complete Riemannian manifolds with a partition $\left(M_{1}^{+}, M_{1}^{-}, N_{1}\right)$ and $\left(M_{2}^{+}, M_{2}^{-}, N_{2}\right)$, respectively, and $S_{j}$ a Hermitian vector bundle over $M_{j}$. Let $\varpi_{j}$ be the characteristic function of $M_{j}^{+}$. We assume that there exists an isometry $\gamma: M_{2}^{+} \rightarrow M_{1}^{+}$which lifts an isomorphism $\gamma^{*}:\left.\left.S_{1}\right|_{M_{1}^{+}} \rightarrow S_{2}\right|_{M_{2}^{+}}$. We denote the Hilbert space isometry defined by $\gamma^{*}$ by the same letter $\gamma^{*}: \varpi_{1}\left(L^{2}\left(S_{1}\right)\right) \rightarrow \varpi_{2}\left(L^{2}\left(S_{2}\right)\right)$. We assume $u_{j} \in G L_{l}\left(C_{b}^{*}\left(M_{j}\right)\right)$ satisfies $\gamma^{*} u_{1} \varpi_{1} \sim \varpi_{2} u_{2} \gamma^{*}$. Then one has index $\left(\varpi_{1} u_{1} \varpi_{1}\right)=$ index $\left(\varpi_{2} u_{2} \varpi_{2}\right)$.

Similarly, if there exists an isometry $\gamma: M_{2}^{-} \rightarrow M_{1}^{-}$which lifts an isomorphism $\gamma^{*}$ : $\left.\left.S_{1}\right|_{M_{1}^{-}} \rightarrow S_{2}\right|_{M_{2}^{-}}$and $\gamma^{*} u_{1} \varpi_{1} \sim \varpi_{2} u_{2} \gamma^{*}$, then one has index $\left(\varpi_{1} u_{1} \varpi_{1}\right)=\operatorname{index}\left(\varpi_{2} u_{2} \varpi_{2}\right)$.

Proof. It suffices to show the case when $l=1$. Let $v:\left(1-\varpi_{1}\right)\left(L^{2}\left(S_{1}\right)\right) \rightarrow(1-$ $\left.\varpi_{2}\right)\left(L^{2}\left(S_{2}\right)\right)$ be any invertible operator. Then $V:=\gamma^{*} \varpi_{1}+v\left(1-\varpi_{1}\right): L^{2}\left(S_{1}\right) \rightarrow L^{2}\left(S_{2}\right)$ is also invertible. Hence we obtain

$$
\begin{aligned}
& V\left(\left(1-\varpi_{1}\right)+\varpi_{1} u_{1} \varpi_{1}\right)-\left(\left(1-\varpi_{2}\right)+\varpi_{2} u_{2} \varpi_{2}\right) V \\
= & -\gamma^{*} \varpi_{1}+\varpi_{2} \gamma^{*}+\gamma^{*} \varpi_{1} u_{1} \varpi_{1}-\varpi_{2} u_{2} \varpi_{2} \gamma^{*} \\
\sim & \gamma^{*} u_{1} \varpi_{1}-\varpi_{2} u_{2} \gamma^{*} \sim 0 .
\end{aligned}
$$

Therefore we obtain index $\left(\varpi_{1} u_{1} \varpi_{1}\right)=\operatorname{index}\left(\varpi_{2} u_{2} \varpi_{2}\right)$ since $V$ is an invertible operator and we have index $\left(\varpi_{j} u_{j} \varpi_{j}\right)=\operatorname{index}\left(\left(1-\varpi_{j}\right)+\varpi_{j} u_{j} \varpi_{j}\right)$ for $j=1,2$.

Applying Lemma 5.2, we prove the following:
Corollary 5.3. Let $M_{j}$ be an oriented complete Riemannian surface with a partition $\left(M_{j}^{+}, M_{j}^{-}, N_{j}\right)$ and $S_{j}$ a graded spin bundle over $M_{j}$ with the grading $\varepsilon_{j}$. We assume that there exists an isometry $\gamma: M_{2}^{+} \rightarrow M_{1}^{+}$which defines the Hilbert space isometry $\gamma^{*}: \varpi_{1}\left(L^{2}\left(S_{1}\right)\right) \rightarrow \varpi_{2}\left(L^{2}\left(S_{2}\right)\right)$ as in Lemma 5.2 and $\gamma^{*}$ satisfies $D_{2} \gamma^{*} \sim \gamma^{*} D_{1}$
and $\varepsilon_{2} \gamma^{*} \sim \gamma^{*} \varepsilon_{1}$ on $\varpi_{1}\left(L^{2}\left(S_{1}\right)\right)$. Let $\phi_{j} \in C^{1}\left(M_{j} ; G L_{l}(\mathbf{C})\right)$ satisfies $\left\|\phi_{j}\right\|<\infty$, $\left\|\operatorname{grad}\left(\phi_{j}\right)\right\|<\infty$ and $\left\|\phi_{j}^{-1}\right\|<\infty$ as in Proposition 2.6. Assume that $\phi_{1}$ and $\phi_{2}$ satisfy $\phi_{1}(\gamma(x))=\phi_{2}(x)$ for all $x \in M_{2}^{+}$. Then we obtain index $\left(\varpi_{1} u_{\phi_{1}} \varpi_{1}\right)=\operatorname{index}\left(\varpi_{2} u_{\phi_{2}} \varpi_{2}\right)$.

PROOF. It suffices to show $\gamma^{*} u_{\phi_{1}} \varpi_{1} \sim \varpi_{2} u_{\phi_{2}} \gamma^{*}$. Let $\varphi_{1}$ be a smooth function on $M_{1}$ such that $\operatorname{Supp}\left(\varphi_{1}\right) \subset M_{1}^{+}$and there exists a compact set $K_{1} \subset M_{1}$ such that $\varphi_{1}=\varpi_{1}$ on $M_{1} \backslash K_{1}$. Set $\varphi_{2}(x):=\varphi_{1}(\gamma(x))$ for all $x \in M_{2}^{+}$and $\varphi_{2}=0$ on $M_{2}^{-}$. Then $\varphi_{2}$ is a smooth function on $M_{2}$ such that $\operatorname{Supp}\left(\varphi_{2}\right) \subset M_{2}^{+}$and there exists a compact set $K_{2} \subset M_{2}$ such that $\varphi_{2}=\varpi_{2}$ on $M_{2} \backslash K_{2}$. Set $v_{\phi_{j}}:=u_{\phi_{j}}-\left[\begin{array}{cc}1 & 0 \\ 0 & \phi_{j}\end{array}\right]$. Then we obtain $\gamma^{*} v_{\phi_{1}} \varpi_{1} \sim \gamma^{*} v_{\phi_{1}} \varphi_{1}$ and $\varpi_{2} v_{\phi_{2}} \gamma^{*} \sim \varphi_{2} v_{\phi_{2}} \gamma^{*}$. So if $\gamma^{*} v_{\phi_{1}} \varphi_{1} \sim \varphi_{2} v_{\phi_{2}} \gamma^{*}$, then we obtain

$$
\gamma^{*} u_{\phi_{1}} \varpi_{1} \sim \gamma^{*} v_{\phi_{1}} \varphi_{1}+\gamma^{*}\left[\begin{array}{cc}
1 & 0 \\
0 & \phi_{1}
\end{array}\right] \varpi_{1} \sim \varphi_{2} v_{\phi_{2}} \gamma^{*}+\varpi_{2}\left[\begin{array}{cc}
1 & 0 \\
0 & \phi_{2}
\end{array}\right] \gamma^{*} \sim \varpi_{2} u_{\phi_{2}} \gamma^{*}
$$

So it suffices to show $\gamma^{*} v_{\phi_{1}} \varphi_{1} \sim \varphi_{2} v_{\phi_{2}} \gamma^{*}$. In fact, we obtain

$$
\begin{aligned}
& \gamma^{*} v_{\phi_{1}} \varphi_{1}-\varphi_{2} v_{\phi_{2}} \gamma^{*} \\
= & \gamma^{*}\left(D_{1}+\varepsilon_{1}\right)^{-1}\left[\begin{array}{cc}
\phi_{1}-1 & -c\left(\operatorname{grad}\left(\phi_{1}\right)\right)^{-} \\
0 & \phi_{1}-1
\end{array}\right] \varphi_{1} \\
& -\varphi_{2}\left(D_{2}+\varepsilon_{2}\right)^{-1}\left[\begin{array}{cc}
\phi_{2}-1 & -c\left(\operatorname{grad}\left(\phi_{2}\right)\right)^{-} \\
0 & \phi_{2}-1
\end{array}\right] \gamma^{*} \\
= & \left\{\gamma^{*}\left(D_{1}+\varepsilon_{1}\right)^{-1} \varphi_{1}-\varphi_{2}\left(D_{2}+\varepsilon_{2}\right)^{-1} \gamma^{*}\right\}\left[\begin{array}{cc}
\phi_{1}-1 & -c\left(\operatorname{grad}\left(\phi_{1}\right)\right)^{-} \\
0 & \phi_{1}-1
\end{array}\right] \\
\sim & \left\{\gamma^{*} \varphi_{1}\left(D_{1}+\varepsilon_{1}\right)^{-1}-\left(D_{2}+\varepsilon_{2}\right)^{-1} \gamma^{*} \varphi_{1}\right\}\left[\begin{array}{cc}
\phi_{1}-1 & -c\left(\operatorname{grad}\left(\phi_{1}\right)\right)^{-} \\
0 & \phi_{1}-1
\end{array}\right] \\
= & \left(D_{2}+\varepsilon_{2}\right)^{-1}\left\{\left(D_{2}+\varepsilon_{2}\right) \gamma^{*} \varphi_{1}-\gamma^{*} \varphi_{1}\left(D_{1}+\varepsilon_{1}\right)\right\}\left(D_{1}+\varepsilon_{1}\right)^{-1}\left[\begin{array}{c}
\phi_{1}-1 \\
0
\end{array}\right. \\
\sim & \left(D_{2}+\varepsilon_{2}\right)^{-1} \gamma^{*}\left[D_{1}, \varphi_{1}\right]\left(D_{1}+\varepsilon_{1}\right)^{-1}\left[\begin{array}{cc}
\phi_{1}-1 & -c\left(\operatorname{grad}\left(\phi_{1}\right)\right)^{-} \\
0 & \phi_{1}-1
\end{array}\right] \\
\sim & 0
\end{aligned}
$$

since $\operatorname{grad}\left(\varphi_{1}\right)$ has a compact support and we have $\left[D_{1}, \varphi_{1}\right]=c\left(\operatorname{grad}\left(\varphi_{1}\right)\right)$. Thus we obtain $\gamma^{*} u_{\phi_{1}} \varpi_{1} \sim \varpi_{2} u_{\phi_{2}} \gamma^{*}$. Therefore we get index $\left(\varpi_{1} u_{\phi_{1}} \varpi_{1}\right)=\operatorname{index}\left(\varpi_{2} u_{\phi_{2}} \varpi_{2}\right)$ by Lemma 5.2.

Proof of Theorem 2.13, The general Case. Firstly, let $a \in C^{\infty}([-1,1] ;[-1,1])$
satisfies

$$
a(t)=\left\{\begin{array}{lll}
-1 & \text { if } & -1 \leq t \leq-3 / 4 \\
0 & \text { if } & -2 / 4 \leq t \leq 2 / 4 \\
1 & \text { if } & 3 / 4 \leq t \leq 1
\end{array}\right.
$$

Let $(-4 \delta, 4 \delta) \times N$ be diffeomorphic to a tubular neighborhood of $N$ in $M$ satisfies

$$
\sup _{(t, x),(s, y) \in[-3 \delta, 3 \delta] \times N}|\phi(t, x)-\phi(s, y)|<\left\|\phi^{-1}\right\|^{-1}
$$

Set $\psi(t, x):=\phi(4 \delta a(t), x)$ on $(-4 \delta, 4 \delta) \times N$ and $\psi=\phi$ on $M \backslash(-4 \delta, 4 \delta) \times N$. Then we obtain $\psi \in C^{1}\left(M ; G L_{l}(\mathbf{C})\right)$ and $\|\psi-\phi\|<\left\|\phi^{-1}\right\|^{-1}$. Thus a map [0, 1] $\ni \mapsto$ $\psi_{t}:=t \psi+(1-t) \phi$ satisfies $\psi_{t} \in C^{1}\left(M ; G L_{l}(\mathbf{C})\right),\left\|\psi_{t}\right\|<\infty,\left\|\operatorname{grad}\left(\psi_{t}\right)\right\|<\infty$, $\left\|\psi_{t}^{-1}\right\|<\infty, \| \psi_{t}-\psi_{t^{\prime} \|} \rightarrow 0$ as $t \rightarrow t^{\prime} \in[0,1]$ and $\left\|\operatorname{grad}\left(\psi_{t}\right)-\operatorname{grad}\left(\psi_{t^{\prime}}\right)\right\| \rightarrow 0$ as $t \rightarrow t^{\prime} \in[0,1]$. Therefore it suffices to show the case of which $\phi$ satisfies $\phi(t, x)=\phi(0, x)$ on $(-2 \delta, 2 \delta) \times N$. Due to Lemma 5.1, we may change a partition of $M$ to $\left(M^{+} \cup([-\delta, 0] \times\right.$ $\left.N), M^{-} \backslash((-\delta, 0] \times N),\{-\delta\} \times N\right)$ without changing index $\left(\varpi u_{\phi} \varpi\right)$. Then due to Corollary 5.3, we may change $M^{+} \cup([-\delta, 0] \times N)$ to $[-\delta, \infty) \times N$ without changing index $\left(\varpi u_{\phi} \varpi\right)$. Here $\phi$ is equals to $\phi(0, x)$ on $[-\delta, \infty) \times N$ and the metric on $[\delta, \infty) \times N$ is product. We denote this manifold by $M^{\prime}:=([-\delta, \infty) \times N) \cup\left(M^{-} \backslash((-\delta, 0] \times N)\right) . M^{\prime}$ is partitioned by $\left([-\delta, \infty) \times N, M^{-} \backslash((-\delta, 0] \times N),\{-\delta\} \times N\right)$. We apply a similar argument to $M^{\prime}$, we may change $M^{\prime}$ to a product manifold $\mathbf{R} \times N$ without changing index $\left(\varpi u_{\phi} \varpi\right)$. Now we have changed $M$ to $\mathbf{R} \times N=\mathbf{R} \times S^{1}$.

## 6. Example

In this section, we exhibit an example of a partitioned manifold that is not diffeomorphic to $\mathbf{R} \times S^{1}$ with non-trivial pairing $\left\langle\left[u_{\phi}\right], \zeta\right\rangle$.

Let $\Sigma_{2}$ be a closed Riemannian surface of genus two and $C$ and $C^{\prime}$ two disjoint submanifolds of $\Sigma_{2}$, respectively, whose homology class give generators of $H_{1}\left(\Sigma_{2} ; \mathbf{Z}\right)$ (see Figure 2). Then we cut $\Sigma_{2}$ along $C$ and $C^{\prime}$ and embed it to $\mathbf{R}^{3}$ as in Figure 3.

We assume this embedded surface $S$ is an oriented Riemannian submanifold in $\mathbf{R}^{3}$. Then we paste many copies of $S$ like the Cayley graph of $F_{2}$, where we denote by $F_{2}$ a free group with two generators. Denote this surface by $M$. Then $M$ is a covering space on $\Sigma_{2}$ and $F_{2}$ acts freely on $M$ as a deck transformation. Denote by $\pi: M \rightarrow \Sigma_{2}$ this covering map.

Let $N \subset \pi^{-1}(C)$ be a connected component of $\pi^{-1}(C)$. Then $M$ is decomposed by $N$ into two components. So we can define $M^{+}$and $M^{-}$which satisfy $N=\partial M^{-}$. Therefore $M$ is a partitioned manifold.

On the other hand, there exists a $C^{1}-\operatorname{map} \varphi: \Sigma_{2} \rightarrow G L_{l}(\mathbf{C})$ such that $\operatorname{deg}\left(\operatorname{det}\left(\left.\varphi\right|_{C}\right)\right) \neq 0$ since $[C] \neq 0$. For example, we choose $\psi: S^{1} \rightarrow G L_{l}(\mathbf{C})$ such that $\operatorname{deg}(\operatorname{det}(\psi)) \neq 0$, and


Figure 3
we extend on $T^{2}=S^{1} \times S^{1}$ trivially. Then we can define such $\varphi$ on $\Sigma_{2}$ through $\Sigma_{2}=T^{2} \# T^{2}$. Set $\phi:=\varphi \circ \pi$, then $\phi$ satisfies assumptions in Theorem 2.13.

In above setting, we obtain $\operatorname{deg}\left(\operatorname{det}\left(\left.\phi\right|_{N}\right)\right)=\operatorname{deg}\left(\operatorname{det}\left(\left.\varphi\right|_{C}\right)\right)$. Therefore we get $\left\langle\left[u_{\phi}\right], \zeta\right\rangle \neq 0$.
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[^1]:    ${ }^{1}$ Every orientable surface admits a spin structure [8, p.88]. We fix one.

[^2]:    ${ }^{2} T \in \mathcal{L}\left(L^{2}(S)\right)$ is pseudolocal if $[f, T] \sim 0$ for all $f \in C_{0}(M)$, that is, $[f, T]$ is compact.

[^3]:    ${ }^{3} \mathcal{H}$ is called the Hardy space.

[^4]:    ${ }^{4}$ In literature, the coefficient of the Hilbert transformation in the right hand side is usually $1 / \pi$. We need a coefficient $i / \pi$ in order to get $H^{2}=\mathrm{id}$.

