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Abstract. We propose the complex dipole simulation method (CDSM) which approximates a holomorphic
function by linear combination of 1/(z — ¢) with the use of its boundary values. In this paper, we treat a function
f which is holomorphic in £2 and continuous on §2 in the case where £2 is a disk or the exterior domain of a disk.
Then we establish the following fact: if f is holomorphic in some neighborhood of §2, the error of an approximate

function fN) decays exponentially with respect to N, where N is the number of the charge points.

1. Introduction

The objectives of this paper are to propose the complex dipole simulation method
(CDSM) which is an approximation technique for a holomorphic function f by using its
boundary values, to prove the unique existence of the approximate function ) and the
exponential decay of the error of @), and to exemplify the effectiveness of CDSM by nu-
merical experiments.

To begin with, we explain the dipole simulation method (DSM) which is one branch of
the charge simulation method (CSM). Let us consider the Laplace equation with the Dirichlet
boundary condition:

Au=0 in £, (1.1)
u=¢ on 352, (1.2)

where £2 is a bounded domain in R? with a smooth boundary 92. ¢ is a given function

defined on 0£2. DSM gives an approximate solution u]()N) for the potential problem (1.1)-
(1.2) of the form

N
1 _
u]()N)(x) _ Z O (g | x — &)
k=1

27 |lx — &2
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where {& k},iV: | are taken from the exterior of 2, ny is a unit vector which represents the
direction of the axis of the dipole at &, (- | -) denotes the two-dimensional Euclidean inner
product, || - || is the two-dimensional Euclidean norm defined by || - || = 4/(- | -) and the real
coefficients {Qk},iV: | are determined by the collocation method. Namely, we take N points

{x j}?’= | on 352 and determine {Qk},](v= | by the equations below:

up (xp) =px)) (j=12.....N).
Katsurada [3] studied DSM in the case where §2 is a two-dimensional disk D, = {x €
R x| < p} (p > 0). In[3], {xj}jyzl and {£¢}}_, are located at (p cos 6}, psiné;) (j =
1,2,...,N)and (Rcost, Rsin6y) (k =1,2,..., N), respectively, where 0; = 27 j/N and

R €]p, +ool, and ny’s are settled as ny = —(1/R)&. In this situation, it is proved the unique
existence of the approximate solution u ](DN) and the exponential decay of the error of u](DN). The

convergence theorem in [3] is as follows:

THEOREM 1.1 ([3]). Suppose that the boundary data ¢ is real analytic. In this case
the exact solution u for the potential problem (1.1)—(1.2) admits a harmonic extension to some
neighborhood of 2. Hence we may assume that u is harmonic in Dy, and continuous on Bro
with ro €]p, +0o[. Then there exists a positive constant C, which is independent of N, such

that
PN P 14
(%) F RV
N/2
sup |u(x) — u,gm(x)\ <Cx{N <ﬁ> ir L= |2, (1.3)
xef ro R ro
N/2
p P o
(ro) if R = ro

The corresponding results for CSM are proved in Katsurada and Okamoto [2] and [3].
On the other hand, Ogata [6] proposed a generalized DSM (GDSM) in a sense that
{nk}f{\’=1 are also unknown. Namely GDSM offers an approximate solution of the form

My =3 L@l x — 80

M 9
60T Lo — &2

where {& k},iV: | are chosen from the exterior of £2 and the two-dimensional real coefficient
vector { Pk}/ivz | are determined by the collocation method. Since the degree of freedom of
GDSM is twice as that of DSM, we take 2N points {x /}51;/ | on 9£2 and determine { Pk}/ivz | by

the equations below:

udl(x) = f(x;) (j=1,2,...,2N).



MATHEMATICAL ANALYSIS OF CDSM 311

Ogata also extended the original DSM proposed by Katsurada to Jordan regions and examined
its convergence numerically [7].

At this point, we rewrite the GDSM and DSM approximate solutions in terms of the real
part of the complex function:

) ) -l O
ugp () = up (x):Re( Zz—§k>’
k=1
where
Or = px +iqe, z=x+iy, & =& +in,
in which

Pk = 0Oing = (pr,qr), x=0x,y), & =G m).

In view of this expression, we propose CDSM for approximating holomorphic functions. In
detail, let £2 be a domain in the complex plane and f be a function which is holomorphic in
£ and continuous on £2. CDSM gives an approximate function for f as

0
FfMe =3 =, (1.4)
k=1

— 2 %
where {;k}livz | are taken from the exterior of §2 and the complex coefficients {Qk}f{v=1 are

determined by the collocation method, that is, we take N points {z j}jyzl on 052 and determine

{Qk},é/:1 by the equations below:

fMep=re) (G=12.....N). (1.5)
This is a description of CDSM. We call {z j};vzl, {Ck},iv: | and the equations (1.5) the colloca-
tion points, the charge points and the collocation equations, respectively.

The readers may think that a holomorphic function can be approximated by DSM by
considering its real part and its imaginary part separately. Indeed, when we write the boundary
values of [ = u +iv as flse = ¢ + 1V, then u and v are characterized by two Dirichlet
problems:

Au=0 in 2, u=¢ on 952,

Av=0 1in £, v=v¢Y on 0£2.
Although the collocation equations

fMep=rfe) (G=12....N)

are solvable, the collocation equations

Re fM)(z;) =u(GA]/))(Zj) =f) (G=L2....N)
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are not solvable since the degree of freedom of GDSM is twice as that of CDSM. Furthermore,
since the error of CDSM’s approximate function fV) is evaluated as

N N
suplf(z)—f(N)(z)|5C(%) +c/<£> , (1.6)

e o

(we will show details in Theorems 2.2 and 2.4), where C and C’ are constants independent
of N, comparing (1.3) with (1.6), we see that the convergence rates are different from each
other. Therefore the theory of CDSM are not followed from the one of DSM.

This paper consists of six sections. In Section 2, we state theorems on the convergence
and error estimates and we prove them in Section 3. In Section 4, we calculate the condition
number of the coefficient matrix for the linear system (1.5) explicitly. In Section 5, we show
some numerical experiments in the case where 2 is a disk, and moreover we compare the
results for CDSM with DSM. In Section 6, we summarize this paper and give some concluding
remarks.

2. Main Results

We prepare some notations beforehand.

NOTATIONS 1. For a positive number r, we define
D, :={z€C; |z| <r},
yr i =0D, ={z€C; |z] =7},
D :=C\ D, ={z€C; |z] > r}.
Firstly we consider the case 2 = D,, where p is a positive number. The collocation
points {zj}?/:1 and the charge points {Zk},ivzl are located at pw/~! (j = 1,2,..., N) and

Raf! (k = 1,2,..., N), respectively, where R €]p, +oo[ and w = exp (2wi/N). We
assume that the function f is holomorphic in £2 and continuous on £2.

We seek the approximate function f ) within the function space 2 ™ which is defined
as follows:

N
2MN = 2M(an,) = {Z QcH(, &k); (01, Q2,.... 0N € CN} :

k=1

where

1
H(Z,C)Zﬁ
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We introduce a norm || - ||, : X — R for each r €]0, +o00[ as follows:

o
£l =Y lanlr™
n=0

where X is a function space whose elements are holomorphic functions in D, and

f(Z)=Zanz" (f €X; ze D).
n=0

We are now in a position to state the theorems:
THEOREM 2.1. We can determine f") € 2°N) by (1.5) uniquely.

THEOREM 2.2. Assume that f is holomorphic in some neighborhood of 2. If we
choose rg €]p, +oo[ so that || f I, < +00, then we have the inequality

2|11 p\" p\"
— ™ _ Wl (P L
ilg f@ - @) = 1—(p/R)N<R) + 201 f llro (ro)

for the approximate function f™) in Theorem 2.1.

Secondly we consider the case 2 = D;, where p is a positive number. We take the
collocation points {z j}i-v=1 and the charge points {;“k},ivzl similarly in the case £2 = D,,, where
R €]0, p[. We assume that the function f is holomorphic and bounded in §2 and continuous
on 2.

We seek the approximate function f™ within the function space % Y) which is defined
as follows:

N
g™ =g Moyl = {Z Okl 4); (Q1,02,..., ON)" € CN} :

k=1

where

z
I'(z,¢) = E .

REMARK 1. We cannot use H (-, -) as a substitute for I'(-, -) in & ™ since if we use
H(-, -), then the value at the point at infinity becomes zero. Inversely we cannot use I"(:, -)
instead of H (-, ) in 2 ™) since if we use I'(-, -), then the value at the origin becomes zero.
However, we can use J#(z,¢) = ¢ /(z — ¢) in place of H(z, ¢) in 2 ™) and obtain similar
theorems with Theorems 2.1 and 2.2.
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We introduce the norm || - ||, : ¥ — R for each r €]0, +o0o[ as follows:

o0
Ll =Y 1bonlr™,
n=0

where Y is a function space whose elements are holomorphic and bounded in §2 and
o0
f@= bz (feY:zeD}.
n=0

We can state the theorems:
THEOREM 2.3. We can determine f™™) € YWV) by (1.5) uniquely.

THEOREM 2.4. Assume that f is holomorphic in some neighborhood of 2. If we
choose rg €10, p[ so that || fll,, < +00, then we have the inequality

2171l R\" ro\"
— ™ el PV
f§—5|f(Z) el < 1= (R/p)N <p> 2”””’(/})

for the approximate function f™) in Theorem 2.3.

3. Proofs of Theorems

The proofs of Theorems 2.1, 2.2, 2.3 and 2.4 are given in this section. The proof tech-
niques employed here are based on the ones due to [2].
We first prove Theorem 2.1. We rewrite the collocation equations (1.5) as follows:

N

1
Z L=f(2j), j=1,2,...,N,

— —
w/ — Rwf—J
k=1 P

therefore (1.5) is equivalent to the linear system

Go=1f, (3.1)
where @ = (01, 02,.... QM) € CV, f = (f D), of 22), ..., "7 f(zn)T € CV and
G isan N x N complex matrix with the entries gjx = 1/(p — Ra)k_f) (j,k=1,2,...,N).

Let W = [ij; j,k=1,2,...,N ] be the N-dimensional discrete Fourier transform, that
is,

_ (j=D(k=1) . _
= —o (j,k=1,2,...,N).
JN /

We note that G is a circulant matrix whose (j, k) entry depends on k— j (mod N). In general,
circulant matrices can be diagonalized by the discrete Fourier transform, indeed we see

W;

wGw = diag [6" (0), " (0), ..., 031 ()], (3.2)
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where

N
oM@ = 0" VHGE ) (zeC\ (&) peZ). (3.3)
k=1

The function go},N) plays a fundamental role in the following analysis. We first prove the
following:

LEMMA 3.1. (i) gof,N) is periodic with respect to p with period N.
(ii) We have

N/z\P'

(N) - _ il [

¢V (2) = R<R> Ry ©<Po
forallp € {1,2,..., N}.

PROOF. (i) 95" = o{™ follows from (3.3)if p = ¢ (mod N) since @

(i) To begin with, we expand H (z, &) as

N—=1.

H(z, &) = =——Y (5] o ® DD (zeDp).
@8 = R T T2/ (RF ) ~ R nO(R) @ (z € D)

Hence we have

N N 00 n
_ _ 1 z ke
o @) =) " VHE ) =) ot “[— =2 :<E) o * 1><"+1>}
k=1 k=1

n=0

00 n N

1 z N z2\"
- z —=(p=)k=1) _ _ N z
R :0(R> ,;“’ R <R>

n

z p=1 1
(E> 1 —(z/RN

forall p e {1,2,..., N}. ]

x| =

PROOF OF THEOREM 2.1. By (3.2) and Lemma 3.1 (i), we can compute the determi-
nant of G as

N—1 N
detG =[] et =T]et" 0.
p=0 p=1

By Lemma 3.1 (ii), we know <p,(,N) (p) <0(p=1,2,...,N). Hence det G # 0 follows and
this completes the proof of Theorem 2.1. O
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By (3.2), the inverse matrix of G is as follows:

1 1 :|
9 9 . W_ .
M) oMy oW (o)

G = Wdiag|:

A direct calculation yields

1 M pk=Dp=D

=52~ —
YN o)

(,k=1,2,...,N),

where [G‘l]kj denotes the (k, j) element of G~L. This makes it possible to solve (3.1) as

N N N k=D (p=1)
1 1 w -1
0= Y16 Nyt = X (5 B ) 1)
j=1 =1 N pm (0)
N .
1 k=D (p=D=(=1)(p=2)
Jip=l1 $p- 1(0)

hence we have

N N N ;
| kD=1 =(~1)(p=2)
Mo =Y 0HE =3 (ﬁ 3 o f(Zj))H(z, @
k=1 k=1 Jj.p=1 1( )
N N) (oo
1 @ 1(2)
_ Z —-(j—-D(p-2) P a, (—Dn
= plw
<N>
N2 1(P) 120
N) oo
$p-12) (n—(p=2)(j=1)
= Z (N) an p" Zw
1(0) 220 j=1
N (N o0 N)
D DI W
= ™ ) np = no" M ()
p=1Pp—1\0) n=p—2 (mod N) n=0 Cp1\P
n>0

Consequently we can write the error function e™) = f — fV) a5

(N) % 02\ ftj-vi-)l(z)
e (z):rganp [(;) -~ i|

Pnr1 ()

Since ™ is holomorphic in §2 and continuous on §2, we obtain by the maximum modulus
principle for holomorphic functions

o0
sup le™M(2)| < Z Ianlpng,glp, (3.4)
7€



where

At this stage, we claim the following Lemma 3.2 concerning g(

LEMMA 3.2.

(i) Forall p €
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N
g,E p) 1= sup
Z€Yp

() -

(i) Foralln € NU {0}, we
oW <

{0,1,..., N — 1}, we have

N
"oe@)

N

s (o)

)

have

2.

) - Z(P/R)N
=T (/RN

PROOF. (i) We know by Lemma 3.1 that the inequality

oM @) = [0V (12D

holds for all p € Z and for all z € Dg. Therefore we see

G-
p o)

Pnt1

for all z € y,. This establishes (3.5).
(il)) By Lemma 3.1, we have

) -

< <E>”+ |¢n+l(z)|
“\p o) (p>|

el :Kf)p(p/R)N—(Z/R)N 2(p/R)N
o0 (p) P 1= @/RN |~ 1= (/RV

for all z € y,. Thus (3.6) is shown and this completes the proof of Lemma 3.2.

PROOF OF THEOREM 2.2.

sup | f(2)

€82

N-1 oo
_f(N)(Z)| < |:Z+ Z
n=0 n=N
N—-1
= Z lan|p"
n=0
00
= Z lan| "
n=0

201£1lp
1= (/RN

By (3.4) and Lemma 3.2, we have

} lan| 0" g\

2p/R)"
(/R)N+Z|an|p 2

St +2Z i (2)

N N
o o
<E) + 201 f llr (%) .

317

3.5)

(3.6)
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Theorems 2.3 and 2.4 are proved as well as Theorems 2.1 and 2.2, respectively, therefore
we only sketch out the proofs of them.

We rewrite the collocation equations (1.5) into (3.1) similarly, where Q@ =
(01,02,...,.0MT e CV, f = (f(z1), f(@2),..., feny)T € CYN and Gisan N x N
complex matrix with the entries gjx = I'(zj, &) (j, k =1,2,..., N). G is a circulant matrix
whose (J, k) entry depends on k — j (mod N), therefore we see

wlow = diag[vg" (0), vi™ (o). ... vy (0], 3.7)
where
N
v M) =Y " g (zeC\{all;: pel).
k=1

We have the following Lemma 3.3 as to the function 1111(,N).

LEMMA 3.3. (i) 1//[(,N) is periodic with respect to p with period N.
(ii) We have

N—p
w(N>(z>=N<5> L ey
4 z 1 —(R/)N R
forallp € {1,2,..., N}.

By (3.7), G~ is as follows:

1 1 1
G—1=Wdiag[ , }W‘l.
v M) vV (p) vV (o)

A direct calculation yields
N .
1 XL k==
—1 _
[G ]kj - N Z

= o)

This makes it possible to solve (3.1) for Oy (k =1,2,..., N) as

(J,k=1,2,...,N).

N .
1 &= (P=D=G-1(p=1)
Ok = N Z ™)

),

hence we have

= IRVAMICS)
M@= bop
n;) v ()
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Consequently we can write the error function e™) = f — fV) as

00 n (N)
M (2) = Zb_np—”[<3> Y@ (Z)} .
n=0

z v (p)

We obtain by the maximum modulus principle for holomorphic functions

o0
sup [eM @) =D boalp gt

€2
where
N
(N) ._ B " w( )(Z)
Gn.p = SUP — <
2€rp I\ 2 v o)1

At this stage we claim the following Lemma 3.4 concerning g( ).
LEMMA 3.4. (i) Foralln € NU {0}, we have
oV <2
(i) Forallp € {0,1,..., N — 1}, we have

(N) < Z(R/P)N
=T RN

By (3.8) and Lemma 3.4, we can give a proof of Theorem 2.4.

4. Condition Numbers

319

(3.8)

In this section we calculate the condition number of the coefficient matrix G for the

linear system (3.1).

(D) In the case 2 = D,. Since the coefficient matrix G is an Hermitian matrix, if we

take a norm for N-dimensional vectors as

N
T
Dol = Gnxa, . xn)h),

j=1
we can calculate the condition number of G as

_max o) (o)

(V)
o, (p)
condG = |G| - |G| = | | = <

p:mm M| ™M)

R

P

;-
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(IT) In the case 2 = D;. We can calculate cond G similarly in the case (I) as

N-1
condG = (£> .
R

We know from (I) and (II) that cond G increases exponentially with respect to N, there-
fore the linear system (3.1) is ill-conditioned. Nevertheless, as we shall see in Section 35,
numerical computations perform well.

On the other hand, in CSM, cond G = O((R/p)N/?) or O((p/R)"'?) in the case 2 =
D, or 2 = D;, respectively, therefore the linear system for Qy’s is ill-conditioned, too.
There are results about the numerical stability of CSM by Kitagawa [4, 5]. Studying the
numerical stability of CDSM will be expected, too.

5. Numerical Experiments

In this section we introduce results for our numerical experiments in the case 2 =
D,. Errors of CSM and DSM show almost similar behavior, thus we show results for DSM,
and compare it with that for CDSM. A corresponding Dirichlet problem which is solved
numerically by DSM is as follows:

Au=0 in 2,
u=Ref on 0f2.

The collocation points {z ; }jyzl and the charge points {Ck},[{\’:1 are defined by

zj=po’" (j=1,2,...,N) and & =Ro"" (k=1,2,...,N),

where R is a parameter which satisfies R > p. In order to estimate numerically the error
sup, .o | f(2) — f™(2)|, we use the Monte Carlo method. In other words, we adopt the
following quantity as an approximation of the error:

e i=max[f () - [V @)

3

where A is a set of points chosen from y,. To be more concrete, we prepare a set @ :=
{Qk},i”: 1 C [0, 1[ (M is equal to 10 - max N) by using pseudo-random numbers, and put

A= {pe?™: 9 c O}.
Likewise, we take up

Egv) ‘= max |u(z) - u](DN) (Z)|

€A
as an approximation of the error for DSM. Test 1, 2-(i), 3 and 4-(i) were performed by using
MATLAB, and Test 2-(ii) and 4-(ii) by C++ programs using the multiple-precision arithmetic
library “exflib” (see Fujiwara [1]).
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100 T T T T 100

1F

0.01 0.01 |

333333
won
B WN-O,

0.0001 0.0001

1e-06 1e-06 -

1e-08 1e-08

1e-10 1e10 |

1e12 te12 |

1e-14 1e-14 +

18, 10 20 30 40 50 60 ey 10 20 30 40 50 60
(a) CDSM (b) DSM

FIGURE 1. f(z) = 2™, wherem € {0,1,...,5}, N € {2,3,...,60}), p=land R =2

In each numerical experiment, we compute &) and Egv) and plot graphs whose hori-

zontal axis represents N and vertical axis log; e or log;o 'égv).

Test 1. In this test we deal with the case where f is a power function whose exponent
is a non-negative integer:

fl)y=27",

where m € {0, 1, ..., 5} is a parameter.

In Figure 1, we find these graphs are almost linear. This means that ¢V) and ’égv) behave
as

M~V W~ N (N o). (5.1)

We know that T and t’ are almost equal to p/R in this case since f is holomorphic and u
harmonic in the entire plane, so that suprema of rp’s which satisfy the condition of Theorems
2.2 and 1.1, respectively, are equal to +o0.

Test 2. In this test we deal with the case where f is an exponential function composed
with a power function whose exponent is a non-negative integer:

f (@) =exp™),
where m € {0, 1, ..., 5} is a parameter.

(i) We compute 2™ and &5 for all N € {2,3,...,60} when (p, R) = (1,2), and
N €{2,3,...,100} when (p, R) = (1, 1.5) (see Figure 2).

Since f is holomorphic and u# harmonic in the entire plane, T and t’ are both almost
equal to p/R as well as Test 1, however, we cannot see from Figures 2 (a) and (b) that e
and Ef)N) behave as (5.1). On the other hand, from Figure 2 (c), ¢ behaves as (5.1) form €
{0,1,2,3,4). Simultaneously, from Figure 2 (d), 23"’ behaves as (5.1) for m € {0, 1,2, 3}.
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100 T T T T T 100

1

0.01

0.01

0.0001 0.0001

1e-06

1e-06

1e-08 1e-08 -

1e-10

1e-10

m
1e-12 - le-12 |- m
e e m \
1e-14 - 1e-14 M N
m -
m
1e-16 1e-16
0 10 20 30 40 50 60 0 10 20 30 40 50 60

(a) CDSM

100

100

0.01 | 0.01

0.0001 | 0.0001

1e-06

1e-06

1e-08 1e-08 -

1e-10 1e-10 -

m=0 m;O
le-12 - m=1 - le-12 - m=1 -
m= m-2 -
te-ta [ MZ3 te-ta - MZ3
m=5 m=5 --
1e-16 1e-16 H i i i i i i
0 10 0 10 20 30 40 50 60 70 80 90 100
(c) CDSM (d) DSM
FIGURE 2. f(z) = expz™ where m € {0, 1, ..., 5}, in double-precision: (a), (b) N € {2,3, ..., 60},

, 5%,
p=1land R =2;(c),(d) N €{2,3,...,100}, p=1and R = 1.5

Hence we can investigate that 2") and E](DN) behave as (5.1) for sufficiently large N.

In order to clear up this investigation, we compute ¢ ) with (p, R) = (1,2) and 'égv)
with (p, R) = (1, 1.5) for larger N using multiple-precision arithmetic.

(ii) We compute 2™ and 2" for all N € {2,3,...,400} in 120 digits precision by
C++ programs using exflib (see Figure 3).

We can see from Figure 3 that e and Ef)N) behave as (5.1).

Test 3. In this test we deal with the case where f is a rational function:

1
f@)=———=, pm)=p+0.1402m,
z—p(m)
where m € {0, 1, ..., 10} is a parameter. f has a simple pole at p(m).

We find e and ’éf)N) behave as (5.1), and since suprema of ry’s satisfying the con-
dition of Theorems 2.2 and 1.1 are both equal to p(m), so that t and t’ are equal to

max{p/R, p/p(m)} and max{p/R, /p/p(m)}, respectively.
Test 4. In this test we deal with the case where f is an exponential function composed
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1e+20 T T T T T T 1e+20

1

1e-20 1e-20
1e-40 1e-40 -
1e-60 1e-60 [
1e-80 F m= 1e-80
m=
m=
1e-100 - m= 1e-100
m=
ms
1e-120 - - ; - - 1e-120 . ; - - -
0 150 200 250 300 350 400 0 50 100 150 200 250 300 350 400
(a) CDSM (b) DSM

FIGURE 3. f(z) =expz™ wherem € {0,1,...,5}, N € {2,3,...,400}, in multiple-precision (120 digits): (a)
p=landR=2;(b)p=1and R=1.5
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FIGURE 4. f(z) =1/(z — p(m)) wherem € {0, 1,...,10}, N € {2,3,...,60},p=1and R =2

with a rational function:
1
f(2) =exp <7> , pm)=p+0.14+02m,
z— p(m)

where m € {0, 1, ..., 10} is a parameter. f has an essential singularity at p(m).

(i) We compute eV) and Ef)N) forall N € {2,3, ..., 60}.

(i) In order to elucidate the same investigation of Test 2, we compute ¢) and E](DN) for
all N € {2, 3,...,400} in 120 digits precision by C++ programs using exflib.

We find from Figure 6 that €Y) and 'égv) behave as (5.1), and T and t’ are equal to
max{o/R, p/p(m)} and max{p/R, \/p/p(m)}, respectively, in this case by the same reason
for Test 3.

We summarize the results of our numerical experiments.
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FIGURE 5. f(z) =exp(1/(z — p(m))) wherem € {0, 1,...,10}, N € {2,3, ..., 60},
in double-precision: p = 1 and R =2
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FIGURE 6. f(z) =exp(l/(z — p(m))) wherem € {0, 1,..., 10}, N € {2, 3, ..., 400},
in multiple-precision (120 digits), p = 1 and R =2

e The behaviors of € and 'égv) are what we can expect from the error estimates (see
Theorems 2.2 and 1.1).

e &) decays exponentially with respect to N, and the gradient of the straight section of
N-log,, ™) curve is almost equal to

p p
max {1Og10 E’ loglo %} .

Simultaneously, Egv) decays exponentially with respect to N, and the gradient of the
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N)

straight section of N-log; E]() curve is nigh equal to

max {loglo B, ! log;o ﬁ} .
R 2 1o
o Best selection of R’s for CDSM and DSM is R = rg and R = ,/pro (the geomet-
ric mean of p and rg) , respectively, hence the fastest decaying speed of the error for
CDSM and DSM is (p/ro)™ and (p/ro)N/?, respectively. In the light of this fact, the
convergence rate for CDSM is faster than that for DSM, and to incarnate it, we have to
choose largish R, but we can achieve the smallest error for smaller N.

6. Concluding Remarks

In the previous sections, we proposed CDSM which approximates a holomorphic func-
tion f by a linear combination of 1/(z — ¢) of the form (1.4) using boundary values of f. A
theoretical analysis shows the exponential convergence of the approximate function which is
constructed by CDSM, and the result of our numerical experiments exemplify the effective-
ness of CDSM.

The results of this paper deal with the case where £2 is a disk or the exterior domain
of a disk. As a matter of fact, we could prove the unique existence and convergence of the
approximate function in the case where 2 is an annular domain and an elliptic domain. We
will exhibit these results in another paper.

References

[ 1] H. FUJIWARA, http://www-an.acs.i.kyoto-u.ac.jp/ fujiwara/exflib/

[2] M. KATSURADA and H. OKAMOTO, A mathematical study of the charge simulation method I, J. Fac. Sci.
Univ. Tokyo Sect. IA Math. 35 (1988), no. 3, 507-518.

[3] M. KATSURADA, A mathematical study of the charge simulation method II, J. Fac. Sci. Univ. Tokyo Sect. IA
Math. 36 (1989), no. 1, 135-162.

[4] T. KITAGAWA, On the numerical stability of the method of fundamental solution applied to the Dirichlet
problem, Japan J. Appl. Math. 5 (1988), no. 1, 123-133.

[5] T. KITAGAWA, Asymptotic stability of the fundamental solution method, Proceedings of the International
Symposium on Computational Mathematics (Matsuyama, 1990), J. Comput. Appl. Math. 38 (1991), no. 1-
3, 263-269.

[6] H. OGATA, The dipole simulation method and its application to the numerical conformal mapping (in Japan-
ese), Surikaisekikenkyiisho Kokyiiroku, No. 1791 (2012), 97-106.

[7] H. OGATA, Dipole simulation method for two-dimensional potential problems, NOLTA, IEICE 5 (2014), no. 1,
2-14.



326 KOYA SAKAKIBARA AND MASASHI KATSURADA

Present Addresses:

KOYA SAKAKIBARA

GRADUATE SCHOOL OF MATHEMATICAL SCIENCES,

THE UNIVERSITY OF TOKYO,

3-8-1 KOMABA, MEGURO-KU, TOKYO 153-8914, JAPAN.
e-mail: ksakaki@ms.u-tokyo.ac.jp

MASASHI KATSURADA

SCHOOL OF INTERDISCIPLINARY MATHEMATICAL SCIENCES,
MENT UNIVERSITY,

4-21-1 NAKANO, NAKANO-KU, TOKYO 164-8525, JAPAN.
e-mail: katurada@meiji.ac.jp




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Japan Color 2001 Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /FlateEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (Japan Color 2001 Coated)
  /PDFXOutputConditionIdentifier (JC200103)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /JPN <FEFF005b002756fd969b6587732eff30ff24ff26516c958b7528002d0031002e00300031002d004c0065007300730020002800320030003100330030003300310030002900270020306b57fa3065304f005d0020005b002756fd969b6587732eff30ff24ff26516c958b7528002d0031002e003000310020002800320030003100330030003300310030002900270020306b57fa3065304f005d0020ff08682aff0956fd969b6587732e53705237793e306e30a430f330bf30fc30cd30c330c8516c958b306b90693057305f002000410064006f0062006500200050004400460020658766f830924f5c62103057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200037002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName (Japan Color 2001 Coated)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive true
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 0
      /MarksWeight 0.283460
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /JapaneseWithCircle
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


