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§1. In this paper, we consider the problem concerning linear quasi-
periodic systems. Before starting our discussions, we state the following
definitions.

 DEFINITION 1 ([2, 8]). A real number » is called a characteristic ex-
ponent of the system

(1.1) #=C(t)x , teR, .=sz"

if there exists a solution x(t) of (1.1) which satisfies

lirrtl sup t~ ! log |x(®)|=N\ .

DEFINITION 2 ([4]). If the number of characteristic exponents of (1.1)
is equal to the dimension of (1.1), then we say that (1.1) has full spectrum.
Now, let there be given a linear almost periodic system
(1.2) t=C(t)x , reR".
If (1.2) has full spectrum, then it is shown in [1] that (1.2) has a
fundamental matrix X(¢) of the form

X(&)=F(¢) diag(exp(g(’)dl(sms), e exp(S:d,,(s)ds))

where F(t) is an almost periodic matrix function and d,(t) (¢=1, -+, n)
are almost periodic functions. Also it is shown in [4] that, if (1.2) is
especially a linear quasi-periodic system whose coefficient matrix satisfies
a nonresonance condition and a smoothness condition and if (1.2) has
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full spectrum, then (1.2) has a fundamental matrix with a Floquet-type
representation.

However, it cannot be judged directly from the coefficient matrix
whether (1.2) has full spectrum or not. Thus, it is required to give a
condition for judging this to the coefficient matrix.

The aim of this paper is to obtain such a sufficient condition which
is easy to examine its validity, if the given system is

1.3) T=(A+cA(t))x
where

01
c?, =
x e A [O 0:'

and ¢ is a real parameter sufficiently close to 0. Except for the case
when A(?) is supposed to be an almost periodic matrix function as in §2,
we suppose that A(t) is a quasi-periodic matrix funection whose mean is
zero. If A(t) is quasi-periodic, then A(t) can be represented by a Fourier
series of the form

At~ A(m)exp(m- w1/ —1t)

where
m=(m, «--, mg) € Z%, wo=(w, -, ®g) € RX.

Whenever A(t) is supposed to be quasi-periodic, we suppose that there
exist positive constants ¢ and ¢ such that

1.4) lm-w|=cim|~°

where, for vectors, |-| denotes the Euclidean norm.
Also, we put

_[au(®)  ayu(®)
A6 _[azxt) an(t)]

For stating a main result, we introduce the following operators.

DEFINITION 3. For an arbitrary almost periodic function A(t), u(h(t))
denotes the mean value of Ah(t), and ¢(h(t)) denotes the unique almost
periodic solution of

& =h(t)— p(h(2))
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whose mean value is zero if it exists. Also we put

tiih(t) =e(a;;(Oh(L)) ,
b, iih(t) = *(a;(E)h(E)) ,
() = e (D)) ,

for (¢, 5)=(@1, 2), (2, 1) and k=2, 3, and

tah(t) = e((@,,(8) — ao(£))R(2))
‘2,dh(t) = ‘2((a11(t) - azz(t))h(t)) ’
,Udh(t) = f"((an(t) —a,(E))h(L)) .

Our main result is

THEOREM 1. Suppose that
(i) A@®) 8 a quasi-periodic matrix function whose mean s zero,
(ii) Nonresonance condition (1.4) holds,
(iii) A@)eC*(R), where N=8c+4(K+1),
(iv) ReV (6. +¢)1#0, where V' denotes a square root whose branch is
taken arbitrarily.
Then, if |e| 18 sufficiently small, (1.3) has full spectrum.

There are some results concerning existence of an exponential di-
chotomy in [2]. We can conclude from them that the linear system has
full spectrum, if it can be transformed into the system which satisfies
the hypotheses of them. Also, as will be discussed in §2, we can give
a sufficient condition for (1.3) having full spectrum to the mean of A(?)
in (1.3) by following the proof of Proposition 5.8 of [2], even if A(¢) is
an almost periodic matrix function. However, the coefficient matrix of
the linear system considered in these results of [2] is not given by the
form of (1.8). Therefore, for example, it is not easy to know from the
results mentioned above whether a linear quasi-periodic system

(o 1 0 a®)
(1.5 w_{[o OJ_H{sint 0 Bw

has full spectrum or not, if a(t) is a quasi-periodic function with mean value
zero. While, our theorem states that (1.5) does, if a(t) satisfies (i)-(iii)
of our theorem. Namely, concerning more systems having the form of
(1.8), we can conclude from our theorem that they have full spectrum.
The proof of Theorem 1 will be done in §§3-8. We shall show that
(1.8) can be transformed into a system whose coefficient matrix is suf-
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ficiently close to that of a system which has an exponential dichotomy
and shall finish the proof by applying Proposition 5.1 of [2] which states
the roughness of exponential dichotomies.

§2. We show the following

THEOREM 2. If, in (1.3), A(t) i8 an almost periodic matrixz function,
and if

2.1) Rel 14,10 ,
then (1.3) has full spectrum, tf ¢>0 s sufficiently small.
PROOF. Let

p(A(t»=[m“ mj

21 m2
be the mean of A(t), and put

D=4em, +&*{(m, —my)*+ 4mxzm21} ’

@2) Py = Lai(lj:zm)i]/b‘ —e(;(lj;m)il/ﬁ]
Then, if 7=1"¢, we have
(2.3) V' D =2V"m, n(1+o0(1))
as 77—:+0. From (2.1), we have
(2.4) Rel’D +#0
if 7 is sufficiently close to 0. Hence, we have

fmy—m)+y D1
(2.5) Pi(e) = _s(;liemﬂ:))_l_/ ZE ) 2_1/12—

41 +em VD 2v'D
and
Poe){A+e( A} P(e) = diag (LMt M) VD e(mu+";2_2)‘"‘/5) .

Hence, by | |

x =e¢(‘ln_+ﬂgg)t/2p(s)y ,
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we have

2.6) = {diag(‘/zﬁ, ”‘gﬁ)+sC(t, oy
where

C(t, e)=P(e){{A{t)— p(AN}P(e) « -
On the other hand, from (2.2), (2.3) and (2.5), we have

T2040(1) 2(1+o(l))

e "[ o(1) o(1) J

P_l(s)_[om <4u/‘wzzm-l<1+o(1>)J
“lo) — @/ man) (1 +o(1)

as 7—0. Hence, if

b, (t) bu(t
A(t)-—p(A(t»{b Eti : Etﬂ

then

1 1
eC(t, e)=é)']2/1%2-2-;‘[_1 , _1]77-*‘0(77)

as 7—0.
Since D and ¢C(t, ) are holomorphic in the neighborhood of 7=0,
we can put
v' D —V D')
2 ?

A(7])=§ 4pF=n"t diag( 5

G(t, D=7Ct, &=3, GO,
where
Ao-——-‘di‘ag(l/’;n:, “I/Tn;) ’

b 11
G°(t)‘21/57n_21[~1 —1]

Hence, from (2.6), we have

y={dn)n+GG&, 7}y .

Put




432 ICHIRO TSUKAMOTO

T=nt,
then we have
@.7) L — (s+6er'z, Dy -
Here we can suppose that 4(») and G({, 7) are holomorphic in the disk
7] <.
Now, put

then we can write
A =Vm,+X(),  X®;)=o0(1)

as 7—0. Hence, there exists a positive number 7, such that [7|<7,
implies

[ReX())| = |-R-?12’ﬁ-

Hence, if

Z(t, n)=diag(exp(\(7)t), exp(—Ar(N)E)) ,
_ (diag(1, 0)  if Rel'm,<0
" |diag(0,1) if Rev'm,>0,

and if |p|<7%,, then

has an exponential dichotomy

\Z(t, PPZ7(s, Ise™™™, tz=s,
|Z(t, P)I—P)Z7(s, PDIse™*™",  s=t,

where v=|[Rel m,,|/2.

Since G(t, ) is almost periodic in ¢ uniformly for 7, G({, ) is uni-
formly bounded. Also, since the mean of G(¢t, ) is zero, it follows from
Theorem 3.1 of [3] that

. 1 s+T
lim ?S G(&, n)dt

T —o0
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converges uniformly for s and 7. Thus, by the same line as in the proof
of Proposition 5.8 of [2], we conclude that there exists a positive number
7, such that [p|<7%, implies that (2.7) has an exponential dichotomy with
P. Hence, if 7 is fixed so that |p|<min(%, 7, 7,), then (1.3) has the same
property. Since the characteristic exponents of (1.8) are given by positive
and negative numbers in this case, (1.8) has full spectrum. Hence the
proof is completed.

§3. Now we start the proof of Theorem 1. Hence, A(t) in (1.3)
is a quasi-periodic function with mean zero.

Since we use the scheme introduced in §3 of [6], we must consider
the matrix differential equation

(8.1) D={A+cAR)}P—B{A+cA®)} .
Put _
D=0(t, &)= é D, (t)e*

formally, then, from the formal calculation, we have

(3.2) By(t) = ADy(t) — D)1

(3.3) B(t) = AP(t) — B, () A+ Fi(t) ,

(3.4) F)=A®)®,_,(t)— B, ,()A(t) ,
(k=17 2, --4).

By (3.2), we can take

e, ¢
@o(t) =C,= I:O 61:|

where ¢, and ¢, are constants.
Put :

2,M)=[s57 D], F@®O=LfP®],

then, from (3.3), we have

(3.5) P M) =o' () +1P (@) ,
(3.6) PE ()= o' () — s (&) +F () ,
(8.7 P @)=L () 5

(3.8) : $P (1) = — P )+ ()
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Now, suppose that &.(t) (r=1, 2, ---, k—1) can be calculated to be
quasi-periodic and @,(f) is known to be quasi-periodic. Then, if

3.9)

(7€) =0

can be shown, it follows from (3.7) that

(3.10)

where ¢!¥ is a constant.

SO =L FL D)+ et
Substituting (8.10) into (8.5), we have

@11) PO =c(fPE) + e +1I() .

Hence, if we take

(8.12) el =—p( @),
then
(3.13) ¢ @)=L @) +e(fL @)+ .

However, we have from (3.4) .

Hence

(3.14)

trace F',(t)=0 .

HIP @)= —p(fP @) .

It follows from (8.8), (3.10) and (8.14) that
R 1) = —e(fL (@) — u(fL @) +1L@) .

Hence

(3.15) ¢’ ()= —(fL ) +(fL @) +ei

where ¢¥ is a constant.

have

Substituting (3.183) and (3.15) into (3.6), we

()= —27(fP () + (S O)— 1 “"(t))+c"" e +AP@) .

Here we take

(8.16) =0, e =—pu(fPQe) .

Then we can take

(3.17) ¢iz ()= —28(fF' ) —(fF Q) — L2 () + ([P @) .
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Here, for an almost periodic function A(t), we regard c¢(h(t)) as a
product of ¢ and h(t). Also we regard u(h(t)) as a product of # and h(z).
Then, if we notice (3.12) and (3.16), we can rewrite (3.10), (3.13), (3.15)
and (3.17) into a linear transformation such as

PO e 0 & 0|
0| _| -2 o -2 || fo0
3.18 = ‘
©19. 20|~ |~ 0« o[ s
o] Lo —x - Jlme

Here the multiplication of the matrix with operators as its entries and
the vector with functions as-its entries follows the usual rule of the
multiplication of a matrix and a vector.

On the other hand, we have from (38.4)

fi‘lk)(t) 0 - azz(t) a'12(t) 0 illc—l) (t)
FP@) | | —au®) d@) 0 a,(t) || ¢i70(2)
(8.19) PO | anl® 0 —d@®) —aun@) || s8()
S2(t) 0 ay(t) —an() 0 piz V(L)
where o |

d(t)= a;, () —ax,(t) .

Substitute (8.19) into (8.18) and make a multiplication of matrlces, then
we have :

i1 (t) | b2, —&y be— 6,4 — 01 PEV()
@.20) | PO | e n 2hmt —2ut2e Gt ¢{';-*’(t)
. gar (£) b Hay — ity —&n $51(2)
¢z (8) Hao— 0l —Hatily ba—bs — Mot lLaE(E)

Put

(r)(t) ¢”(t) ¢(r)(t) ’ 'I'=1, 2» tcc
Then, from (3.20), we have
(3.21) PP ()= (2¢;,0,— i)D" V() — (265, — £2)i5 (1) +2(t1s— 0, 0)B5x 2 (2)

G0 () =6, uD* "V (8) — iy () + (s — o, a) P58V (E)

(3.22) { i () = (s —6,0)P* ™V (8) + (— g+ 60)pE ™ (8) + (65,0 — 612)p 5V (E)

From (3.20) and (3.21), we have
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p® () 252,21 — e — 2, + Ha 2¢,,— 2{2,,, 7 p("_l) (t)
(8.23) pP M) | = | —te—240 2lnta —26,+264 570(8)
i () b o — P S0()

Thus we have

LEMMA 1. Suppose that the following statements are valid:
(i) @,0t) (r=1,2, -+, k—1) can be calculated to be quasi-periodic,
(ii) @,(t) 18 known to be quasi-pertiodic,

(ili) (3.9) holds.
Then @,.(t) can be calculated by (3.22) and (3.23).

Furthermore, we have
(3.24) (@) = pap® 0 (1) — tapit ™ ()
which will be used for showing (3.9).

§4. For discussions of the later sections, we here prove two lemmas.

LEMMA 2. If h(t) is a quasi-pertodic function satisfying
(i) h(t) can be represented by a Fourier expansion

h(t) ~ zz‘,Ki?(m)exp(m.wu/‘——l ), wecR~*,

(ii) Nonresonance condition (1.4) holds,
(iii) h(t) e C*(R), where M=ko+ K+1 for some ke N,
then, for r=1, 2, ---, k, there exists ¢"(h(t)) such that

Mod(c"(h(t)))=Mod(h(t)) ,
l'(h(t)) c CM—ra—K—l(R) .

Here, “Mod” denotes the module of an almost periodic function.
For the proof, we need the following
LeEMMA 3 ([4], Lemma 2). Put
Dy={h: T*—C ; h(®)~ 3} h(m)exp(m-6v"=T) (6€T%),
sup [m|* [h(m)] <}

where TX denotes a K-dimensional torus and M 1is a positive integer.
Then

Dy g1 CC*(TF)CT Dy
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PrOOF OF LEMMA 2. It follows from (1.4) and Lemma 3 that, if
r=1, ..., k, we have

h(m) [m|7 [h(m)| L
(4.1 (m-wv —1) = c” = [m|¥=re ’

where L is a constant. On the other hand, we have

M—ko=K+1.
Hence

h(m) ol =1
4.2) MGZEK‘,_{O) o Ty exp(m- w1 —1¢)

converges uniformly and therefore (4.2) is equal to ¢"(A(t)). This shows
the existence of ¢"(h(t)) together with Mod(c"(h(t))) =Mod(h(t)).
Furthermore, we have from (4.1)

¢"(h(t)) € Dy_,, -
Hence it follows from Lemma 3 that
¢"(h(t)) e C¥ " XY(R) .

LEMMA 4. If f(t) and g(t) are almost periodic fumnctions such that
((f () and ¢«(g(t)) exist, then we have

(4.8) S (@)e(g(2)))= — ple(f(E)9(D)
(4.4) L(f@)e(f()=0 .
ProOF. Since

C?—t{t(f @Ne(g@N}={F (&) — (f (N}e(g (@) +e(f (O 9() — £9(®))} »

we have
#<—d@t_ {(f (t))t(g(t))}) = p(F ()e(g () + e F@)9®))

Since the right-hand side of this equality is equal to zero, we have (4.3).
Take f(t)=g(t) especially, then we have (4.4) from (4.3).

§5. In this section, we show that, for k=0, 1, 2, 3, 4, @,(t) can be
determined to be quasi-periodic.
First, take
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p(o) (t) 0
g2 | =1
it (8) 0

Then, from (3.24), we have
p(f(0) = (D' (1)) — ta(85) (£)) =0 .

Hence, from (3.23) and Lemma 2, we have

P (t) T =241
¢g)(t) = (2‘2',21 + ‘d)l ’
o5’ (t) 0

and
pP(t) e C* "5 YR), $(t)eCY ¥ F(R), ¢(t)eC(R).
Hence, from (3.24) and Lemma 4, we have
L) = —22,6,1=0 .
Hence, we have from (8.23) and Lemma 2, -
PA() = — 4ty 5100, 1 + 200000, 1 — 42,0, ) 1 — 22, ,1 + 20252, ,11

3 () =2¢,,0,,1 + 453,21‘211 +4‘2.21‘2,211 + 252,215d1 + 2‘4‘2.211 +e4¢01
¢’g) (&)= —2¢,,1 + 2#21‘2,211 + a4l ,

ptz)(t) e CN—sa—z(xH)(R) , ¢1(§)(t) e CN—40—2(K+1)(R) , ¢2(f)(t) e CN—za-z(x+1)(R) .
Hence, we have from (3.24)
p(f 2(1? ) (t)) = 4#21‘2,21’211 '—4!‘21‘21‘2,211 - 2#21‘215:11 + 2#‘1521‘211 .
On the other hand, it follows from Lemma 4 that
Latortnl = p(d(t)e(a,, (t)e(a,,(2))))
= — p(e(d(t))ay(t)e(a:(1)))
= @y ()@, (t)e(d(2))))

= Uplolal .
In the similar manner, we have

#2152,215211 = — Msloslr ] «

Hence we have
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L[ (t)=0 .
Also it follows from (8.23) and Lemma 2 that

DV ()= — 82, 0100 010011 + 42, 5,1 X 10,1 — 82, 10010, 511
— 4, giteilal + 46, 5,1 X pat, 5,1
4Ll il + A otoile 211 +2phy0t50041
- 4‘21512‘211 - 8‘2153,215211 - 8‘21‘2,21‘2,211 7
- 4‘2_152,21‘d1 — 4l tats, 01 — 250001
+ 2 atstn ] A ftal il ] 42ty il 511
+ 20405 01tal + 20,05, 51+ fatat51
— 41010y 1 + 4,51 Xl 0,1+ 22,1 X plo0,1
+4¢, 401l 1 — 4, (1 X hy0, 1,1 —2¢, 1 X 641,

B (0) = — 4ty 2161 + 205, 1 X 1500, 1 — 425,050 5,1
e 2‘21521‘;1 +26,1 X faty 5,1 + 25,0105, 1
Rk Y Bl YT NUAN A 2085505 21641
+ 2518485011 + Postatal + 20085051
+ 2040018001 — 2651 X o1y 001 — €51 X 2,1 .

Hence

Yo PP () = — 8ty 01y 01lr ] + A ftort 011 X 1ol 1 — Bty o101l 11
- 4#21‘2,21‘21‘:11 + 41“21‘2,211 X /"d‘z,zll
— 40810081080, 1 — B Ply1l0:l5 916001 — Bl Lyl 5180 111
— 40,0010 016a1 — 40010010480 011 — 20,851L4¢,1
— A lntonln 1+ 44,0051 X oty 001 + 25,0151 X 5,041
+ 41 alorlen] — 400 g1 X sy 001 — 218, )1 X 21,

#dsﬁéi)(t) == 4#.152152,215211 + 2/“45211 X #124211 - 4#«1‘21‘21‘2,211
- 2pd521‘215d1 + 2/“:15211 X F‘d‘z,ml + 2!“d‘d‘21‘211 .
On the other hand, it follows from Lemma 4 that

Paslo, i X plyt0,1 = — /121‘2,211 X Portipl
Porlo o1 X hats o 1= ly0, 0 1 X e, 41,
Parlin] X 6,1 = plot, 1 X prgt1
Lolo a1 X ot 1= — prat, o 1 X 12,1 .

Also we have
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#21‘2,21‘2,21‘211 = (@, (1)*(@,, (E)e (@, (B)e( @,y (£)))))
= (¢(@0:(2)) @2, (D) (@ (B)e( @ (2))))
= (% (@ (8)e(@2 (1)) @2 (E)e(@,,(2)))
= — (05 (£)e( @, ()20, ()X @,(1)))))
= — y1lo1ls 51ls 211

In the similar manner, we have
#21‘2,21‘21‘2,211 ==l oil 91ler ] = Maloityts1 =0,

Yoty mbonlal = Patorlonts 1
#21‘21‘12‘211 = #21‘12‘215211 ’
#21‘2152,21%1 = #d‘m‘z,m‘ml ’
Uarlorlals, ] = oty alortol
Yorloilatal = — featats 2,1 .

Hence, from (3.24), we have
LS () = par 0 (8) — tragi? (£)=0 .
Hence, from (3.23) and Lemma 2, we have

p(4)(t) =] CN—70—4(K+1)(R) y ¢l(;)(t) = CN—80—4(K+1)(R) , ¢2(:)(t) e CN—60—4(K+1)(R) ,

and p“(¢), 4%'(t), and ¢#(t) can be determined to be quasi-periodiec.
Thus we conclude that &.(¢) (k=1, 2, 3, 4) can be determined to be
quasi-periodic.

§6. According to the scheme introduced in §8 of [6], we here rep-
resent a fundamental matrix of

(6.1) £=C(t)x
where
[ au(®)  an(?)
C(t)‘[am(t) am(t)}’

by using a solution of the matrix differential equation
(6.2) &=C(t)d—dC(¢) .

Suppose that we have already obtained a solution
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$u(?) ¢12(t)J

O(t)—
“)[%m D)

of (6.2) which is not a scalar matrix. Also, put

p(t)= ¢11(t) - ¢22(t> ’
R=p(t)" +4¢.,(t)gx.(?) .

Then we have

LEMMA 5. If R#0 and ¢,(t)+0 for all t€ R, then there exists a
fundamental matric X(t) of (6.1) which can be represented by

_ 2¢,,() 2¢,,(t) . ¢
(6.3) X(t)—[_p(t)+ VR —niy 1/?} d1ag<exp<§o(a2-;.(s)

+%am(s))ds>, exp(S:(azg(s)—i—%am(s))ds)) .

PrOOF. The general solution of (6.2) is equal to
X)CX(t)

where C is a constant matrix. Hence the eigenvalues of ®&(f) are con-
stants and the discriminant R of the characteristic equation of @(¢) is a
constant. The eigenvalues of @(t) are given by

pu)+ oV E
2

Since R+0, &(t) can be changed into a diagonal matrix by

[ 26 26,5(t)
V(t)_[—p(t)-H/R— —p(t)—l/'R_]
Also we have |
pt)+V' R 1
o | T4p0VE R
o=l wo—vE 1
46,0V R 2R

It follows from (6.2) that
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I:éu(t) ¢12(t):' - I:a1z(t)¢z1(t) — B(t)as(t) (o, (8)— azz(t))¢12(t) - axz(t)p(t):,
ézx(t) ¢22(t) o, ()p(t) — (o, (8) — azz(t))¢21(t) (D) yo(8) — ¢21(t)a12(t) )
Hence we have
2(a,,(t)— azz(t))¢12(t) —2a,(0)P(t)  2(a, () — azz(t))¢12(t) - 2a12(t)p(t)}
— 2(t15(D) P (t) — pra(B) e (£)) - 2(axz(t)¢z1(t) — gt (1)) )

Hence, it follows from Theorem 1 of [6] that (6.1) can be transformed
into

Vit) = [

. p(t)+V' R p)—V'R
Yy = dlag(azz(t)+—————2¢lz(t) a,(t), azz(t)+_2¢;(t_)‘-am(t))y

by = V(t)y and therefore we can obtain (6.3).
§7. Now, put

o(t, =3, Bult)e*

where @,(t) (k=0, 1, 2, 3, 4) are quasi-periodic solutions of (8.8) whose ex-
istence is shown in §3, and @,(t) (k=5, 6, ---) are arbitrary solutions of
(3.3) such that 3.7, @,(t)e* converges uniformly for ¢ in a compact set
in the neighborhood of ¢=0. Then &(f, ¢) is a solution of (3.1). The
existence of such @.(¢t) (k=5, 6,---) can be shown as follows.

The general solution of (3.1) is given by

(7.1) X(t, e)C(e)X™'(¢, &)

where C(¢) is a matrix independent of ¢ and X(¢, ¢) is a fundamental
matrix of (1.3). If we take X(¢, &) so that X(0, ¢)=1, then X(t, ¢) is
holomorphic in the neighborhood of ¢=0. Also, we take C(¢) to be holo-
morphic in the neighborhood of ée=0. Then ®(¢, &) is the same. Hence,
we can put

Xt 9=3 X0, X7, =3 )",
CEO=3,Cie* ,

and therefore (7.1) is equal to

o

S X, (8)C, X, ()" .

k=0 ¢;+qo+qez=k
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Since X,(t), X,(t) (=0, 1, 2, - - ) and @,(t) (k=0, 1, 2, 8, 4) have been already
determined, only C, (k=5, 6, .--) can be taken arbitrarily. However, if
we take C, (k=5, 6,---) so that

i‘, C,e*
k=8

converges, and if we put

0.()=_ 3 X, 0C, X,

q1+0o+qg=

then the above @,(t) (k=5, 6, -+-) can be obtained.
Let ¢,(t, ¢) denote the (¢, j)-entries of &(¢, &) and put

p(tr S) = ¢11(t’ 6) - ¢22(t’ 8) )
R(e)=p(t, &)+ 4¢12(t’ €)pu(l, €) -

Then we have

LEMMA 6. If R(e)=¢e¥(1+0(1)) as e—0, and if Rel” & #0, then there
exists a matrix function W(t, &) which is holomorphic in the meighborhood
of e=0 and s quasi-periodic in t uniformly for e such that, if |e| s
sufficiently small, x= W(t, &)y transforms (1.3) into

(7.2) | 7=+ G(, )y

where 4(t) is a diagonal matrixc whose entries are quasi-periodic functions
and G(t, €) is a matrix whose entries are holomorphic in the meighborhood
of e=0 and 18 quasi-periodic in t uniformly for e such that

G(t, €)=0(e%
as ¢—0.

ProoF. Put

24,,(, ¢) 2¢,,(t, €) B

e e)=[-—p(t, O+VEE) -t o—VEE]

Then, since ¢,(t, &)=1+0(1) as ¢e—0, we have

p(t, &)+ R(e) 1
4¢.,(t, 5)1/-7?(3—) 21/R(5)

V7t o) =

44.,(t, 3)1/_R(——5-) 21/R(5)
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1
) o) e 6(1 +o(1))
B 1

as e—0. Hence we can put
Vi, =3 Vitie, V7t 9)=c" 3 Tatre
V(t, e)=g'6 Vi(t)e .
Hence, if
D(t, &)= V7't e{(4+eA®) VL, &)— VL, &)},
then it follows from Lemma 5 that D(¢, ¢) is a diagonal matrix and
D, e)=4d(t)e+---,

where --- denotes a power series of ¢ starting from the term whose
degree is greater than 1 and

(7.3) dt)y=_3, V,OAVt)— Vo) + 3 Vo, 0AG V() -

q1+q9= q1+82=

In fact, if d.(¢, ) (t=1, 2) denote diagonal entries of D(¢, ¢), then we
have from Lemma 5

— p(t, &) +1V R(e) ,
d,(t, e)=ay,(t)e+ 26, ©) (1 +ay(t)e) ,

_ pt, &)=V R(e) ,
d,(t, e)=a,,(t)e+ RO A +a,(t)e) .

(7.4)

Since ¢,,(t, e)=14+0(1) as e—0, the power series of ¢ representing d.(¢, ¢)
starts from the term whose degree is greater than 1.
Now, put

Ut &) =3, 0=, O] ,

D&, &)=Au(t, €)— (L, €) ,
R, (%, &)=(0+{#, &))*+4v,, (2, )yt €) ,

and
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W(t 6)'—[ 2'\!/'12(t’ 5) 2"["12“: 8) }
P =0t 0 +VR(G ) —p.t, VR o))

Then, if

Bult, =3 60D, Pt O=X HE D",
we have
(7.5) S () =2 (t)

for k=0, 1, 2, 3, 4. Hence, if

Pt =3 PP, Dult, )=F PP D,
then we have

(7.6) PP (t)=p (t)

for k=0, 1, 2, 3, 4.
Furthermore, it follows from our hypotheses that we can put

R@=w+gR¢,

where

.7) E= (PO + 46D (1) + 49 (DPP (D) ,
(7.8) R,=3 (0" (Hp"(1) + 4o OB D) -
Hence

VR Tl e R (e R e ms)e )

Hence, if
VREG=3,8%¢, VG 9=380 0,

then it follows from (7.5), (7.6) and the calculation similar to that for
obtaining (7.7) and (7.8) that

(7.9) B =¥ (®)
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for k=0, 1, 2. Hence, if |
Wi(t, s)=§_‘.oW,,(t)s" ’
then, from (7.5), (7.6) and (7.9), we have
(7.10) W)=V, (), W)=V,

for k=0, 1, 2.
Moreover, we have

(L, 5)+1/R*(t: €) 1
W-i(t, &) = 49r,(t, V'R, (2, €) 2]/35*@: €)
' T patt, 9=V R, 0 1 ’

dpat, WV Ra(t, 0 2V ERaGE, &)

which is quasi-periodic in ¢. On the other hand,

s b R e m)es )

Hence, if

W-'(t, &)=¢"" gﬁ',,(t)e* ,
then
(7.11) | LAGERAO)

for k=0, 1, 2. ' :
Hence, it follows from (7.8), (7.10) and (7.11) that z= W{(t)y trans-
forms (1.3) into (7.2).

§8. It follows from (7.7) and the calculations of §5 that
§=4(¢,1)*—8¢,0,,1+ 8;:,1:2,211 +4p,,1 .
However, since R(¢) is independent of ¢, ¢ is a constant. Hence we have
&= p(E)=4p(6;,1)* + 8ty ty o, 1 +4 24121 .
On the other hand, it follows from Lemma 4 that
| Pl ) = — oty 0

Hence we have
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E=4,(t,0 t+ ta)l .

Hence, the hypotheses of Theorem 1 implies the hypotheses of Lemma 6
and therefore we can transform (1.8) into (7.2). Thus, for the proof of
Theorem 1, it suffices to show that (7.2) has full spectrum.

From (7.4) we have

-

4())=ding(ex®)+ 2O+ D), @) + L@V O—D)) .

Hence, by
—aen( 1 .
y-exp(so<a22(z‘)+ 210 (z‘))dt e)z ’
we have
8.1) , 2=(de+G{, €))z

where

=diag(‘-/2‘i, —-‘/25 ).
Here the following lemma is required.
LEMMA 7 ([2], Proposition 5.1). If the system
&=C(t)x
has an exponential dichotomy

I X()PX(8)| = Ke =™, t=s,
| X(t)(I—P) X (s)| <Ke™*?, s=t,

where a>0, K=1 and P is an orthogonal projection, and if
r ’
g=sup| (t)l_.36K,,

then the perturbed system

9=(CO+T®)y
has an ea:ponentwl dichotomy | ;

IY(t)PY"1(8)|512K3 — (a—8K3) (t—2) , t=s, ‘
|Y(t)T—P)Y ()| 12K ‘e—0k*0 -ty | g>¢ .,
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The system
(8.2) _ Z2=4,e2
has an exponehtial dichotomy
|ZWPZ (| Se D | gz,
|Z@)(I ;P)Z“(S)Iée‘“/a““‘““?"“" , 8=t

where Z(t) is a fundamental matrix of (8.2) of the form

—

). enf=51%)

Z(t)= diag(exp(
and

_{diag(o, 1) if eRevV'e>0,
~ |diag(1,0) if e¢Re1 e <0.

Also, since G(¢, ¢) is quasi-periodic in ¢ uniformly for ¢ in a sufficiently
small neighborhood of ¢=0, there exist constants ¢, and L such that

IG(t, &)=L

on Rx{ceR; |¢|<s&). On the other hand, G(t, ¢) is a holomorphic function
with

G(t, e)=0() .

Hence we have

GG, ©) gL(I'—:'I-)/(l—%) :
Now, take & such that

=,

or equivalently

|5l < [Re ]/_é—l le__o_lz ,
= 72L+|ReV ¢ | |e

then it follows from Lemma 7 that (8.1) has an exponential dichotomy
with the projection P. Hence, (8.1) has full spectrum. That is, (1.3)
also has full spectrum. Now the proof is completed.
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Since the mean of a,(t)+p“(t)/2 is equal to zero, we have

COROLLARY. Suppose that (i)-(iv) of Theorem 1 hold, then, if le| is

sufficiently small, (1.8) has an exponential dichotomy.
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