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The Relationship between Entropy and Strong Orbit
Equivalence for the Minimal Homeomorphisms (II)

Fumiaki SUGISAKI

Keio University
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Abstract. Every minimal homeomorphism of a Cantor set is strongly orbit equivalent to a homeo-
morphism of infinite entropy.

1. Introduction.

In [Su], we showed the claim is valid for the finite entropy case. That is to say,
suppose (X, T) is any Cantor system and « is any positive number, and fix them. Then
there exists a Cantor system (Y, S) such that (Y, S) is strong orbit equivalent to (X, 7)
and topological entropy of (Y, S) is equal to «. In this paper we show the claim for the
infinite entropy case. The difference of construction between finite case and infinite case
is that the simple ordered Bratteli diagram made in infinite case has no distinct orderings
(Definition 2.3). Therefore the calculation of entropy differs from each other in the two
cases. In the main theorem we shall show this calculation. The construction, except for
distinct ordering, of diagram in infinite case is basically the same as for the finite case,
1.e. we construct by induction the base diagram 2’ and the sequence of the set of
numbers {{# V®M}# [} | which are numbers chosen from some equivalence class on
vertex set defined in Definition 2.2. We apply Lemma 4.1 to the diagram which is
obtained by 2’ and {{#V®}*V 12 |, so we get the simple unordered Bratteli diagram.
Moreover we take a definite partial order in it so as to have simple ordered Bratteli
diagram yielding the associated Cantor system having an infinite entropy.
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their many helpful comments.
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2. On the order of Bratteli diagram.

In this section we shall consider some partial orders on the edge set of Bratteli
diagram in order to be able to calculate infinite entropy.

First, we give definitions and notations. Given #={M®}*_, which is a sequence
of positive incidence matrices of (V, E), we define for 1 <i<#V*~ Y 1 <j<#p®,

gV - 1) m®
— (k) — Z (k) Hk) — "4
m;Y = mgj, mii=—w
j “ J )
= (k) — = (k k) — (1 (K K) ... ok
m¥W= max m®, MP=m;, mP, - m$Po-n ).

1<j<#Ve
For p<qeN, let
MED= MOMETD. . M@~ DA@ - which we write MP?=(m®?).
In the same way we define m{P?, m®?, m»9, M{P? (1 <i<#V?~ D 1<j<#V9)

DEFINITION 2.1 (ordered vector). We define 7: V\V'© x N — V which indicates
the order of edges on the diagram. For any ve V\V'? and k (k>1),

def  j-th edge whose range vertex is ve V® is connected
<

N (k= 1)
(v, j)=v ) _ _
’ with v* " De P*~1 a5 a source vertex .

And we say an ordered vector of v if it consists of vertices defined by
(z(v, 1), 7(v, 2), - - - (v, #r7 (V)= 1), 2o, $r~ @) s (VE VO
where r: E® — V'® s range map. Let O.vec(v) denote the ordered vector of v.

DEFINITION 2.2 (equivalence relations on the vertex set). Given a simple unordered
Bratteli diagram (¥, E) and the incidence matrix M®, we decompose V*® (k>2) using
the equivalence relation ~ on V\V' @y V® defined as follows:

.. .. def
i,jev® inj < MP=M®.

Denote the equivalence class of ve V¥ by [V¥]. For an incidence matrix M® =
q i Oy LV¥;

(m®*) and V¥, let ME=m¥};, m$;, - -, mPa-1,;7)" denote the incidence vector of

[V{¥] (cf. Definition 3.8).

DEeFINITION 2.3 (distinct orderings). We say edges to vertices of V™ have distinct
orderings (to put it simply that V® has distinct orderings) if for v,v'e V®,
O.vec(v)=O.vec(v') implies v=v’. And we say a subset 4= V® has partial distinct
ordernings if for v, v’ € A, O.vec(v)=0.vec(v') implies v=1v’.

Now we consider some simple unordered Bratteli diagram (¥, E) satisfying the
following assumption:
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ASSUMPTION 2.4. For all k>2 and 1 <j<#V®,
(i) m{=mi)=3,

(ii) m,"‘}ZZ for all 1<i<#P*— 1,

Next we make the following four assumptions with respect to the (partial) order
of edges.

ASSUMPTION 2.5 (minimal/maximal property). For each k>2, 1 <j<#{V/®/~}
and ve V™, there exist vV, v Ve P*~D such that

min

o, D=0v%; ", (v, #r W)=YV

max

AssUMPTION 2.6. For each k>1, v,0'e€ P® and 1 <i<#{(P**1/~}, there exist
vt Ve PE+HD and 1 <t,<#r Y(w** V) such that

k™Y t)=v WY, 4+ 1)=0v".

AssumPTION 2.7. For each k>2,
() v, v, PP,
Q) {veV®|3r:1(v, t)=1(0, t+1)=1(v, t+2)=0%: Y, t(v, t+3)=1(v, t+4)=
Vmax '} = {Ufin} and
{veV®|3r: (v, t)=1(v, t+ 1) =0%7 Y, t(v, t+2)=1(v, t+3)=71(v, t +4) =
Umax = {Vfnax} -
AssuMPTION 2.8. For each k>2 and 1 <i<#{V¥/~},
(1) there exists 77, € N such that
() for i=1, VE\{o®, o8 3=(J" V¥ as a disjoint set and #V¥)=
#V® —2)/n, for all I,
(i) fori#l, V@ =[ )M VX as a disjoint set and VK =4V®/y, for all /,
(2) V% has partial distinct orderings for all i and /,
(3) if we write V®={v{), }(“V(k) 20t then O.vec(v¥),)=0.vec(v®. ;) for all

1< I'<n, and 1 <p<(#V* —25(i))/n, where 6: N — {0, 1} is defined by

5(,-)5{0 i
1 if i=1,

(4) there exists unique v} e P® such that 1(v¥, 2)=0%, "V and (v, 3)=v%; ",
(5) for any ve V®, 1(v, #r~(v)— 1) #ov&- D,

min

6) {veV®|3r: 10, t)=0%;Y, t(v, t+ 1) =0V} = {v¥ | Vi, Vi}.

min

For any set of equivalence class 7, define Dist(7{*)eN by

- sV~ 1) V- 1)
Dist(V}"’)=< 3 m,";;]) / [T iy 2.1)

REMARKS. (1) Assumption 2.5 implies that we can accommodate the unique
maximal and minimal path condition.
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(2) Later when we calculate the topological entropy of some simple ordered
Bratteli diagram, we need Assumption 2.6 as a technical convenience (Lemma 3.7, 3.9).

(3) Assumption 2.7 and 2.8 are the conditions in order that (¥, E, <) satisfies
Condition 3.2 in §3. Later we shall show in Lemma 3.9, the reason why Condition 3.2
holds if (17, E, <) satisfies Assumption 2.7 and 2.8.

(4) If V® satisfies Assumption 2.4, 2.7 and 2.8 and V¥ has partial distinct
orderings for all /, then there is a maximum possible value for V¥, for all j. Let
Max(¥) be this maximum value. Then Dist(¥¥) is a maximum possible value of
arranging all m®, vertices of ie P*~V for 3<i<#V*~ V. It is easily seen that the
relation between Max(¥*) and Dist(¥{¥) is Max(¥*) > Dist(7{®).

Let c.d(a,, a,, * - -, a,) denote the set of common divisors of a,, a,, - -, a,eN.
The following Lemma guarantees the existence of the above simple ordered Bratteli
diagram satisfying Assumptions 2.5, 2.6, 2.7 and 2.8.

LeMMA 2.9. Suppose (V,E) is the unordered Bratteli diagram satisfying
Assumption 2.4. And suppose (*'y°)<(#P**D_25(j))/ny+, <Dist(P** V)4 24P® _3
forallk>1and1 <j<{V**V/~} wheren,,  ec.d#V¢*D-25(j)| 1 <j<#{PE*+V/~)).
Then there exists a partial order < on E such that (V, E, <) satisfies Assumption 2.5,
2.6, 2.7 and 2.8.

Proor. Take any k>1 and fix it. We write 7® ={s®}**$’ and put
P =8 =1eP®  p=0® =2e PP (2.2)
From Assumption 2.4 and (2.2), we see for any ve P** D,
#ec E¢* D | se) =0, rle)=v} =#{ee E**V | s(e) =08, He)=v} =3,

where S: E**V 5 P® js source map.
Now we fix any P** Y. Let ; ; be the number of edges connecting v® and [ 7+ 1],

: . 8700
We define a basic order £;: {1,2, - -, Z, y €= J} — V® as follows:
A k def
() =v < 1+Ze,1<t< Ze,, (€0,;=0),
i.e.
3! ) *x)
k) . (k k N () TN k k k
n T](t) (Ux(m)m 1)m Ux(m)m v(z)a s vé )’ s UgPoo— 15 s Ugproo — 1> vx(na)sxa Ut(na)p vt(n;x) .
= N ) b

e, ;jtimes eypuo_y,;times
Since n 4+ ec.d# PV —26(j) | 1 <j<#{P** 1/~ }), we can decompose F** 1 so
7203
as to satisfy Assumption 2.8 (1). Take any 1 </<#, ., and fix it. We pick up any (“; )

vertices in P%* 1 and write {v&* V| 1 <i<i’ <#$P®}=P** D We assign the following
order T to edges connecting these vertices.
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(1) Ifi'#£gP®,

=0
‘E(U(k+1) t)E ) i
v if =) e
' 1=0 !

7;(¢) otherwise ,

2 Ifi#l, i'=8P®,

Ui(k) if t=e_1—2
i-1
(ofepom =< 08, if =1+ Y e 2.3)
=0
7;(2) otherwise ,
3) Ifi=1,i'=#P®,
v & if r=1,3,4
#Po—q
s, =< T,(t—1) if l+e, ;<t1<1+ Y e
=0
vr(:;x lf t=2,é_,-—1,e_].

¢)) @Ovec(v(k+1)) (- .’Bi(k)’ .- U(k) v(k) U,(’? FREEEN U;Ui)n RN

ei'j—l times €., times
k . k k k e k ‘e
vi(’)a e avi(')s vi( )a vi(’-)i-l, ’vi(’-)f-l )’
e;. ;—1 times ;4 1,; times
k k . k k k) ... k
(2) had 0 vec(v,‘ #%—"( ) ( vl(“)l’ 1(—)1’ vr(m:x’ U~( )9 s vi( )5 s
ey, times e; j— 1 times
(k) k) k k k
UsPao— 1, * " "5 Ugroo — 1> U( ) Ur(m)lx’ vlfm)lx) s
€gpuo 1, times
k+1)\ __ (., (k k k k k) ... k
(3) @0.vec(v§ #V()‘))—(vr(ni)na Ul(m)\x’ vr(m)m vr(ni)m U( ), ’ Ug )9 s
[ ——
e,,; times
(k) (k) k k
UsPaar—1, * "7 U#V(k)—b vxgm)xx, U( )x) .

€400 — 1, times

Moreover define the order on r~}(v&} V) and r~ (v 1 V) as follows:
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4)
o if 1=1,2,3
kY =< (-2 if 6<t<é, —1
k . —_
v® if 4,5,¢,,
(5)
v,(,':i)n if t=1, 51—4,8—1—3
&V, =< 7,(t+2) if 2<t<é,—5
Ul!"l‘zx if t=§1—2,e_1—-1,é1
k+ 1)y k k k k k
(4) had O'Uec(vr(nin )) “(vx(ni)m v:ni)n’ vx(ni)ns vx(n;x’ vr(n;x’
k k (k) (k) k
‘Ué )a T, vél)’ T Ui -1, T, v#rf(“)—lls vr(nz)\x s
e, ; times eypaor— 1,1 times
k+ 10N _ (5K L3 I k) ...
(5) had O-Uec(vx(nax )) “(Ur(ni)na U% ), ’ Ué )s ’
e, times

(k) el 0 k) k) k) (k) gk
Uspoo—1, > Ugprao — 1> vmi)m Umins Umax> Umaxo vmz)nx) .

€gpio—1,1 times

Let V¢*V={pe V&V |1(v,3)#0%, or (v, &;—2)#v%¥,}. Then by the above
construction we see

PEHD (ki Ve PEED | =] or ' =4P®},  §PETV=24P®_3

Since #(P%*V\PE+ D) < Dist(P** 1) holds, we can assign an order on P¥*Y\
P#*1 satisfying the following conditions:

(i) for any ve P&*\P¥*D and any 1 <i<i'<#V®, O.vec(v) # O.vec(v),

(ii) for any u, ve V&Y D\ P&+ 1 with usv, O.vec(u)# O.vec(v),

(iii) for any ve PE*O\VE+D, (v, 1)=1(v, 2)=1(v, 3) =03, (v, &;—2)=1(v, €;—
)=1(v, &;)=v¥

max-*

Then the above conditions imply that 7{%* % has partial distinct orderings. And it

is easily seen that Assumption 2.5, 2.7 and 2.8 hold. (In this case, U*=U¥t:i‘/’l(l)<) in
Assumption 2.8.)

Finally we shall show Assumption 2.6 holds. Since e; ;>2 for all 1 <i<#V® by
Assumption 2.4, for any v® and v, we can choose v%* 1 if i#i" or v&* D if i=/'
where ¢, t’ are any pair of number with ##1i, ¢’ #i. Therefore Assumption 2.6 holds. So

we are done. [

3. Calculation of topological entropy.

The aim of this section is to calculate the topological entropy of a lexicographic
map on a Bratteli compactum in a special case.
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First, we calculate the topological entropy of subshift in a special case. Suppose
that 4 is a finite set, which will be called an alphabet. Let AZ be the set of all bisequences
X="''X_1XoX; " (with each x; in 4), equipped with the product topology. Then 4%
is a compact metrizable totally disconnected space, and the shift map o: 4Z — 42
given by (9x),=x;,, is a homeomorphism. The restriction of ¢ to a closed invariant
subset Y of AZ is called a subshift. If S is the restriction of ¢ to Y, then the topological
entropy of S, A(S), is called the growth rate of the number of words of length n
occurring in points of Y:

h(S)= m sup Ml ,

n— oo n

(3.1)

where
Wa(S)={D1V293" * -y | there exists y=(y,);cz in Y with y,=y, for 1 <i<n}

(cf. [Wa], [DGS]). This definition is given in [Wa: Theorem 7.13] or [DGS: Proposition
16.11].
Let W be a set of words with alphabet A. Here we give the following definition.

DEerFINITION 3.1 (concatenating point). We say w=w;w, - -w,e W (w,;e 4 for all
1 <i<n) has concatenating points in W if there exist more than two words w’/=
wiwi---wi eW (1<j<d,d>2) and integers 0=p,<p, < - <p,_; <ps=n such that
Wr111“p1+1wr;11—p1+2.'.w'111 if i=1
w' if l<i<d

wiwg- - wi_ . if i=d.

wPi—l+1wPi—l+2. ’ .Wpi_

Here we say a word w=w,w, - 'w, (w; is an alphabet for all ;) is the sub-word of
S u=uyu," - -u, if n<m and there exists i with 1 <i<m—n+1 such that

W=uiui+1"'u,-+n_1 (szui+j_1 fOI’ all lSan).
Now let W be a set of words with alphabet A satisfying the following conditions:

ConpITION 3.2, (1) #W <00,
(2) W has no word which has concatenating points in W.

ExaMPLE. Let 4 be an alphabet {a, b, ¢, d}.

(1) W ={a=abcd, B=acbd, y=aabcdd, 6=acbdbabcd}. Then W, satisfies
Condition 3.2. Because any word in W, does not contain a sub-word “da” and any
concatenated word always contains it. (But « is a sub-word of y and 6. B is also a
sub-word of 4.)

(2) W,={a=abcd, B=abc, y=dba, §=aab, e=cdb}. Then W, does not satisfy
Condition 3.2. In fact, « is a sub-word of concatenated word By and Je. Therefore «
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has concatenating points in W,.

DEFINITION 3.3 (subshift generated by W). Let Yy be the set of all bisequences
formed by concatenating of words in W, i.e.

Yu={y=()2 -ncd? | H{meZ|nj<n;, \VjeZ}2 _I{w;|weW}Z _,
S.t. ymyni+1' : .yn;+1—2yni+1—l=wi (ViEZ)} .

Let Sy be the restriction of shift to Y. We call (Y, Sw) the subshift generated
by W.

For we W, let | w| be the length of w. Then there exist [eNand J: {1,2, ---, I} >N
such that

W={w, ;| 1<i<I 1<j<J(), w; j#w; ; if G, )#0,))
| Wl'}|=| W,-_j» | fOI' 1 SVj, Vj'SJ(i)} .
Put /;=|w(i,j)|. The next lemma is a calculation of topological entropy (Yw, Sw)-

Lemma 3.4 ([Su]: Lemma 4.4). Suppose (Yw, Sw) is a subshift generated by W
and W satisfies Condition 3.2. Let a, be the positive solution of the following equation:
LJ6E)

2

i=1 X

1. (3.2)

Then
h(Sw) - log ao .

Proor. First without loss of generality, we may assume 1</, </, <---</;. Let
L, be a set of concatenated words of length n which are made up from words in W.
We take any n>/, welL, and fix them. Then from Condition 3.2 (2), there exist
“unique” words w,, w,, - - -w,€ W such that w is the concatenated word w;w,- - -w,.
This uniqueness of concatenated words is very important, because this uniqueness

guarantees that for all n>/,, the following linear homogeneous difference equation
holds:

I
$L,= ) J()¥L,_,, . 3.3)
i=1

(If W={a=abc, B=abcabc, y=abcab, d =cabc} and w=abcabcabce Ly, then in this
case W does not satisfy Condition 3.2, so (3.3) does not hold. In fact, w has four cases of
concatenation: aae, af, fa, 6. In this case it is easy to check that (3.3) does not hold.)
Here consider #,(Sw) for n>1[,. Take any we ¥#,(Sw) and fix it. Then there exists
non negative integer i with 0<i<2/,—2 and w’eL,,; such that w is the sub-word of

w’. Therefore the relation between #,(Sw) and {L, . ;}?%; 2 is as follows:
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2l —2
L, <EW(Sw< Y #L.,. (3.4)

i=0

By the way, we also consider the following indicial equation (3.5) ass001ated with

(3.3):
K= Y J(i)x”"". : (3.5
i=1

Immediately we see that the equation (3.5) is equivalent to (3.2). Let oy, a5, - * -, a; be
all the solutions to (3.2) with o; #a; if i#j and «;#a, for 1 <j<d. '

Now we claim «y>|a;| for all 1 <j<d.

Define f(x)= Z , J(@)/x". Since f(x) is a monotone decreasing function 1f x>0
and f(1)= Z -, J@O= 1 we see that o, > 1 is unique posmve solution. Moreover for any .
i, we see that

I

2

k=1 al

L Jk
Z()

=1 |°‘i|lk

=S(lol).

L J(k) _

I
1= f@)=f@)= % <x¥|s

Therefore the claim holds. ‘ }

Next, let m; be the multiplicity of «;. For n> /,, using Lagrange’s method of varia-
tion of constants (see [EDM]), we get the general solution to (3.3) by #L, Z o Pi(m)a;",
where P; is a polynomial and degP,=m;—1 (0<i<d). Let M=max,; M. For each
sufficiently large n, 1 <Y ¢_ | P;(n)| <n™ holds. Since | a;/a,|<1 and 39, Pin)a," takes
a positive integer value, we can calculate

= llog{ ‘2 Pin) (—OL)}
n i=0 oo

M
<—Ilogn—0 (as n— o0).
n

log . | P

1 1
—log#L,—loga, <-—
n n

So we get lim,_, , +log#L,=loga,. For n>1,, define I(n) by #L,,,m=MmaX0 <21, 2
#L, s From (3.4), #4,(Sw) <2l ¥L, , ., holds. And since 0 </(n) <2/;—2, the follow-
ing inequality holds:

1
. log{2l,#L,, , .} —loga,

1 I(n)

n+1I(n)
log#L, , ,m—logay|+—loga
n+1(n) g +1(n) g% . gdo

1
<—Ilog2l,+
n

-0 (as n— o0).

Therefore we have

h(Sw)=1limsup IOL__W"_(M

n— oo

=logay, .
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So we are done. [

We give some notations of an ordered Bratteli diagram 2 =(V, E, <). For ve V,
let 2(v) be the set of all paths connecting V® and v. And define #2[ V¥] = #2(v) where
ve V¥,

Let 2={M®}*_, be a sequence of incidence matrices of 2. Then it is easy to
see that the relation between P, =(¥2(1), $#2(2), - - -, #2(# V™)) and £ is as follows:

P,=MOM® ...~ OA®  forall k>1.
Let 2 be the Bratteli compactum associated with 2.

DEeFINITION 3.5 (subshift associated with an ordered Bratteli diagram). We
shall give the two types of subshift associated with an ordered Bratteli diagram:

(1) Let S: 2 -2 be the lexicographic map of 9. For keN and neNuv {00}
with n>k, we define wn, : (V™) — 2(V¥®) by

nk(P)E(els €y, """, ek)eg(V(k)) s

where p=(e;, e, **,e,)€eP(V™) and P(V'*)=2. And define the shift invariant
closed subset Y, of Z(V™)Z by

Y ={m(S"P)}ye - € P(V)% | pe 2} . (3.6)

Let S, be the restriction of shift to Y,. We call (Y,, S,) the subshift of P(V*)Z
whose domain is Y,.

(2) For fixed k=1 and veV®, we writt PW)={p;,p,, -, Psppe} With
P1<P2<' ' <Pspyw. (“<” is the partial order of 2(V'") associated with the order
of edges.) We write Con(v)=p,p,- ' *Psayen as a concatenation of py, py, = *, Pegpyior.

For t>0 and v**?e V**" define =, by

n(Con(v** ") =m p)np2)" - Tl Prapyic+o) »
where {p, P2, =, Psgpyx+oy | P1<P2< ' <Psapucro)=P**). And define W,(7) by
W(t) = {m(Con(v®*+9)) | p*+0e pe+o)
Moreover we define the shift invariant closed subset Y,(t) of P(V*®)Z by
Yi)={y=(0)iez€ P(V O | 3{w; | w;<w;, \VjeZ}2 _,cZ
o} S VEISt Yy Vit 1" Vs s —1 =T Con(v,)Vie Z} .

Let S,(z) be the restriction of the shift to Y,(z). We call (Y,(2), S,(t)) the subshift of
P(V®Z whose domain is Y,(t).

The next lemma is the relation of entropy between (2, S) and (Y}, S)).

LEMMA 3.6 ([Su]: Lemma 4.6). Suppose S is a lexicographic map on the Bratteli
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compactum associated with a simple ordered Bratteli diagram 9 =(V, E, <) and S, is the
subshift defined as above. Then

H(S)=lim K(S,) . (3.7

ProOOF. This proof follows [Wa]: §7.1 and §7.2. For k> 1, let %, be the family of
cylinder sets in 2 whose length is k. That is, €, ={U(ey, €5, """, €| (ey, €2, " *, €)€
P(V®)}. Then &, is a finite clopen cover of 2. Let d denote the metric on 2. We
remark that since 2 is compact set, the entropy of S does not depend on the metric
chosen on 2. Define diam(%,)=sup 4., diam(4), where diam(A4) denotes the diameter
of the set 4 measured by d. Then diam(%,) — 0 as k — co. Therefore from [Wa]: Theorem
7.6, we can get

k=0 n—oo N

n—1
h(S)=lim lim ilogN< Vv S““gk> , (3.8)
i=0

where \/;_, ! S”i%, is a clopen cover, consisting of sets of the form 4, S 14, N
S?4,0 - NS V4, | with 4,€%, (i=0,1,2,---,n—1) and N(Vi_, S™'6,) is
the number of sets in a finite subcover of \/;_, ¢ S~ 2‘6,‘ with the smallest cardlnality.
Now we write 6,={4,}{ZV"). Since 4,’s are dlS_]Olnt we see if (m;)!=3, (m)iZse
{1,2, - - - #P(VO)" with (m,, my, -+, m,_,)#(m};, my, -+, m,_,), then

(ﬁl S"'Aml) A ((_\1 S"'Am;>= .

Therefore the following equality holds:

n—1 n—1
N( V S""Kk>=#{A= () S™'4,,
i=0 ) i=0
We see that from (3.6) and (3.9), ##,(S)=N(\V/_, ! S7i%,) holds. Therefore from
(3.1) and (3.8), we can obtain (3.7). So we finish the proof O '

A# G, mefl,2, -, $P(V®)}, Vz} . (3.9)

The next lemma is the relation of entropy betweeen (Y, S)) and (Y,(¢), Si(2)).

LemMmA 3.7 ([Su]: Lemma 4.7). Suppose (V, E, <) is a simple ordered Bratteli
diagram satisfying Assumption 2.5 and Assumption 2.6. Then for k>1,

H(S,)=lim h(S,(t)) . (3.10)

Proor. This proof follows [BH: Lemma 2.5]. Clearly Y,(0)>Y,(1)>--- and
Y, ( )50 Yu(?). Conversely, suppose ye (), , Yit). By compactness, y€ Y, if for any
neN, the word y_,- - -y, appears in a point of Y,. It suffices to show y_," - -y, occurs
in the subshift generated by m,(Con(v)) for some vertex v. Choose m>k such that
8P[V{™]>2n for any 1<i<#{V™/~}. Since ye Y (m—k), y_, 'y, is a sub-word
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of m(Con(v'))m(Con(v”’)) for some vertices v’,v”’eV™. By Assumption 2.6,
n(Con(v'))m,(Con(v")) is a sub-word of m,(Con(v)) for some ve V™ *V, Therefore S, is
the nested intersection of the subshifts S,(z). From [DGS; p. 113, Corollary to Propositon
16.12], (3.10) holds. So we are done. [

Now we define another equivalence relation on vertex sets.

DerFINITION 3.8 (equivalence relations on the vertex set). We shall define two
types of equivalence relation on the vertex set (cf. Definition 2.2).

(1) For a simple ordered Bratteli diagram (¥, E, <) and k, neN with k<n, we
decompose 7™ using the equivalence relation =, defined as follows:

i, jeP™  ir,j < my(Con(i))=m(Con(j)).

Let KJ‘-"‘”’ be the set of the equivalence classes of ™ for =,. i.e. we decompose
7o = U“W;")/ =K K{:" as a disjoint union and denote the equivalence class of ve K{*:»
by [K{™).

(2) For a simple ordered Bratteli diagram (¥, E, <), a sequence of incidence
matrices {M™} =, of (¥, E, <) and k, neN with k <n, we define ~, using ~,, by

> . def ~
l,]EV(") l~k] & m(,”i)—'
IEK(lk:n——l) teK(lk:n—l)

for all 1 <I<#{V*"~V/x,}. Let ¥ be the set of the equivalence classes of ¥™ for
~ [7%*™] be the equivalence class of ve P&,

REMARKS. (1) If we take n=k, we see that K*¥={i}c P® and #{P®/~,}=
$p®,
(2) If we take n=k+1, we can easily verify by (1) that the equivalence relation
~¢ on PV**D corresponds to ~ on P**D. So Pk P+ holds for any
1<i<#{PErV/ L =P/
(3) If we take n>k+1, it is easy to check that for i, je V‘”’, i~j 1mp11es i~J.
Therefore we can define the map &;.,: {1,2, - -, #{V™/~}} > {1,2, - - -, #{P™/~ }} by

Eenli)=j <= VPP, (3.11)

m",

(4) The relation between ~, and ~, is that for i, je V™, i, j implies i~, j.
Therefore we can define the map «;.,: {1,2, -, $#{F"/x,}} = {1,2, - - -, H{ 7™/~ }}
by

Kinli)=j <= KTk, (3-12)
(5) For any k, I, neN with k</<n, we see that
i, jevV®™, j~,j implies i~,j. (3.13)

In fact for i and j, there exist geN and {v,e P®}4_, such that
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n,(Con(i)) = m,(Con(j)) = Con(v,)Con(v,)- - - Con(v,) .
In addition, for any ¢, there exist 5, N and {u,, € V®}%_, such that
n(Con(v)) = Con(u, ;)Con(u, ,)- - - Con(u, ,) .
So we have
m(Con(i))= Con(u, ;)" - - Con(u, ;,)Con(u, ;) - - Con(u, ,) - - Con(u, )" - - Con(u, ;)
=m(Con(j)) .

Hence we get (3.13).
(6) Moreover for any k, I, ne N with k </<n, we see that

i, jeV™ i~,j implies i~,j. (3.14)
Infact, by (3.13) wedefiney: {1,2, - -, #{P" " V/x )} - {1,2, - - -, {7/~ W by
lﬁ(p) p -— K(ln l)CK(kn 1)

def
So we have
mP= Y m" forall 1<p'<#{V" V/x,},
teK(’ n—1) teK(l-n—l)

= ) Y mn= Y Y, m"  forall 1<p<#{V" V/x.},

peyYp) teK‘l_’,:,""“ ey~ Yp) teK‘F’,i"—”
= Y m"= Y m®" forall 1<p<#{P" V/x,}.

tEK(Il;:n—I) IEK(::""'”

So we get (3.14).
(7) For any i, je V™,

i~,j implies #2(i)=%2(j). - (3.15)

Because if n=k+1, it is clear by remark (2) that (3.15) holds. If some n>k+1,
we assume (3.15) holds. Then we may define $2[ V*:"] by

$P[VEM]=$P)  where ve PE (3.16)

For any i, je P+ D with i~, j,

#HV )/ x0)
¥2()= ) #2P(mT V= ) Y $P[VED Jpnty
tePm I=1 tek "
$P ) 20 . '
= L X PPV =420).
teK(k "

By induction, (3.15) holds for any n>k+1. Therefore we can define ?#9’[17}'“"’]
as (3.16).

Now we define W™ by
Wkin = {m (Con(v)) | ve V¥m} .
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Next we calculate the topological entropy of (Y,(¢), Si(2)).

LEMMA 3.9. Suppose (Y, (1), Si(t)) is the subshift associated with G =(V, E, <)
satisfying Assumption 2.4, 2.5, 2.6, 2.7 and 2.8. And suppose «, , ., is the postive solution
of the following equality for x:

#P ko~ #ng:kﬂ) 1

S(k:k+t)
i iy 1

Then
h(Si(t))=logoy s+, -
ProOOF. First, we shall show the following claims:

CramMs. (i) For any keN, W (0) and W (1) satisfy Condition 3.2,
(i) for any k,teN,

{ve V**9 | m(Con(v)) =m(Con(v}V)} = (v}

min min

{ve PE*9 | my(Con(v)) =m(Con(vl: ")} = {v&:0}

max max

(1ii)) for any keN and t>2, W,(t) satisfies Condition 3.2.

(3.17)

THE PROOF OF (i). If we take any two words w, w' in W,(0), then there is no
common alphabet (=2(F®)) between w and w’. So it is clear that W,(0) satisfies
Condition 3.2. From this reason, we can identify the word Con(v) in W,(0) with ve V®.

Take any / with 1 </<n,,,, where n, ., is positive integer satisfying Assumption
2.8 (1) and fix it. And define P¥iD=()* """~ P+D We can easily see from
Assumption 2.8 (2) that P+ D U {p&+ D &+ has also partial distinct orderings. And
since W,(1) consists of the concatenated words made up from W, (0), for any

v,0'e PEFD O {oktY, plkd DY with v#£0’, m(Con(v)) # m( Con(v”)) holds. Moreover we see

Wk(1)={1tk(C0n(v”‘+ 1)) | pk+D e f}gcjl) U {v(k‘+ 1) k+ 1)}}

min max

holds for all /. Now, we also identify the word =, (Con(v))e W,(1) with the ordered
vector O.vec(v) (ve P&V U {v&Y, v%* D). From Assumption 2.5, we see that the first
vertex of all words in W,(1) is v,‘,’l‘,’n and the last vertex of them is v%),. Assumption 2.8
(4) and (6) imply that there is no word in W,(1) having the sub-word “v®) v®¥) > except
the words m(Con(v¥** ")) for all 1<j<#{PV**Y/~}. Moreover Assumption 2.8 (6)
implies that all m(Con(v}**V)y’s always have an alphabet (vertex) “v{,> just before
the sub-word “v® v® > We note that any concatenated word made up from W,(1)
always has the sub-word “v¥® v at the points of concatenation among words in
W,(1). And from Assumption 2.8 (5), we see that at these points of concatenation,
there is no alphabet (vertex) “v®¥).” just before the sub-word “v®¥) v%) . Therefore

W, (1) satisfies Condition 3.2. We finish the proof.

THE PROOF OF (i1) AND (ii1)). We shall do them by the induction with respect to
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teZ”. For all keN, Assumption 2.7 (2) is equivalent to
{ve P** Y | my(Con(v))=m(Con(viin )} = {v%a '},
{ve VE*D | my(Con(v)) = my(Con(vihay "))} = {v5ac M} .

So (ii) holds for t=1. And from (i), we see W,(¢) satisfies Condition 3.2 for r=0, 1.
So (iii) holds for 1=0, 1.

Suppose for all keN, (ii) holds for some #>1 and W,(¢) satisfies Condition 3.2.
First we shall show (ii) holds in the case of 7+ 1.

Take any ve P**** D with m(Con(v)) =, (Con(v®:**V)) and fix it. For v, there
exist unique {p**M_ < P&+ (s=4#r"!(v)) such that

(1) Owec(v)=(v{*?, v, - -, v¥*),

(2 m(Con(v))=m(Con(v *m(Con(vf*))- - -m(Con(vd*")).
Similarly, for v{}+** 1 there exist unique {u* ., <« V&) (s’ =#r~ L(0%}** 1)) such that

(3) Oweclogn' ™M)=, uff*?, -+ - ulk*n),

(@) m(Con(vhin'™ V)=m(Con(uf** "Nm(Con(uf*"))- - - m(Con(u¥*").
Since W,(¢) satisfies Condition 3.2, for any concatenated word in W,(z), we can dis-
tinguish the points of concatenation. That is to say, suppose w is any concatenated
word made up from words in W,(z), there exist unique wy, w,, - - -, w,€ W,(¢) such that

w=w;w, - - -w,. Therefore from (2) and (4), we have s=s' and for each 1 <i<s,

my( Con(vf** ) = my Con(u* ")) .

Especially by the hypothesis of (ii), for any ge {i |u**?=0%}+"} and he{i|uf*"=
Umax }s

my(Con(ug ) =m(Conu* ")) <= vl*0=v:?, .
my(Con(u ) = Conu* *)) = vfF+9=v it .

We note that Assumption 2.7 (2) and (3.18) imply v=0v%!**1, Similarly we can show
the case of v} ** V. Therefore for ¢+ 1, (ii) holds.

Next, we shall show a contradiction if W,(z+ 1) does not satisfy Condition 3.2.
Suppose we W,(t+ 1) has concatenating points in W, (t+1). We write w=w,w," - w,
(w;e 2(V®) 1 <i<n). Then there exist more than two words {w/=wi{wj- - ‘w) e W, (t+
1) |wieP(V®)for 1 <i<n;}4_, (d=2)and integers 0=p,<p, < <py_, <pg=nsuch
that

1 1 [ | 1 ; —
Wai—pi+1Wni—pi+2° " " Wny if i=1
ceew = i . .
Whe 1 +1Wpi_ 42 "Wp =94 W if 1<i<d
dyd. .. .d £
WIWS " Wn_pa_ if i=d.

For w, there exists ve P****1 and for v, there exist unique {p**?}5_, = P**9 such
that
(5) O.vec(v)={*Y, v§*Y, - - - pkt+D)
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(6) w=m(Con(v))=my(Con(v{** ")my(Con(v§*")): - -m(Con(v¥*")).
Similarly, for wJ, there exists v/e P****1 and for v/, there exist unique
{v/**9}3L < P®*9 such that

(1) Ovec(ol)=(of*+), pfk+0, - - -, pik+n),

(8) w’=m(Con(v’))=myCon(vi** Nm(Con(V{**"))- - -my(Con(vi**")).
As any element of W (t+1) is concatenated words made up from W,(t) and W,(¢)
satisfies Condition 3.2, the above condition (6) and (8) imply that there are unique
integers 0=m, <m, < - - - <my<s such that

n((Con(v *70, ) if j=1and 1<i<m,
m(Con(vyy i) =< m(Con(vi**?)) if 1<j<dand 1<i<mj,,—m;(=s;)
7 ((Con(vfk*+1)) if j=dand 1<i<s—m,.
(3.19)
Since we know
{ue V**9 | m,(Con(w) =myCon(vl ")} = {v%}9}
{ue V**9 | m(Con(u)) =my(Con(v%, ")} = {v&i"}
immediately we see (3.19) is equivalent to the following:
v =0l T =G0 ol = o TR =l for 2<j<d. (3.20)
From Assumption 2.8 (5), v/*"? #0%?. This implies that
vt A oS for 2<j<d. (3.21)
So (3.20) and (3.21) imply that O.vec(v) has at least d—1 (> 1) sub-words “v}plk+n>

which have no word “v%}"” just before. By the way, from Assumption 2.8 (6) all v¥,’s

(in P**** 1) have the sub-word “v& 9v% 9 but from Assumption 2.8 (4) they always
have “v%*"” just before the sub-word “v,‘,’,‘;"v,‘,’,‘,’;”” So v does not coincide with any
element in {v¥ | Vi, V/}. This is a contradiction. Therefore W,(z+ 1) has no word which

has concatenating points in W,(z+1). By induction, we finish the proof of (iii).

Finally we calculate the topological entropy of (Y,(z), Si(¢)). The lengths of all
words in W***9 are all #22[ V'*:**"] and since we decompose V**9= U”{V;km/ i Pkt

as a d1s101nt union, we can also decompose W,(1)= Uj‘yik“)/ )k #1925 a d1s101nt
union. Therefore if we take W,(¢) in Lemma 3.4, we have h(Sk(t))—logoc,‘,H, So we

finish the proof of Lemma 3.9. [

4. The modification of dimension group preserving 6rder isomorphism.

In this section, we construct the sequence of incidence matrices, which we can get
by modifying the given one so as to preserve order isomorphism.
Let 2'=(V", E') be the unordered Bratteli diagram, {M'® =(m;¥)},., be the
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sequence of incidence matrices of 2’ and {{#V¥ D} 7", be the sequence of
subsets of N satisfying m;® > #V¥ "V for all k=2, 1 <i<$V'* "1, 1 <j<#V'®. Define
g0 =31 ;k)i‘FV”‘) Now we define the sequence of incidence matrlces B = {M ® =

() eNFEDXTO  of G=(V, E) by

k) — k 7 (k k k 7k 7 (k
M )=_(M(15, M[(ﬁ, M(zﬁ’ ) M[‘ﬁ, B M[(#I)"(k)p R M[(m)f'”"l,)’

# VP times # % times # V00 times

r(k) — k 3 7 (k FAZCERY)
M[(j])=(M() Mg’l, "',M‘(;V)'(k—l)’j)teN s

1,js

~ Pk—1) (k- . . . e
where {{M® eN*&" PP satisfies the following condition:

P D
— 1y (k)
Z nl_mi,j}‘
1=1

~ S - 1)
Mi(,k}e{(nh Mg, *, Mape-n) €NV

Similarly, we define the dimension group Ky(V, E) by

o Po-1) = 5 & po B
Ko7, B)=tim @777, )=z 2, ze70 B2, zo7 D,

Poc-1)

and a distinguished order unit @={[#,, 0], where &,(x)=xM®, xeZ* and i, =
1eZ¥7° (=2).
10 10 20 30 - _ _
EXaMPLE. IfM'® = 20 20 35 45 | and #V¢ V=2 $V§ V=3 #P§¢ V=4,
30 30 40 50
PP =3 479 =2, $PP =3, 7% =4, then, for example, we can define {M,-"‘?} by
M, =[4, 6] M, =[7,37] M¥,=[9, 11} 1(, =17, 137
M® =[6,7,7" M¥=[7,2,11 M¥=[30,2,3]  M¥,=[20,12,13]
M =19,5,10,6]" M¥,=[3,2,23,2] M¥,=[14,4,6,16]" M{¥,=[13,10,20,7]*.
Therefore
4 4 4 7 7 9 9 9 17171717 |
6 6 6 3 3 11 11 11 13 13 13 13
6 6 6 7 7 30 30 30 20 20 20 20
- 7 07 7 2 2 2 2 2 1212 12 12
M® 7 7 7 11 11 3 3 3 13 13 13 13
9 9 9 3 3 14 14 14 13 13 13 13
5 5 5 2 2 4 4 4 10 10 10 10
10 10 10 23 23 6 6 6 20 20 20 20
6 6 6 2 2 16 16 16 7 7 7 7 |

Lemma 4.1 ([Su]: Lemma 5.4). Let @' be an unordered Bratteli diagram and 9
be the unordered Bratteli diagram constructed above. Then

(1) KoV, EV=KyV, E) as dimension groups via an isomorphism preserving
distinguished order units,

(2) for each k>1 and ic V'®, $P[VP]=42().
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PrOOF. We construct sequence of maps {@,}>, where for k>0, ¢,: Z*'* -

Vi . . . ’
Z*® will be order isomorphisms. For x=(x;, x5, ' * *, Xgp-a) €Z*'®, define ¢, as
follows:

(pk(x)E(;x19 Ty Xy Xy T, Xy T, Xgpraa, (T, x#V'("))ezﬂf"(k)

7P times  #7% times #V %4 times
I: (k) ’:+ 1 (k+1 r
? . ? e+ Phaz
VAl y Aid

‘Pkl ‘Pkul

Now we calculate

Or+1°Pr s 1(X) =@ 4 (X1, X3, ** ) Xgprae+ )

— ’ . e o ! 4 .« o 4 LIRS 4 LY ’
"'(xla s X1 :x2’ ’ x22 s Xgyrte+ 1), ’x#V'(k+1))’
#P¢V times #P%* D times $P A, times
R T KL fk+1)
where xj=)1_." xm{&* 1,
Dyv1°PX) =Dy (x4, * 7, X1, X35 05 Xay 0, Xayrwo, © 7, Xayrao)
#V{ times  #VYP times #V$.00 times
=(x1s Ty Xgs Xy Tty Xyt T, Xyt 1)y T T, x#V'(k*‘l))
#V%*+D times #V¢* 1 times $V &L, times

where X; is calculated by the following:

sV (k) FV 0
s _ L. Crk+ 1)) _ k+1) _
X;j= Z {(x;, axi)Mi(,j '} = Z ximil.(j )—x}-
i=1 h_~-l_‘ i=1
# V7 times
Therefore for each k>0,
Pr+1°Pr+1=Piy1°0; . 4.1

405
Next we calculate for (x;, x,, * * *, Xgpa) € L™,

(pk+ l(xla X, "7, x#f’("))z('xl’ T, xl,’ Xoy "7, X2, T, 'F#V"‘*”’ T, .ng(k*-l‘))

#V¢*D times $7%* 1 times V%D, |, times

=@r+1(X1, X2, * 7, Xgpaen) ,
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where £;=(xy, x5, * * -, Xspa0)M% V. Thus Im&P,,, =Ime, ., holds. It is easy to see
that (Z** ") Z*** and ¢, preserves order units. Therefore {,},.n gives the order
isomorphism between Ko(V’, E’) and K(V, E).

Next we prove the condition (2). For each k> 1, from the construction of M®,
it is clear that for each 1 <{ <#V'®, and for all j, j' with Y 3 #V P <j, j'<Y5_ #P®
#VP=0),

MP=MP=M¥. 4.2)
Here we write 7 e P® instead of je P®. So (4.2) is equivalent to
50eP® and ®e PP . 4.3)
Then from (3.6) and (4.3),
f)k_:(#'@(ggk))’ #9(55")), e #@(ﬁé’gm))zﬂ(l)ﬂ(m. ME-DA®

=@2[VY], - - 42V P 42[VP], - 42V, -,
# Vﬁ"’vtimes #7P times
f-@ [ 17%%)], L, B P [175;'3'(“]) (4.4)
#7800 times
=2V, #2[VY], - -, 2V Hw]) -
By (4.1), it follows that
PuPO=uM DM - - M DOM' W)= oBpod; 10 o®)o D)
=5k°5k—1° R odgzoﬁlogp():ﬂ(l)ﬂ(z)' ’ 'M(k_l)ﬂ(k)=f,k . (45)

From (4.4) and (4.5), we get the condition (2). So we are done. []

. - sV (k—-1) - —
For a matrix M®=(m{¥), define mP=3"7""""m* and m®=max, _;_, 0m®.

The next lemma is useful for the construction of the base diagram 2’ in the main
theorem.

LemMa 4.2 ([Su]l: Lemma 5.5). Suppose 2=(V, E) is an unordered Bratteli
diagram and {MW™)}, ., is the sequence of incidence matrices of 2. Then there exist

9'=(V', E') and {M'®}, . | such that
(1) KoV, E"Y=Ky(V, E) as dimension groups via an isomorphism preserving
distinguished order units,
(2) foralln=2, #${M'" | m[™ <s} <25 for $V' " V<s<m'™.
PrROOF. We construct 2’ by a recursive process. First, define #7"Y), M’ and the
map ¢, by
FO=gp0) M=

d:{1,2, -, 4V 51,2, - -, #VD ¢,(@)=iforall 1<i<#V®V,
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Here, for n>2, we assume ¢, : {1,2, -+ -, #V" "V} 5 {1,2, - - -, #V"" "V} are already
constructed. So we shall construct V'™, M'™ and ¢,.

For {M{™}3¥7, there exists the set of vectors {L{™};, , such that

(1) {L™};., coincides with {M"}¥¥7 as a set,

Q) L®£L® if i),
We write LV =1, 19, -+, I{Pw-n ;). Now we define #V'™, M'™ and ¢, by

1,j>%2,j>

BVO=#{LM},.,, mP@= Yy I, M®"=mm),

s, 1)
Bo: {1,2, -, #V®)} 55 (1,2, - $P™) ¢uli)=j <= MP=L®".

First we shall show Ky(V’, E')~Ky(V, E). For neN, define the order homo-
morphisms ¢@,: Z*' " - Z*” by

Ou(X15 X325 "y Xgprw) = (X 1)y X2y * s Xoppavom))

¢rlx Z#V'(n) ¢;+1 Zgyl(n+ 1) ¢v,|+2
q’nl Pn+1 l
¢n Z#V(n) ¢n-f-l Z#V(n+ 1) ¢n+2

Now we shall show &,,,°¢0,=¢,,,°9P,,,, where &,,,, .., are the order
homomorphisms defined by M®* 1 M'"+1 respectively.

D,y 100Xy, Xay * 77, Xgpr) =Py 1(X 10 Xou2y "> Xpuiavion)

=(ila )2"2, T, i#V("'”))

where
FV ) L)
s _ (n+1)__ (n+1)
Xj= 2 Xgaymili V=1 (xp Z, mi ) ’
i=1 p=1 ie¢, (p)
’ ! ! !
Pni1°Ppi1(X1, X2, 7, Xgprm) = Qi (X1, X3, ***, Xgyrne 1)
— ’ ’ . o o 4
_(x¢"+ (1) x¢"+ 1(2)s N X¢"+ LEVn+ 1)))
where

#V'(n) [ 7l )]
’ _ (n+1) — (n+1)
Xm+1() = Zl XpMpbn+ 1) = ) (xp > li.¢..+1u)>

p= p=1 ied, '(p)

#V'(n)
—_ (n+1)
- Z <xp Z m; )
p=1 iep, '(P)

Therefore X;=x_ ., holds for all 1<j<#V®*D_ So we get @, ,°0,=@,41°Pp+ .
Next we shall show Im®, <= Img, for all neN. For xe Z* "™ ", we calculate
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¢n(x)=(XMi"), XM&"), Tt XM;';'/)(n))———(ng?(l), xL((;:l)(z), Tt XL(g;)(#V("))) N
¢(XLM)XL“)"'XLML)=%XLW) xLmW e x L )
n\XL1", XL57, V') bn(1)> XLg(2)s dn(aV D)) -
So we see that @,(x)= ¢, (xL{", xL{, - - - xL{.«»). This implies Im®, < Imo,.
n (O 1 2 114 P n ®Pn
It is easy to see that ¢, (Z*'™*)cZ*™* and ¢, preserves order units. Therefore

{®n}nen gives the order isomorphism between Ky(V’, E') and Ko(V, E). We finish the
proof of the condition (1).

Next we shall show the condition (2). We see that m}®=3Y"#7"" ™ and
") | 50 n -1 0 s—1
0 | =s) =HL0 | 0 =<, 0T )
where we used the following fact:
d d n_l
#{(ny,ny, - mg)eN | Y5 m=n}= 1) (4.6)

And we see that

$yn-1)
#H{ M | n"z,-'("’Ss}S#{(nl, e My ) ENFYOTD ’ gyo-ve Y niSS}

i=1

d i—1 S i i—1 s
== == - = <283
i=#VZ("‘1)<#V("_1)—1) i=m;1-n{(#V‘"_”> <#V‘”‘”)} (#V‘"'”)

where we used the formula (n )=(n_l )+(n_11 > So we are done. []

r r r

REMARKS. (1) In the above situation, for # V""" V<s<# V@D ${M™ | m/™ <

s}=0.
(2) We shall give the example of construction of (V'E’) as follows: Let
1411111
11311111 2411222
1311331
1 2422221 1221441
M®=[101022 2], MP= 11311331 |, M®=
1512551
12422441
11311551 Per1ecl
1711771
| 1511881 |
Then
113 292209
1242 411 440
M'®=T10 10 20 20 20], M'®P=| 1133 M= T 0115 |
1244
113 s 2132213
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(¢2(1)’ ¢2(2)9 ¢2(3)3 ¢2(4)’ ¢2(5)3 ¢2(6)’ ¢2(7)1 ¢2(8))=(15 2’ ’3a 2, 2a 4a 49 l) ’
(@3(1), 3(2), $3(3), 3(4), $3(5), P3(6), ¢3(7))=(1,2,3,4,5,5,1).

We shall use the next lemma in the main theorem in order to modify a given
diagram (V, E) satisfying {V® | #V® >2} < c0.

LEMMA 4.3 ([Su]: Lemma 5.6). Suppose 9 =(V, E) is a simple unordered Bratteli
diagram satisfying $#{V® | $V'® >2} < co. Then there exists the simple unordered Bratteli
diagram 9 =(V, E) such that

(1) KoV, E)=KyV, E) as dimension groups via an isomorphism preserving
distinguished order units,

2) $V®=2 for all k>2.

ProOOF. Since a dimension group associated with a contraction of diagram
preserves order isomorphism, contracting 2 to {c;e Z* | $V“?=1}2,, we can assume
#V®=1 for all ke Z*. Moreover we assume m® >2 where (m®) is the k-th incidence
matrix of 2 but we may identify (m®*) with m® € 2. Define the sequence of incidence
matrices {M®}=_, of 9 by

oo mOm®] if k=1,
- [o(k)o-&f_(k) O(k)g-(';cf'(k)] lf k > 2 ,

where 0®eN and A% € {0, 1} are the unique numbers satisfying m®=20%+ 1% for
all k>2. It is clear that the condition (2) holds. So we shall show the condition (1).
We construct sequence of maps {@,}, where, for k>0, @,: Z*™ > Z** will be
order isomorphisms. Define ¢, by @ (x)=(x) if k=0 and @(x)=(x, x) if k=1, where
xeZ. Itis easy to show that @4 ;o Dy ;= Brs 1 ° @1, INB, cIm @y, PZF¥ )2+
and ¢, preserves order units, where ®@,, &, are the order homomorphisms defined by
M® M® respectively. It is also seen easily that {¢,},», are order isomorphisms. So
we are done. [

S. Preliminaries.

In this section, we pick up some lemmas in [Su] which are necessary to prove the
main theorem.

LeMMA 5.1 ([Su]: Lemma 6.1). Let {M®}X_ | be the sequence of positive incidence
matrices of (V, E) and NeN be given. Then for all neN,

N+n—1
min = m®N> [T #v0. : (5.1)
l<i<gyN-» 7 i=N
1<jssyN+m

PROOF. We prove it by induction. If n=1, for all 1 <i<#V*® D 1<j<#py™+D,
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#V(N) #V(N)
mi(,I\;,N+l) Z m(N) (N+1)> Z 1 1__:n~_V(N)
p=1

Therefore it holds for n=1. Suppose (5.1) holds for n=k. In the case of n=k+1, for
all 1<i<#VN-1 | <j<fp®Hi+n

SV (N + k) BV (N +k) +k—
mi(,l\ll.,N+k+1) Z m(NN+k)m(I.Vj+k+l)2 Z {( H #V(l)) }

p=1 i=N
N+k—1 . N+k .
=4V W+ T] #vO=T] #v0.
i=N i=N

Therefore it holds for n=k+1, so we are done. []

LemMMA 5.2 ([Su]: Lemma 6.2). Suppose m, V,0eN, leZ*t and 1<r<?2 are
numbers satisfying the following conditions:

(1) m=V0+dand 0<i<V,

2 (r—1)0>Vand 2—r)6=>2.
Then the following inequality holds:

-1
i n=m,2<n;<rf (Vi)}z((r—yl)m__r)y )

i=1

i“:{(nla n2: T nV)eNV

ProoOF. Let {/;}/-,' be a set of non-negative integers with /;<(r—1)f. Define

{n;eN}I_, by
0+Ai1—1, if i=1
’E{ 0+1,_,—1; if 2<i<V-1

0+1,_, if i=V.
Then we can easily verify that {n;}/_ , satisfies Z -, n;=mand by condition (2) 2 <n;<rf
holds for all 1<i<V. Moreover it is easy to check that the map (I, /;, -+, I, _,)—
(14, na, - - -, ny) is injective. So we get

|4
#{(nl,nz, o my)eNY | Y ni=m,2<n,<r0 (Vi)}
i=1

28y by, ly_ ) €@FV 70l <(r—1)0 (Vi))

2([0—1)9])1/—1:([%])“1
Vv

2([ (r—1)(m— W])V‘1>< (r—1)m—-") —I)V_1_>_( (r—1m _r)y“l ’
V V V

where [ ] is Gauss symbol, i.e. [x] is the integer part of x. So we finish the proof.

a
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LemMMA 5.3 ([Su]: Lemma 6.4). For all neN, the following inequality holds:

(n>n <n+2>n+2
— ) <nl<
e e

PrOOF. If n=1, the inequality holds trivially. If n>2, then e"=) " n*/k!>n"/n!.
Therefore the first part of the inequality holds. Next, we can calculate

n+1 n+1 k+1 n+2
login+1)!= ) logk< ), logxdx=j logxdx
k=1 k=1

k 1
=(n +2) log(n+2)—(n+1).
Since log(n+1)>1 for n>2, we get
logn! <(n+2)log(n+2)—(n+1)—log(n+1)
<(n+2){log(n+2)—1}=log((n+2)/ey"*?.
So the second part of the inequality also holds. O

LEMMA 5.4. Let #={M®}>_, be the sequence of positive incidence matrices of
simple unordered Bratteli diagram (V,E) and NeN, 1 <I<#VW~1 pe given. Suppose
¢:{1,2, -, VNV (1,2, --- I} is an onto map. For t> N, we define "} by

*,'<;>—( > m;f‘j.-")/m}”"> for 1<i<I, 1<j<#V®.
sed~ (D)

Then there exist {c;}{- , {d;}{=, with 0<c;<d;<1 such that for all 1 <i<I,

< inf m], sup m%<d,. 5.2)
1<sj<ssv® ' 1<j<sv®
t=N t>N

ProOOF. Define m;®) and m;® by
— N, = —
my= ¥ mie. o= 3w,
sed- 1)
For any t>N, 1 <j<#V®,

. #V(N) #V(N) #YV(N)
”(t) (N),,,(N+1.1) (N) (N+ 1,1)
mG= 3% 3 mdPml < 210 ( Z X Z m )
) q=

sed= 1) 1=1 seé¢”
#V(N)
{5 T mivh e, 63
sep (i) g=1
Thus
n‘,l}(t)<m](N+ LY |M®)| where |MW| = Z m,m,') . - (5.4

1<i<#V(N-1
1<j<sy®)
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Also, the following inequality holds:

m{Q>m®™* 1 x { Y min ms"‘,”} : (5.5
sep 1) 1<I<sv™)
From (5.4) and (5.5), we get
mi%>c, where c¢;= min m,ff}')/IIM‘N)II . (5.6)
. 1<I<#VN) R

It is clear that 0<¢; <1 for all 1 <i<#V™~ 1. Incidentally, since Y.{_, m;®=1 and we
use (5.6), we have

m@=1— Y mY%<l— 3} c=d<l,
1<i'<I 1<i'<I
i'#EiQ i

for all 1 <i<I. So we finish the proof. []

6. Proof for the infinite entropy case.

THEOREM 6.1. Let (X, T) be a Cantor system. Then there exists a Cantor system
(Y, S) such that the following conditions hold:

(1) (Y, S) is strongly orbit equivalent to (X, T),

(2) A(S)= 0.

PrROOF. Let 2=(V, E, <) be the simple ordered Bratteli diagram which is a
representation of (X, T), and let #={M®}*_, be the sequence of incidence matrices
2. From the simpleness of diagram, we may assume M ® is positive for any k>1. And
by Lemma 4.2, we can assume that (V, E) satisfies

#H{M®P | mP<s}<2° 6.1)

for all k=2 and #V* " V<s<m®. Moreover if ${V® |[#V®>2 k>1} <0, as we
consider within a strong orbit equivalence class, we modify 2 using Lemma 4.3 and
we can also assume without the loss of generality that #V® >2 for all k>1. We shall
construct F=(V, E,<) and #={M®)}=,, which is a representation of (Y, S), satisfy-
ing h(S)=oco. The construction is done recursively. From Lemma 4.1 and Lemma
4.2, it suffices to construct the sequence of increasing integers {#,}i>, with #,=0
which are the depths in order to contract &, the base diagram #’'={M'®}> , and
((FPOI PN,

The 1st step. Define V=1 and t,=0. Take any >1, a,>1 and fix them. We
define ¢,, V', M’® and the map ¢, by

t=t, #V'(I)E#V(“), M/(I)EM(to+l,t1),
¢1 : {19 29 T, #V(tl)} - {la 25 T, #Vl(l)} ¢1(l)=l for all lSiS#V‘tl) .
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Here we write V0 = {p}#7 ) and V' ={v;"}¥' ", Then there exists {# V{V} " =N
such that
#EPD—28(1))/2uo) 2 >1  forall 1<i<#V'®, (6.2)
where 6: N — {0, 1} is defined by 6(/))=0 if i#1, é(@)=1 if i=1. By (6.2), we see
(1=)47 @) <#V MV =26() forall 1<i<$p'D,

Take any {#P{V}¥|" satisfying (6.2) and fix them. Define #7 V=Y {L{"#PV and
Mu)eNﬁ(O)xwm by

(1) — 1, 1.t 1,t1) ... 1,t1) ... 1, 1,
MO =m0, - - mft, mfbin, - om0, mlA, -, m),

#7(V times #V4Y times $71),, umes

where (m{**, m§**v, - - - milih)= M. And define ¥2[V{V] by
$P[(V V] =420/ V) =4POw!)  foreach 1<i<$V'D,
And there exists a unique number «,; > 2, such that the following equality holds:

LU I'7i(1)

=1 ()P0

In order to satisfy the condition of induction, we define K{!: V= {i} = P, p() =1e P,
v, =2e VMV (therefore K{!:V={v{} and K{'V={QHH{PVV/~ =4V and
Dist(P{")=#V" for all 1 <j<#V'®.

The n-th step. For n>2, suppose the following (n— 1)-th data are given.
The (n— 1)-th data:

t,_,eN, oa,_,>1, n,_.,eN, {#V(n 1)}w<n DeN,
Lyt {12, #PE0} {12, - g Y
If n>3,
{{# V(km—1>}§{=T’<n-”/~k}CN}:;f ’ ({# W= DT D)~ gyn 2
{Ehnoy i {1,2, - 4V DY S 01,2 - VO W2
{Ken—1: {1,2, -, H{PO Y/ 3} > {1,2, -, H{V*~ D/~ WM}m2

The (n—1)-th assumption: For all 1 <i<#p’®"~ 1,

@1) Qa0 I <#PD—-28(),

(a.2) #¢,_ (l)<#V‘” D _26(i),

(a.3) #P[P" V)= D),

(a.4) there is the partial order < on E® 2<k<n—1) such that < satisfies

Assumption 2.5, 2.6, 2.7 and 2.8 with respect to k=2, ---,n—1,
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(@.5) KFE"D={p& Y} and KF"V={p0 Y} forall 1<k<n—1.
If n>3, for any 1<k<n-—2, any 1<j<#{FV" Y/~ .}, any ie&; ! ,(j) and any
PEKLL_1(j) with p#1, 2,
@.6) 1y SHPEDAKE ) =4 P00t ln (Con(v)) | ve POV, (PO~ D\
Ve A KEn~V)y=g,_, and #{p'| K&~V ~ P~ 1)}>21$V(""2’—3,
@7 HP />,
@8) #m(Con(v) |ve PGV} =4 W=D —#E 1 (/)#P~D-3),
@.9) Qo PP g b gt () 28D D-3),

(n—1) :

where V™1 is defined by

Vi(:_l)E{ve Vi(n_l) I T(U,j):v(".—z) for 1S]S3 ,

min

(v, j) =08 ? for #r 1) —-2<j<#r ')} .

Now we shall construct the following n-th conditions using (z— 1)-th data.
The n-th conditions: For all 1<j<#V'®,

gPon-1 V-1 - P . -
(n.1) ( X )< [1 EPe—Y—25()"" <Dist(F™),
i=1

(m.2) #V"—-28(j)=n, Dist(FP®)+ 7"~V _3)),
(n.3) W[VWJ 3 P(0)™),
n.4) (o,_ )“5‘["‘"’1< FV ™ —25(j),
(0.5 2o, ,<a, Z“V‘ ¥ P®/qies— 1,
(n.6) #¢, ‘(J)<#V‘"’ 28(j),
(n.7) there is a partial order < on E™ such that < satisfies Assumption 2.5, 2.6,
2.7 and 2.8,
(n.8) K{¥"={p®} and K" ={v",} for all 1 <k<n.
If n>3, for any 1<k<n, any 1<j<#{P®/~,}, any ie & }(j) and any pex; 1)
with p#1, 2,
0.9) 7, <HVD K& =4V /4 {m(Con(v)) | ve PP},
B(VO\VD) A K% ™) =y, and #{p' | K&" A V‘”’;é@} >24 PV _3,
(n.10) #{P®™/~3>1,
(n.11)  #{m(Con(v)) | ve VW > #Wkm —$&7 1(j) 8V~ D -3),
(0.12) QR )T < glim #5 CNHREPE-D_3),
(M.13) 204, <0y, Z“{_V("’/Nk} #W(k n)/a#g’[V"‘ )]_1
where V' is defined by

ViW={ve V™ | (v, j)=v{7 P for 1<j<3,

(v, j)=vl "V for #r Y(v)—2<j<#r Y (v)} .

Take any ¢>¢,_, and fix it. First we shall construct #V'®, M’'™ and ¢, using ¢ by
the same methods in Lemma 4.2. That is to say, for {M{»-1+ 10O there exists the
set of vectors {L{},,; such that {L™},,, coincides with {M{»-:* 101D 35 3 set and

LM#LP if i#j. We write L =", I$, - -, I{)e,_p.). Now we define $V'™, M'®™
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and the map ¢, by
#V'(”)E#{Lim)}izl, m,'(;'): Z lgn}, M'(")E(m{,(}')),
se¢, 1,3)
G {12, BV o {1,2, - 8V} B )=) <= M TII=LP.

By Lemma 5.4, there exist {e;}¥ """ and {d;}!¥{""", which are independent of ¢ and
J» with 0 <¢;<d; <1 such that

c<m<d,. (6.3)
Take any r, R satisfying
1 <r,<min(3/2, 1/max; .; csp-cn-n» {max{l —c;, d;}}) 6.4

and fix it. And we define {")eN and A")eZ" to be the unique numbers for m;? and
#V"=1 such that, for all 1 < jS#V""’

m{® —65(i)=#V"" D —-25(1)0"M + 1",
0<AM <#P"~D—-25(i).

Moreover, for 1 <i<#V'®" ™Y 1<j, I<$V'™ and 1 <p' <#{P"~V/x,}, define 4;, B;
C;, D, ,eR*, which depend on ¢, by

5 n) __ 6 gy'in—1) (n) 28Pn-1Dy _ g
A,.E{(_"g_i)x i (rne..,+2> ‘ } , 65
e i=1 e

1—6/r)™
B, .= , 6.6
»J nm'(n) +2# V(n 1)/m'(n) ( )

mw_e 6 m{(n)+2 28Pm-1y —1
C,-—{(’—e—) ><<—’e—) , 6.7)

1 —6/mj®

i,j»

D

i R (6.8)

Fn Zseék.. 19Kk:n— 1(P)

First we shall show that for sufficiently large ¢ and all 1<j<#V'®™,
1 <j' <#{P™/~,}, the following claims hold:

CrLamms. (c.i)

V- 1) ,
A;x I:[l (B, )"’ >1,
(c.ii) for n=3, for any k with 1 <k <n—2 and any l€ & }(j),

#Pn- Dz
Cj x [T w,)=>1,

p'=1

where all f,’s are any positive numbers satisfying Z“W‘" DIE =y,
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(c.iil) for n>3 and for any k with 1 <k<n-2,
a HPREVED ) < X — 1,
where X, is defined by
Y= omin PWETUoRL(REPCD-3)

15t < BT 1)~y Qay _ )FeTE"N

(>1by (a.9),

$bn 210D
(civ ottt oenveso |5 i)
b -1 | #74 D - 246)
< #{(”k)kv(" 200 ¢ N0 - 200 n=m{®—65(i), 2<n,<r, B(n)}
k=1
Sorall 1<i<gy’®—1D,
#V'(n—-1) . )
(c.v) ¥, ‘)< 1 @GP v-280)m7,
i=1

. gPer-1 #V(n—1) .,
(c.vi) ( 5 ) H FPm= D =280
THE PROOF OF (c.i). Let d;=r,d,. From (6.3) and (6.4), r, rfz,"j"sd’ <d;/d,=1 holds

for all # and j. Since all #¥7{"~’s are constant values and 247"~ V/m/" -0 as t — oo,
(note that by Lemma 5.1, these convergences do not depend on j,) there exists the con-
stant d’ with 0 <d’< 1 such that, for sufficiently large ¢ and all j,

[(n—1)
max (d,-’ +—2ﬂ—;><d’

1<igy'n-1 n_'zjf(")

holds. Thus using the above inequality, we have B; ;> (1 —6/m;™)/d’'. Then we calculate

#Vrn-1) 1/mm #y(n-1) 1——6/_“") i
m; 1/m'm m;
{AJ-X | | (B;, J) } >Aj i X I l (——»—

i=1 d’

_ A (L~ 6/ ™)
d '
As we know the fact lim,,  n'"=1, it is easily seen that 4}™™(1—6/m/™)—>1 as
t — co. Therefore for sufficiently large ¢,
AYH(1—6/m ™) o1
d!
Using (6.10) in (6.9), we get the claim (c.i).
THE PROOF OF (c.ii)). The (n— 1)-th assumption (a.7) implies that forany 1 <k <n-—2

and any 1 <j' S#{P*7D/~ ), 8600 ,(j) <#V"" 7. So forany p’ with 1 <p’ <#{P"~ )/
~,}, there exists s’ such that s'¢ &,  ox,.,—(p'). In addition, from (6.3) and (6.4)

(6.9)

(6.10)
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there exists d”’ with 0 <d’’ <1 such that

r

.Y mP<r(-m)<rl-c)<d’<1. (6.11)

Se&ih—1oKk:n—1(D")
Therefore we have

Pon-1) 2,3 Pn-1)~ = , — 71’ (n)
sy 1__[/ i} P sy 1__[/ k)( 1 —6/mi;™ )fp =< 1—6/mm,™ )"n '

D/p > 6.12
dll dll ( )

pl
p=1 =1

Incidentally, using the fact lim,_, , n'/"=1, we see that C}/™"(1 —6/m;™)—>1 as t > oo.
So for sufficiently large 7, C}'™ (1 —6/m;™)>d". From (6.12) and the above inequality,
we have for sufficiently large ¢

#HPn -1z 1/mym 1— 6/m/(n)
' 1/m,m 1
{C,. x [I Dy } >CHm™  — 5.

p' = 1 dll
The above inequality implies (c.ii).

THE PROOF OF (c.iii). Since a; _, > 1 and X, > 1, we see that a; _"%"™ — 0, X7 = o0
as 1> oo. And since 2#7®~ 1V —3) is constant, the claim (c.iii) hold for sufficiently
large t.

THE PROOF OF (c.iv). Using (4.6), it is easily seen that

$dnL1(D)
Y m=m®

i,j
k=1

m;P—1 rmyEeat i1
<#¢,.-1( )—1><( )

By the way, as 6{") is monotone increasing with respect to ¢, # 7"~ and r, are constant,
we may assume

Y S (1
#{(nl, ny, -, ”54,;_'1(;'))GN on=1®)

(ra— 1M >4V"Y | 2—r)0"M>2.

i,j=

Therefore by Lemma 5.2, we can get

P D—253)
sV D —2086) _\gFP" T - 260)
{(nk)k eN""

ne=m{™—65(i), 2<n, <r,0" (Vk)}

k=1

((r n— 1)m{P —64(i)) —r )#‘75"-”"26&)—1
s -26G) " -

Recalling that m;} is also monotone increasing with respect to ¢, and using the (7 — 1)-th
assumption (a.2), for sufficiently large ¢ we have

7 n . ~(,"_ 1) _ H—
(myyon 101 <( (ra— D —65(i)) _rn)’“’- 2600~ 1 |
’ W?“—Mm
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By the above inequality, for all 1 <j<#V’™, we have

S 210D -

J— (n

Z ny,=m;’;
k=1

$on 1l
#{(”1, nyy * 7, n$¢;_‘1(i))€N on=1td)

VD253
P(n-1) _ i Ppin-1) __ i t .
<#{(nk)‘"’i 280 g N#P(" - 2000 ne=m{® —65(i), 2<n, <r,0 (Vk)}
k=1
(th-1)
THE PROOF OF (c.v). For L™W=({, I, -+, I, ), define [P=Y V""" 1m

By the construction of M'™, we see that I\’ =m J’-("). Then we can calculate by (6.1),
ﬁd)n— 1(])= #{Ms(t,,_ 1+ 1,1) I Ms(t,.- 1+1,1) =LJ(~")} < #{Ms(t,._ 1+1,1) | n—,ls(t,._ 1+1,1) =n_’l}(n)}
<H{MP | mP <mj"} <27

Define pi, =min; .; cypmn- 1 ¥P0;" V). As we know

#y () YD) $y (D)
#g(v/(n—l)) m/(l m—1) Z m/(l)m/(Zn—l)_ Z #g(v'(l))m'(Zn—1)> Z #(@(U’:(l))

k=

we get pmin>zz‘f‘1 ' #2(v)V). Using (n— 1)-th assumption (a.1) and (a.3), we calculate
g o) Fren (n-1) —/ (n)
L B s
i=1 i

£Y7(D) )
( [l @x- )"”‘”"‘(”’)J > 277

Therefore we get the inequality in (c.v).

THE PROOF OF (c.vi). Recalling that #7®~1 is constant and #2(v/™)’s are mono-
tone increasing with respect to . So we can easily verify that for sufficiently large ¢,
the following inequality holds:

[7(n—1) #yV’'(n—-1)
(Wz )< [T &7 —253))7 .
i=1

So we are done.

Next we shall decide the values of ¢, 7, # 17}”’ eN. If n=2, take any ¢> ¢, satisfying
the claims (c.1), (c.iv), (c.v) and (c.vi), and fix it. If n>3, take any ¢>1,_, satisfying all
claims and fix it. First define 7, by ¢z,=¢. Next, take any 7, €N satisfying the following
inequalities and fix it:

T P @pe—v—268a)m
(2 )W[Vj(”)]

$P - Dy gy v P Dygyrin- Dy gy ) =
Define {MeN and {{M"MeN WY by M= (M, MY,

ji=1
Y M-, ;> and they satisfy the following conditions:

N, X >1 forall l1<j<#p®™. (6.13)
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(c.l) M #M® if i),
(©2) MP)e{m)Z] "eNTIV | Y ne=m®, 2 <n, <r,00(Vk)}, where 7,
is defined by (6.4),

(c.3) if we write M"=(m{";, M), - NN oy then m =m ;=3
holds,
(c.4) there exist i,j and p with 1 <p<#{P®~ Y/~ } such that
Y mfgE X mlly. (6.14)
1 K(I'n—l) lEK(I::”_”

Lastly define $7{™ by
$V M =n, x (Dist(V") + Q4 V"~V —3))+25(j) , (6.15)
where Dist(7{")eN is defined by

#V(n 1) (n [ = (n) |
P TN O3 4y [11)- (m!"™—6)!
DlSt(Vj")= lw(u D~ (n) 1 #f/(:n-n (n) (6.16)
=3 mpt TS, miy!

(cf. 2.1)). Let $7™=Y"""" 4V We define M" e N# D xaPe gy

B =g, -, B, B, -, B, - My -, ().

#V{ times #7{" times $7m,, times

Here what we have to show is as follows:

CLaMs. (c.vii) To see that the above condition (c.1) is guaranteed,
(c.viii) To see that the above condition (c.4) is guaranteed,

cix) T " @#Pe-0_263)™? <Dist(P™) for all 1 <j<#V'™,
(c.X) The quantities defined above satisfy the n-th conditions.

THE PROOF OF (c.vii). It is clear that if M;™ s M ™, then M)+ M. So what we
have to show is that for any fixed j and for any k, k'€ {s| M" =M™} with k #k’, we
can construct M{), M) satisfying M) # M. By the construction of M'™, we see
$bnt1(D)

2 M= ""’(Vk)}
k=1

$y'(n—1)
#{S I M;(n) =le(n)} < n {(nk)#qb,. 1(8) EN#'#':“ 1)

i=1

M{P), M) satisfies (c.2) respectively and by the claim (c.iv) we see that

B L 1(D)
Y m =mPr<

k=1

gYin-1

T # {(nk)zd;.:l_’ 1) ¢ N #6n-10)

i=1

#y/'(n—-1) Sen—1) .
[T #JmgtFy 720 enNepie =200

i=1

P D —253)

n,=m{P—64(i), 2<Vn, <r, 9("’} .

k=1

The last part of the above inequality implies the maximum possible value for
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incidence vectors in N*¥" ™" satisfying (c.2). Therefore we can choose incidence vectors
satisfying M) # M{)\. So we finish the proof.

THE PROOF OF (c.viii). Suppose {M{}eN*"""1#'(" satisfies the condition (c.1),
(c.2) and (c.3) but not (c.4), i.e. for any i, j and all 1<p<#{V" V/x,},
> my= X M. (6.17)

leKG:n=1 lek(:n=b
Then we shall show that we can modify {MDeN* """} 50 as to satisfy the
condition (c.4).

Take any i with 1 <i<#V’™ and any ¢ with 1 <t<#77"~ 1V and fix them. Since
the (n— 1)-th assumption (a.6) holds, there exists p, p’e {g | K"~V n V"~V s &} with
p#p,p#1,2,p'#1,2and s, s’ withse KF "V n V" " Vands’e K§E" ™V n V" Ysuch
that m{P;,+1<r,0% and m;;—1>2.

Now we define new incidence vector M) =(hy, hy, * * * Bypen-1)' by

iy otherwise .
It is easy to check that new M?) satisfies (c.2) and (c.3). Then by (6.17), for j with j#i
we see

2 h#E Y Y h#E Y mfy. (6.18)
leK =D lek (:n=h leK{l;n=b leK{in=D

Therefore (c.4) holds. Lastly we check (c.1) holds. We assume there exists j' #i
such that

M[(?’)]'_'(hu has * - hypen-n) . (6.19)

However, it is clear that (6.19) does not imply (6.18). This is a contradiction. So
the condition (c.1) holds.

THE PROOF OF (c.ix). Using Lemma 5.3, we can calculate

o (™ —6)!
Dlst(V}))= #Tf(Jn—l) )
ni=3 ”hi(,n[)j]!
= r(n ) — = /(n ) — 6
(7™ —6)/e)™ ™~ ° (7™ —6)/e)™

gPn-1) ~ = (n), gy (n—1) ) Fn-1)
iz3 (A0 +2)/e™rD T (080 +2)/eymi? T2

7 6 2P DY -1 gprn-1) /o i(m) 1
- ™ —6 e r0 +2 T ( ;™ —6 >m “
e =1 e i=1 \r,0"M+2

$Vn-1) n—,l]/_(n) 6
=4 jX _
r0{7) +2

i=1

)mi’j (by (6.5)) .
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By (6.7), we see that

M —6 m;i"”—6
02 @O 250,00 +2)

>B, ,(# V"V -26(i)) .

(V"9 —258()

From the claim (c.i), we have

Y (n-1)

Dist(P™)>4;,x [] (B, (#V" V=267
i=1

FVin-1

> 1 @GP D250y .
i=1

The proof of (c.x). (n.1) <> (c.vi) and (c.ix).
(n.2) < (6.15).
(n.3) Since the construction of M™ satisfies the assumption in Lemma 4.1, (n.3)
holds by Lemma 4.1.
(n.4) By (6.15), (c.ix) and (6.13), we have
$ 7" —26(5) _ Mln % Disi( 7m) o [T " @ Pe-v—263)m o
Qe )PP Qa0 (2a, )75

Therefore (n.4) holds.
(n.5) Let a, be the positive number satisfying the following equality:

Y #V}") _1
2 T
The above equality implies that for all 2<j<#V'™, #V" <a?® 1 By (n.4) we see
that 2a, _; <a,. Therefore (n.5) holds.

(n.6) <> (c.v), (n.1) and (n.2).

(n.7) < (n.1), (n.2) and Lemma 2.9.

(n.8) < (3.17) in Lemma 2.9.

~

(n.9) From the definition of V{}, Assumption 2.8 (1) and Lemma 2.9,
#V® =y, x Dist(P™), (6.20)
HPO\VD)=3,8VC~ D —3) 4 26(i) . (6.21)

Now we observe the value of #{m(Con(v))|ve V®}. For ve ™, define the ordered
vector of v for =, O.vec,(v) by

O.vecy®)=([KE"" VL IKE" V], - [KE" V) < (o 1)eKEmD
for 1<1<q=#"'0). Since K{*"~V={vl "}, K¢~ V={vl%} by the (1—1)th

max
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assumption (a.5) and for any ve V™, and p’ with 1 <p’ <#{V"~V/x ]},

#re{l,2, - #r10)} | 10, )eKE V= Y m, (6.22)
leK;n=D
we have
#{m(Con(v)) | ve V) =#{0.vec,(v) | re V)
;™ —6)! -
01— 6)1 = Maxy(7") . (6.23)

<—
B A = )
np'=3 (Zzexg;;n—nmt,til)!
Let O, (V) be the set of vectors arranging all ., _ ..o #1{7; vertices of [K% "~ 1]

for 3<p'<#{PV™ " V/x,}. It is easy to see that Max,(V?)=#0,(V?). Here, we shall
show that the inequality (6.23) is in fact an equality, i.e.

(7™ —6)!

#P - D/ ~ )
Hp’=3 - (ZzeK‘,’,‘;"—”ml(ﬁ)il)!

Suppose wi=([Kyi"~ V], [K&%" V], -+, [K%""V]) is any ordered vector for =,
satisfying that

(1) g=m® (=#r~Y([V])),

(@) ([CKE" V1, [KE" ™M1, - - -, [KEn V], [Kgen VD) e OV,

(3) pi=p,=ps=landp, ,=p, =p,=2.
And for w,, take any ordered vector w=(v,, v,, - - -, v,) satisfying that

@) #{t|v,=1eV" " V}=m®, forall I<I<$VC",

(5) v,eK¥F " VYforall1<t<g,

(6) vy=v,=v3=0%," and Uq—2=vq—1=vq=vt(:a;1)'
Since. V% satisfies (6.20) and from Assumption 2.8 (2), there exists ve P such
that O.vec(v)=w holds. And from the above conditions (1), (2), - - -, and (6), O.vec,(v) =w,
holds. This implies (6.24) holds. Therefore the inequality (6.23) is in fact an equality.

Next we observe the value of #(V® n K%:™). Let {P"}7=, be disjoint subsets of
V™ satisfying Assumption 2.8. Then the following equality holds:

VW AKED)=n, x 5T A VO A KE?) (6.25)

#{m(Con(v)) | ve V} = (6.24)

Take any ve V) n VW A K% and fix it. And there exist unique {p,}i_; (g="4%r"'(v))
such that

O.vecy(o)= (KA, LK™ V), -+ K&

Each V{") has partial distinct ordering and #(V® n V)=Dist(¥™). In addition, v
satisfies (6.22) and

HV( -1y #V(n-1)

i _ > (1)
H m,({'[’i]! = H !
p'=3 le Kkin—1) t=3
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It follows that
HPM A PO A K& ™) =#{ue v®Wavm | 0.vec(u)=0.vec,(v)}
=t#{ue V(nl) A V(") T(u, t)eK,‘,’::"—l)
_u{V(n-”/zk} (Z,EK%(;"_n’ﬁz(,"[)il)!
p=3 nlexg;;"-”m’(-n[)‘l!

#HP - D)z} ~
np{'=3 = (Zzexw:n-nmt(."[)n)!

#Vin-1 n)
=3 My!

Therefore from (6.25) and the above equality, we get

P -1z () V)
BP0 A KE M) =g, x — 23 (Zlex(k:"_l)ml'[l])'
ik P n .

(6.26)

-
t=3 mt[l]'

Incidentally by (6.24) and (6.16), we calculate
%%, _ 1, x Dist(7{")
#{m(Con(v)) | ve P {nk(Con(v)) | ve VM)
WX {0 — )Y ATTIZS " i3yt
{(m'(") 6)'}/{1—-‘[“{‘1(" ki (ZIEK(gE"“”mL'E)’.])!}
#HP -1 2 ~
—n x l—[p’=3 (ZleK‘* n— ”ml(.[)i])! =$$(I7.(")hK(k:"))
nn “V(" 1) "(’l) ' (£ 3 P .
l_It 3 My iy
This implies that, for any ie &, }(j) and any pex,.L(j) with p#1, 2,
Na<# (VD N KE") =4V /4{m(Con(v)) | ve PV} .

Lastly we shall show

#(( ﬁ'i(n)\ 171(:)) N Kgc:n)) — r'" . (6.27)
From (6.21), for any 1</<pn,
BN A Vi) =24V~ —-3

Take any u, ve V?W\(V® ~n V™) with u#v and fix them. By (2.3) in Lemma 2.9, it is
easy to check

{t | t(u, t)=v8a P or v& YV} #{t | (v, t)=0v& Y or vV} . (6.28)
Since K"~ D= {pn- UL gin—1_ f5,n- D1 (6.28) implies
O.vec,(u) # O.vec,(v) . (6.29)

So it is easy observation that

HES™ A PO\ o P =1
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for all p with pexk,; &, (i) and p#1, 2. This implies (6.27) holds. Moreover by
(6.29),
#{p I Kl(,k:n) ~ IZ‘”#Q}:#{P ' KI(,k:n)ﬁ 1'7;(:)#@}_’_#{]) I KI(’k:n)m(IZ(n)\f}i(:))¢Q}
>#{p | K& A VD F}+ V"D _3)> 24P _3
So we finish the proof of (n.9).

(n.10) (3.14) implies that u,ve V™ and for any 2<k<n—1, u+,v implies
u+v. Therefore immediately we see that for any 2<k<n—1, #{V®™/~ }>1 implies
#{V®/~,}>1. So it is sufficient to show #{’"/~,}>1. By the construction of A7
and the definition of ~, (6.14) in (c.4) implies that &, (i) #¢&,.,(j). So #{ 17‘”’/~1} >1
and we finish the proof.

(n.11) From the definition of ~,, it is easily seen that for any i, i’ € £, 1(j) with i #7’,

{my(Con(v)) | ve P} = {m(Con(v)) | ve P} .
And we see that
prn= | P= U (R0 P,
i€ & a) i€&c.a0)
where V"= V"\ V. By the same arguments of (n.9), for any i, i’ € & 1(j) we see
{m(Con(v)) | ve V®} N {m(Con(v)) | ve V)= .

So we calculate

{mCon(v)) | ve ={nk(Con(v)) lve U 17,.(,",'{}

e & 1)

{nk(con(v» [ve P U Wz’}

i€ &0 M)
=W}k:">\{nk(Con(v»|ve U Vé:’}.
0]

Therefore we get

#{m(Con(v)) | ve V@) =Wk —4 { m(Con(v)) | ve | 175.'3}

i'e & a0
>gwkn— Y #{m(Con(v) | ve VI
i'e & )

= E WD —RECI)2EP TV -3).

So we are done.
(n.12) Take any ie&;.}(j) and fix it. Then using Lemma 5.3
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FWE™ =4 {m(Con(v)) | ve P*"} > ${m(Con(v)) | ve PP

(R —6)!
= e (by (6.24))
17 5 i)
p'=3 leK;n—N
(n) !
mi]—6)!
- (7 )
HY (-~ D=y
r[ ( Z m,"}’,])!
pr=1 leK&in—=1
> «ﬁ‘n‘:‘z—6>/e>'"*i*—6 =(+)
#HV - Dy Z = (n) - ’
p’-_- 1 IEKU‘ n—1)
vin-1) ~ ~
Since M=y "_ =Y k-1, we calculate

P -1y mm_g Sp
(il —
(*)> TI ( - 2) x E=(*%),
p'=1 2 te k- ML +

where f, Ezlexg;n—nml(,?i] and

#P -1z 2) -1
{((m H—6)e)x 1 (( > M+ 2) / e) } :
r=1 leKkin=1

(6.30)

(6.31)

Incidentally we see that #{P®~1/~,} <$P@~D z,ex(k wn <ml) and mf)=m™.

So we see that

${Pin- Dy 2 42 \2#7 -
077(( 2 w2 fe) <(52
p’=1 leK"‘”“ e

Using above inequality, we get

E>C;
where C; is defined by (6.7). Moreover, for i€ &, }_ ,(j), we can calculate
Y n—1)
Z m ht+2= % X mPy+2
eKkin— J'=1 leKin-DAVEp-b
< Y HEE D ATE D)r,om,,
.I"Eﬁk—::—loxk:,,_l(p)
mi—6 i —6
“’ k:n—1) I7(n—1
Y my+2 Y HEKED A PO V)00,
leKgin=" J et a0k (P)
m{™—6
> 13

r

Sn—1gm
5 #7000,
n ~
Fetition. oy Hm(Con(v) | ve Vi Y}

(6.32)
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mi™—6 ~
> l x (# W;(c’,if:_-,l(;:')—#fk—:L1"Kk:n—l(P')(z#V(n~2)—3)) .

7(n)
ry Z mg
Je&ka-1°oKg,,_1(p")

Therefore
LG RRET Ia | ) Ip
[1 RH—e X mT+2
p=1 e K%;n=N

BV (= 1) ) o
> 1_[ {Dp’,i x (# W,(ctf:j,l&;')~ﬁék_::;—1°'€k:n—1(1”)(2# V(n_z)_3))}f”' , (6.33)
p=1

where D, ; is defined by (6.8). From (6.31), (6.32) and (6.33), we see that

#HPm -2 o~
(#%)>C; x H {Dp’,ix(# W;cu,:f:_—lg')—‘#ék_:};—l°’Ck:n—1(P,)(2#V("—2)—3))}f" .

r=1

(6.34)
Using the claim (c.ii), we get from (6.30), (6.31) and (6.34),

sPn- Dy

#wkn > I #wln- 2 )—ﬁék_:r}—1°Kk:n—1(Pl)(2§17("_2)“‘3))f"-

o Kk:n-1(p’
p =

Since

#Pn =Dy g #HP -z .
rk: rrk:n— ~ (7 (k:n—
ot =" 3 (sotP E )= 1 PR

p'=1 leKkin=h p'=1

(6.35)
we can calculate as follows:

gwpen e ( Wy~ #Eih-1 K1 (P YRR DD —3) ),,,,

>
T(k:n) (k:n)
(2ak 1)#9[!/_,- ] p=1

(2ak _ 1)#g[‘7kk:n -1(p")]
> X" (by (c.dii)) .

Incidentally we see that

#éaz(j)s#{ﬁ[‘g’

Z Ml(s?;]: Z Ml(,n[)i] for all ISPIS#{V("_I)/zk}}

leK%in=1 leKk;n=1
< #{M[(t'i) | n?l[(t'i) =n=1[(:r])} — #{le(”) l ARG =n—1ir(n)}

SE{Mn- It | plns L) — g 0} < AU | ) <™}

<2™™  (by (6.1). (6.36)

So we have
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$in () < 2
(Zak _ l)ﬂg[f;yﬁn)] - (2ak _ l)ﬂy[?ﬁk:n)]

(by (6.36))

“{V("_”/zk)z iz e ) sPVE " Don)f by (6.35
[T Q- ¥ (by (6.35)

p=1 p=1

HPO D g (k:n—1) (n)
< l—[ (ak.— 1#9[‘,"“ n-1(p’ )])fp —_— a . (6.37)
p'=1
In addition we use the claim (c.iii) and (6.37). Then we get
AWED—ECAGNAT OO —3) g
(201 )5 (2017178

m(n)_(X’:n ('-)_1)_1

—a, 4P _3)

Therefore we finish the proof.
(n.13) Let o, , be the positive number satisfying the following equality:

#{PF )~} #W}k:")
=1.

=1 W[T/u« )

The above equality implies that for all 1 <j<#{V®/~ }, $Wk" < oc”"'}k ™ By (n.12) we
see 20, <0 ,. Therefore (n.13) holds.
So we finish the proof of (c.ix).

Therefore we can construct recursively the simple unordered Bratteli diagram
2'=(V', E') and the simple ordered Bratteli diagram & =(V, E, <) satisfying, for all
n>2, the following conditions:

(A) KV, E)y=Ky(V', E’') as dimension groups via an isomorphism preserving

distinguished order units,

(B) K, (V', EY~Ky(V, E) as dimension groups via an isomorphism preserving

distinguished order units,

(©) (V, E) satisfies Assumption 2.4,

(D) there is the partial order < on E such that < satisfies Assumption 2.5, 2.6,

2.7 and 2.8,

(E) 20,_,<a,, Z‘(V(")/ }#V(n)/ $PVe) _ =1,

#{va} k:n ss?n”f"“"’l

(F) for any k with 1 <k<n, 2a;_ l<oz,‘,,andz FWkn o, | =1.

Let (Y, S) be the Cantor system defined by 2. By (A) and (B) (Y S) is strongly
orbit equivalent to (X, T). Since & satisfies (C) and (D), we see by Lemma 3.9 and (F)

h(S,(t))=logoy 4 +,>loga, _ +log2 . : (6.38)
And from Lemma 3.7 and (6.38), we obtain

W(S,) = lim h(S,(t)) > loga, _, +log? . (6.39)
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By (E), we see lim, _, , o, = c0. Therefore by Lemma 3.6 and (6.39), we can get
h(S)=lim A(S,)= o0 .
k— o0

So we finish the proof of the theorem. [J
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