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Abstract. We construct a one dimensional stochastic process with reflecting barrier of jump type and investi-
gate a limit distribution and stationary distribution of the process.

1. Introduction

In applications of the theory of stochastic processes, it is in some instances important
to get limit distributions or stationary (invariant) distributions of the processes. For exam-
ple, Kawamura and Saisho [2] treated a process representing the accumulation of toxic sub-
stances in human bodies and it was necessary to consider the steady-state of the accumulation.
Though limit distributions of one-dimensional Markov processes have been well investigated
(e.g. [5]), the limit distributions or stationary distributions of stochastic processes with reflect-
ing barriers described by Skorohod equations do not seem to be studied enough yet. Saisho
and Tanaka [4] considered reflecting Brownian motions on multi-dimensional domains and
showed symmetry of the processes with stationary distributions using the so-called penalty
method. Kawamura and Saisho [2] also studied the limit distribution of one-dimensional re-
flecting process representing a human metabolic system by using the penalty method. The
limit distribution of the associated penalized process and the stationary distribution of the re-
flecting process were given ([2] §2.2). However these previous studies were not successful in
determining the limit distribution of the reflecting processes. Our goal in the the present study
is to provide a simple but not trivial example of a stochastic process with reflecting barriers
that has a limit distribution: we construct a one-dimensional stochastic process of the jump
type with reflecting barriers and find the limit distribution of it. Our process can be regarded
as a mathematical model of some queuing system or a simple model of a neuronal excitation
system (see §2).

In §2 we construct our process and discuss the limit distribution and stationary distri-
bution of the process. Examples of some applications of our process are also given in this
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section. We find the limit distribution of the jump distances of the process in §3. The station-
ary distribution is also studied in this section.

2. Distribution of Xτn

Let (Ω,F , P ) be a probability space and {Yt }t≥0 be a Poisson process with parameter
λ (> 0), Y0 = 0 on (Ω,F , P ), i.e., Yt is Poisson-distributed with parameter λt and set
Zt := Yt − γ t, t ≥ 0 for some constant γ (> 0). Let τ1 < τ2 < · · · be jumping times of
{Yt }t≥0 and set τ0 ≡ 0.

REMARK 1. τk − τk−1, k = 1, 2, . . . are independently and identically distributed
(i.i.d.) exponential distributed random variables of parameter λ.

Now we define {Xt }t≥0 as follows:

X0 = 0 ,

Xτk = min{Xτk− + 1, K}, k = 1, 2, . . . ,

Xt = max
{
Xτk − γ (t − τk), 0

}
, τk ≤ t < τk+1, k = 0, 1, 2, . . . ,

where K is a positive constant. We denote

�Xt := Xt − Xt−, t ≥ 0 , �τk := τk − τk−1, k = 1, 2, . . . .

REMARK 2. {Xt }t≥0 can be considered to be a solution of the following one-
dimensional Skorohod equation of the interval I := (0, K) for {Zt }t≥0:

Xt = Zt + Φt , t ≥ 0 ,

where X and Φ satisfy the following conditions:


Xt ∈ I = [0, K] ,

Φt is of bounded variation with Φ0 = 0 ,

Φt =
∫ t

0
n(Xs)d|Φ|s , |Φ|t =

∫ t

0
1{s|Xs∈∂I }(s)d|Φ|s ,

n(x) =
{

1 , x = 0 ,

−1 , x = K .

Here, 1A(s) = 1 (s ∈ A), = 0 (s /∈ A). The uniqueness of the solution of the Skorohod
equation follows from Lemma 2.2 and Lemma 2.3 (i) of [3]. For more details of the Skorohod
equations, see [3] and [6].

REMARK 3. Since we can write

P(Xt ≤ x) =
∞∑

k=0

P(Xτk ≤ x + γy, 0 < y < τk+1 − τk) ,
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we see that the distribution of Xt is determined by the distributions of {Xτn}n=1,2,... and
{τn+1 − τn}n=0,1,2,....

We investigate herein the distribution of Xt in the case that K = 2. However, we now
give two examples of our model for general K > 0. For K = 1 (Example 1), the process is
very simple and we have the limit distribution of the process.

EXAMPLE 1. It is known that the intervals of applications of stimuli to cells can be
naturally regarded as independent exponentially distributed random variables and that for two
successive stimuli separated by a brief interval (refractory period), the response (action poten-
tial) to the second stimulus is very small or almost negligible. Furthermore, it is known that
the strength of the action potential for the second stimulus depends only on the length of the
interval between the two stimuli and is independent of the strength of the given stimulus (for
more details see [1]). In case K = 1, {�Xτn}n=1,2,... is regarded as a simple mathematical
model describing the action potentials of the cell. In this context we are also interested in
the distribution of {Xτn}n=1,2,... and that of jump distances {�Xτn}n=1,2,... for the process.
Indeed, if K = 1 we have Xτ0 = 0, Xτn = 1, n = 1, 2, 3, . . . and

�Xτ1 = 1 ,

�Xτn =
{

1 , γ�τn ≥ 1

γ�τn , otherwise , n = 2, 3, 4, . . . .

Thus, we have

P(�Xτn = 1) = P

(
�τn ≥ 1

γ

)

=
∫ ∞

1/γ

λe−λxdx

= e−λ/γ , n = 2, 3, . . . ,

P (�Xτn = γ�τn) = 1 − e−λ/γ , n = 2, 3, . . . ,

which shows that this process has a limit distribution.

EXAMPLE 2. We consider the following queuing system:
1. there is only one server,
2. time intervals of arrival of customers are mutually independent and exponentially

distributed (i.i.d.),
3. each customer brings in a constant quantity of work unless the amount of task that

the server is performing at that instant is under constant amount K ,
4. the server performs a constant task γ per hour.
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This system can therefore be expressed by {Xt }t≥0. That is, Xt describes the size of the task
that the server is performing at time t . We are interested in the stationary state of the system,
that is, the distribution of {Xt }t≥0 for sufficiently large t .

In what follows we assume K = 2 and put ν := λ
γ

. In this case, we have Xτ0 = 0,

Xτ1 = 1,

Xτ2 =
{

1 , if γ�τ2 ≥ 1 ,

2 − γ�τ2 , if γ�τ2 < 1 ,

Xτn =




2 , if Xτn−1 − γ�τn ≥ 1 ,

Xτn−1 − γ�τn + 1 , if 0 ≤ Xτn−1 − γ�τn < 1 ,

1 , if Xτn−1 − γ�τn < 0 , n = 3, 4, . . . ,

�Xτ1 ≡ 1, �Xτ2 ≡ 1 and

�Xτn =
{

2 − Xτn−1 + γ�τn , if Xτn−1 − γ�τn ≥ 1 ,

1 , otherwise , n = 3, 4, . . . .

Next, we write

p(x, y) := P(Xτk+1 = y|Xτk = x) ,

p(x,Λ) := P(Xτk+1 ∈ Λ|Xτk = x) , x, y ∈ R, Λ ⊂ (1, 2) .

Then we have the following lemma.

LEMMA 1.

p(2, 2) = 1 − e−ν ,

p(2, (a, b]) = e−(3−b)ν − e−(3−a)ν , 1 < a < b < 2 ,

p(2, 1) = e−2ν ,

p(x, 2) = 1 − e−(x−1)ν , 1 < x < 2 ,

p(x, 1) = e−xν, 1 < x < 2 ,

p(1, 2) = 0 ,

p(1, (a, b]) = e−(2−b)ν − e−(2−a)ν , 1 < a < b < 2 ,

p(1, 1) = e−ν .

PROOF. For p(2, 2) we have

p(2, 2) = P(γ�τk+1 ≤ 1)
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=
∫ 1/γ

0
λe−λxdx = 1 − e−ν .

For p(2, (a, b]) we have

p(2, (a, b]) = P(a < 2 − γ�τk+1 + 1 ≤ b)

= P(3 − b ≤ γ�τk+1 < 3 − a) = e−(3−b)ν − e−(3−a)ν .

Similarly we have

p(2, 1) = P(γ�τk+1 ≥ 2) = e−2ν ,

p(x, 2) = P(x − 1 ≥ γ�τk+1) = 1 − e−(x−1)ν ,

p(x, 1) = P(γ�τk+1 ≥ x) = e−xν ,

p(1, (a, b]) = P(2 − b ≤ γ�τk+1 < 2 − a) = e−(2−b)ν − e−(2−a)ν ,

p(1, 1) = P(γ�τk+1 ≥ 1) = e−ν .

The fact that p(1, 2) = 0 follows immediately from the definition of Xt . The proof is com-
plete. �

From Lemma 1, we have the following theorem.

THEOREM 1.

p(1)
τk

:= P(Xτk = 1) = e−2ν − e−2ν(νe−ν)k−2

1 − νe−ν
+ νk−2e−(k−1)ν ,

p(2)
τk

:= P(Xτk = 2) = 1 − e−ν − e−ν(νe−ν)k−2

1 − νe−ν
− νk−2e−(k−2)ν ,

P (a < Xτk ≤ b) =
∫ b

a

pτk (x)dx

= νk−2{e−(k−b)ν − e−(k−a)ν}

+ 1

1 − νe−ν
{e−(3−b)ν − e−(3−a)ν}{1 − (νe−ν)k−2} ,

1 < a < b < 2 , k ≥ 2 ,

where

pτk (x) := νe−(3−x)ν − νe−(3−x)ν(νe−ν)k−2

1 − νe−ν
+ νk−1e−(k−x)ν .

PROOF. We prove the theorem by induction. For k = 2, we have P(Xτ2 = 1) =
P(γ�τ2 ≥ 1) = e−ν and P(Xτ2 = 2) = 0. For 1 < a < b < 2, we have

P(a < Xτ2 ≤ b) = P(a < 2 − γ�τ2 ≤ b, γ�τ2 < 1)
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=
∫ (2−a)/γ

(2−b)/γ

λe−λxdx = e−(2−b)ν − e−(2−a)ν .

Thus, the statement holds for k = 2. Now we suppose that the statement holds for k (≥ 2).
Then we have

P(Xτk+1 = 1) = p(1, 1) · P(Xτk = 1) + p(2, 1) · P(Xτk = 2)

+
∫ 2

1
p(x, 1)P (x < Xτk ≤ x + dx)

= e−ν

{
e−2ν − e−2ν(νe−ν)k−2

1 − νe−ν
+ νk−2e−(k−1)ν

}

+ e−2ν

{
1 − e−ν − e−ν(νe−ν)k−2

1 − νe−ν
− νk−2e−(k−2)ν

}

+
∫ 2

1
e−xν

{
νe−(3−x)ν − νe−(3−x)ν(νe−ν)k−2

1 − νe−ν
+ νk−1e−(k−x)ν

}
dx

= e−2ν + νe−3ν − νe−3ν(νe−ν)k−2

1 − νe−ν
+ νk−1e−kν

= e−2ν − e−2ν(νe−ν)k−1

1 − νe−ν
+ νk−1e−kν .

Similarly, we have

P(Xτk+1 = 2) = p(1, 2) · P(Xτk = 1) + p(2, 2) · P(Xτk = 2)

+
∫ 2

1
p(x, 2)P (x < Xτk ≤ x + dx)

= 1 − e−ν − e−ν(νe−ν)k−1

1 − νe−ν
− νk−1e−(k−1)ν .

Furthermore, for any 1 < a < b < 2, we have

P(a < Xτk+1 ≤ b) = p(1, (a, b]) · P(Xτk = 1) + p(2, (a, b]) · P(Xτk = 2)

+
∫ 2

1
P(a < x − γ�τk+1 + 1 ≤ b)P (x < Xτk ≤ x + dx)
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= {e−(2−b)ν − e−(2−a)ν}
{

e−2ν − e−2ν(νe−ν)k−2

1 − νe−ν
+ νk−2e−(k−1)ν

}

+ {e−(3−b)ν − e−(3−a)ν}
{

1 − e−ν − e−ν(νe−ν)k−2

1 − νe−ν
− νk−2e−(k−2)ν

}

+
∫ 2

1
{e−(x+1−b)ν − e−(x+1−a)ν}

·
{

νe−(3−x)ν − νe−(3−x)ν(νe−ν)k−2

1 − νe−ν
+ νk−1e−(k−x)ν

}
dx

= νk−1{e−(k+1−b)ν − e−(k+1−a)ν}

+ 1

1 − νe−ν
[(1 − νeν){e−(3−b)ν − e−(3−a)ν}

+ ν{e−(3−b)ν − e−(3−a)ν}{e−ν − e−ν(νe−ν)k−2}]

= νk−1{e(k+1−b)ν − e(k+1−a)ν} + 1

1 − νe−ν
{e−(3−b)ν − e−(3−a)ν}{1 − (νe−ν)k−1} ,

which yields that the statement of the theorem holds for k + 1. The proof is finished. �

DEFINITION 1. We call the triple (p(1), p(2), p(x)), 1 < x < 2 a stationary dis-

tribution of {Xτn} n=1,2,... if P(Xτn = 1) = p(1), P (Xτn = 2) = p(2) and
∫ b

a
p(x)dx

= P(a < Xτn ≤ b) imply P(Xτn+1 = 1) = p(1), P (Xτn+1 = 2) = p(2) and
∫ b

a
p(x)dx

= P(a < Xτn+1 ≤ b) for any n(≥ 3) and 1 < a < b < 2.

PROPOSITION 1. {Xτn} n=1,2,... has at most one stationary distribution.

PROOF. Suppose that (p(1), p(2), p(x)), (q(1), q(2), q(x)), 1 < x < 2 are two pairs of
stationary distributions of {Xτn}n=1,2,... and set

r(1) := p(1) − q(1) ,

r(2) := p(2) − q(2) ,

r(x) := p(x) − q(x) .

Then we have

p(1) = p(1) · p(1, 1) + p(2) · p(2, 1) +
∫ 2

1
p(x, 1)p(x)dx

= p(1)e−ν + p(2)e−2ν +
∫ 2

1
e−xνp(x)dx ,

p(2) = p(1) · p(1, 2) + p(2) · p(2, 2) +
∫ 2

1
p(x, 2)p(x)dx
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= p(2) · (
1 − e−ν

) +
∫ 2

1
{1 − e−(x−1)ν}p(x)dx ,

∫ b

a

p(x)dx = p(1) · p(1, (a, b]) + p(2) · p(2, (a, b])

+
∫ b

y=a

∫ 2

x=1
P(x − γ�τn+1 + 1 ∈ (y, y + dy])p(x)dx

= p(1)
{
e−(2−b)ν − e−(2−a)ν

}
+ p(2)

{
e−(3−b)ν − e−(3−a)ν

}

+
∫ b

y=a

∫ 2

x=1
νe−(x+1−y)νp(x)dxdy , 1 < a < b < 2 ,

and

p(1) + p(2) +
∫ 2

1
p(x)dx = 1 .

Since (q(1), q(2), q(x)) also satisfies the corresponding equalities, we have


r(1) = r(1)e−ν + r(2)e−2ν +
∫ 2

1
e−xνr(x)dx

r(2) = r(2)
(
1 − e−ν

) +
∫ 2

1
{1 − e−(x−1)ν}r(x)dx∫ b

a

r(x)dx = r(1){e−(2−b)ν − e−(2−a)ν} + r(2){e−(3−b)ν − e−(3−a)ν}

+
∫ b

y=a

∫ 2

x=1
νe−(x+1−y)νr(x)dxdy

r(1) + r(2) +
∫ 2

1
r(x)dx = 0 .

Thus we have

r(2)e−ν =
∫ 2

1
{1 − e−(x−1)ν}r(x)dx . (1)

Therefore,

r(1) = r(1)e−ν + e−ν

∫ 2

1
{1 − e−(x−1)ν}r(x)dx +

∫ 2

1
e−xνr(x)dx

= r(1)e−ν + e−ν

∫ 2

1
r(x)dx

= r(1)e−ν + e−ν(−r(1) − r(2)) = −e−νr(2) ,

∫ b

a

r(x)dx = −e−νr(2){e−(2−b)ν − e−(2−a)ν} + r(2){e−(3−b)ν − e−(3−a)ν}
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+
∫ b

y=a

∫ 2

x=1
νe−(x+1−y)νr(x)dxdy

=
∫ b

a

νeyνdy

∫ 2

1
e−(x+1)νr(x)dx .

Setting J := ∫ 2
1 e−(x+1)νr(x)dx, we have

∫ b

a

r(x)dx = (ebν − eaν)J

for any 1 < a < b < 2. This implies

r(x) = νeνxJ . (2)

Combining (2) with (1), we have

r(2)e−ν = −r(1) − r(2) −
∫ 2

1
e−(x−1)νr(x)dx

= (e−ν − 1)r(2) − e2νJ .

Therefore, we have r(2) = −e2νJ and r(1) = eνJ .
On the other hand, by (2) we have

J =
∫ 2

1
e−(x+1)ν · νeνxJ dx .

Thus, we have (1−νe−ν)J = 0, which implies J = 0. Consequently, we have r(1) = r(2) = 0
and r(x) ≡ 0. The proof is complete. �

The limit distribution of {Xτn}n=1,2,... is given by the following theorem.

THEOREM 2. As n tends to ∞, (p
(1)
τn , p

(2)
τn , pτn(x)) converges weakly to

(p
(1)
τ∞, p

(2)
τ∞, pτ∞(x)) given by

p(1)
τ∞ = e−2ν

1 − νe−ν
,

p(2)
τ∞ = 1 − e−ν

1 − νe−ν

pτ∞(x) = νe−(3−x)ν

1 − νe−ν
, 1 < x < 2 ,

and (p
(1)
τ∞ , p

(2)
τ∞, pτ∞(x)) is the unique stationary distribution of {Xτn}n=1,2,....

PROOF. By Theorem 1 and Proposition 1, it is enough to prove that

(p
(1)
τ∞, p

(2)
τ∞, pτ∞(x)) is the stationary distribution of {Xτn}n=1,2,3,.... That is, we will
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prove

p(1)
τ∞ = p(1)

τ∞ · p(1, 1) + p(2)
τ∞ · p(2, 1) +

∫ 2

1
p(x, 1)pτ∞(x)dx ,

p(2)
τ∞ = p(1)

τ∞ · p(1, 2) + p(2)
τ∞ · p(2, 2) +

∫ 2

1
p(x, 2)pτ∞(x)dx ,

∫ b

a

pτ∞(x)dx = p(1)
τ∞ · p(1, (a, b]) + p(2)

τ∞ · p(2, (a, b])

+
∫ b

y=a

∫ 2

x=1
p(x, (y, y + dy])pτ∞(x)dx .

We have

p(1)
τ∞·p(1, 1) + p(2)

τ∞ · p(2, 1) +
∫ 2

1
p(x, 1)pτ∞(x)dx

= e−2ν

1 − νe−ν
· e−ν +

(
1 − e−ν

1 − νe−ν

)
e−2ν +

∫ 2

1
e−νx νe−(3−x)ν

1 − νe−ν
dx

= e−2ν + e−3ν − e−3ν + νe−3ν

1 − νe−ν

= e−2ν

1 − νe−ν
= p(1)

τ∞ ,

p(1)
τ∞·p(1, 2) + p(2)

τ∞ · p(2, 2) +
∫ 2

1
p(x, 2)pτ∞(x)dx

=
(

1 − e−ν

1 − νe−ν

)
(1 − e−ν) +

∫ 2

1

(
1 − e−ν(x−1)

) νe−(3−x)ν

1 − νe−ν
dx

= 1 − e−ν

1 − νe−ν
− e−ν + e−2ν

1 − νe−ν
+

∫ 2

1

νe−(3−x)ν

1 − νe−ν
dx − νe−2ν

1 − νe−ν

= 1 − e−ν

1 − νe−ν
= p(2)

τ∞

and

p(1)
τ∞·p(1, (a, b]) + p(2)

τ∞ · p(2, (a, b])

+
∫ b

y=a

∫ 2

x=1
p(x, (y, y + dy])pτ∞(x)dx

= e−2ν

1 − νe−ν
{e−(2−b)ν − e−(2−a)ν} +

(
1 − e−ν

1 − νe−ν

)
{e−(3−b)ν − e−(3−a)ν}

+
∫ b

y=a

∫ 2

x=1
νe−(x+1−y)ν νe−(3−x)ν

1 − νe−ν
dxdy



LIMIT DISTRIBUTION OF A ONE-DIMENSIONAL REFLECTING PROCESS 11

= e−(3−b)ν − e−(3−a)ν + νe−4ν

1 − νe−ν
(ebν − eaν)

= e−(3−b)ν − e−(3−a)ν

1 − νe−ν
=

∫ b

a

pτ∞(x)dx ,

which prove the theorem. �

3. Distribution of �Xτn

In this section, we investigate the distribution of �Xτn, n = 1, 2, . . . . Put

q(x, y) := P(�Xτk+1 = y | Xτk = x) ,

q(x,Λ) := P(�Xτk+1 ∈ Λ | Xτk = x) ,

q(A,Λ) := P(�Xτk+1 ∈ Λ | Xτk ∈ A) , x, y ∈ R , Λ ⊂ (0, 1) , A ⊂ (1, 2) .

Then we have the following lemma.

LEMMA 2. For 1 < a < b < 2 and 0 < x < y < 1 we have

q(2, 1) = e−ν ,

q(2, (a, b]) = e−aν − e−bν ,

q((a, b], (x, y]) =




0 , if b < 2 − y ,{
νe−3ν − νe−3ν(νe−ν)k−2

1 − νe−ν
+ νk−1e−kν

}
{e−(x−2)ν − e−(y−2)ν}

·(b − a)/P (Xτk ∈ (a, b]), if 2 − x < a ,

q((a, b], 1) =
{

νe−2ν − νe−2ν(νe−ν)k−2

1 − νe−ν
+ νk−1e−(k−1)ν

}
(b − a)/P (Xτk ∈ (a, b]) ,

q(1, (x, y]) = 0 ,

q(1, 1) = 1 .

PROOF. For q(2, 1), by the independence of Xτk and τk+1, we have

q(2, 1) = P(γ�τk+1 ≥ 1|Xτk = 2)

= P(γ�τk+1 ≥ 1) = e−ν .

For q(2, (a, b]) we have

q(2, (a, b]) = P(�Xτk+1 ∈ (a, b]|Xτk = 2)

= P(a < γ�τk+1 ≤ b|Xτk = 2)

= P(a < γ�τk+1 ≤ b) = e−aν − e−bν .
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Next we calculate q((a, b], 1) · P(Xτk ∈ (a, b]), 1 < a < b < 2:

q((a, b], 1) · P(Xτk ∈ (a, b]) = P(Xτk − γ�τk+1 ≤ 1,Xτk ∈ (a, b])

=
∫ b

a

pτk (x)

∫ ∞

(x−1)/γ
λe−λydydx

=
{

νe−2ν − νe−2ν(νe−ν)k−2

1 − νe−ν
+ νk−1e−(k−1)ν

}
(b − a) .

Since

q((a, b], (x, y]) · P(Xτk ∈ (a, b]) = P(�Xτk+1 ∈ (x, y],Xτk ∈ (a, b])
= P(2 − y ≤ Xτk − γ�τk+1 < 2 − x, Xτk ∈ (a, b]) ,

it is easy to see that q((a, b], (x, y]) = 0 if b < 2 − y. On the other hand, if 2 − x < a, we
have

P(2 − y ≤ Xτk − γ�τk+1 < 2 − x, Xτk ∈ (a, b])

=
∫ b

a

pτk (u)

∫ (u+y−2)/γ

(u+x−2)/γ

λe−λvdvdu

=
{

νe−3ν − νe−3ν(νe−ν)k−2

1 − νe−ν
+ νk−1e−kν

}
· {e−(x−2)ν − e−(y−2)ν} · (b − a) .

Last of all, it is easy to see q(1, 1) = 0, which yields q(1, (x, y]) = 0. The proof is
finished. �

Now we have the distribution (q
(1)
�k

, q�k (x)), 0 < x < 1 of �Xτk for k ≥ 3.

THEOREM 3. For k ≥ 3, we have

q
(1)
�k

:= P(�Xτk = 1) = e−ν + νk−2e−(k−2)ν + νe−2ν{1 − (νe−ν)k−3}
1 − νe−ν

and

P(a < �Xτk ≤ b) =
∫ b

a

q�k (x)dx , 0 < a < b < 1 ,

where

q�k (x) :=νe−νx − νe−(x+1)ν − νe−(x+1)ν(νe−ν)k−3

1 − νe−ν
− νk−2e−(k−3+x)ν

+ νe−3ν{1 − (νe−ν)k−3}
1 − νe−ν

· νxe−(x−2)ν + νk−1xe−(k−3+x)ν .

PROOF. We have

P(�Xτk = 1) = P(Xτk−1 = 2) · q(2, 1) +
∫ 2

1
q((x, x + dx], 1)P (Xτk−1 ∈ (x, x + dx])
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+ P(Xτk−1 = 1) · q(1, 1)

=
{

1 − e−ν − e−ν
(
νe−ν

)k−3

1 − νe−ν
− νk−3e−(k−3)ν

}
e−ν

+
∫ 2

1

{
νe−2ν − νe−2ν

(
νe−ν

)k−3

1 − νe−ν
+ νk−2e−(k−2)ν

}
dx

+
{

e−2ν − e−2ν
(
νe−ν

)k−3

1 − νe−ν
+ νk−3e−(k−2)ν

}
· 1

= e−ν + νe−2ν − νe−2ν
(
νe−ν

)k−3

1 − νe−ν
+ νk−2e−(k−2)ν .

On the other hand, for 0 < a < b < 1 we have

P(a < �Xτk ≤ b) =
∫ b

a

P (Xτk−1 = 1)q(1, (x, x + dx])

+
∫ b

a

P (Xτk−1 = 2)q(2, (x, x + dx])

+
∫ b

a

∫ 2

u=1
q((u, u + du], (x, x + dx])P (Xτk−1 ∈ (u, u + du])

=
∫ b

a

{
1 − e−ν − e−ν(νe−ν)k−3

1 − νe−ν
− νk−3e−(k−3)ν

}
νe−νxdx

+
∫ b

a

∫ 2

2−x

{
νe−3ν − νe−3ν(νe−ν)k−3

1 − νe−ν

+ νk−2e−(k−1)ν
}
νe−(x−2)νdudx

=
∫ b

a

q�k (x)dx .

The proof is complete. �

Now we put

q�(x, y) := P(�Xτk+1 = y|�Xτk = x) ,

q�(x,Λ) := P(�Xτk+1 ∈ Λ|�Xτk = x) , 0 < x , y ≤ 1 , Λ ⊂ (0, 1) .

Then we have the following lemma.

LEMMA 3. For 0 < a < b < 1 and 0 < x < y < 1 we have

q�(1, 1) = e−ν + νe−ν ,

q�(1, (a, b]) = (1 + aν)e−aν − (1 + bν)e−bν ,
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q�((x, y], 1) = q�(x, 1) = e−ν ,

q�((x, y], (a, b]) = e−aν − e−bν .

PROOF. For q�(1, 1) we have

q�(1, 1) = P(�Xτk+1 = 1|�Xτk = 1)

= P(Xτk − γ�τk+1 ≤ 1|�Xτk = 1)

= P(Xτk − γ�τk+1 ≤ 1, �Xτk = 1)

P (�Xτk = 1)

= P(Xτk − γ�τk+1 ≤ 1, �Xτk = 1, Xτk = 1)

P (�Xτk = 1)

+ P(Xτk − γ�τk+1 ≤ 1, �Xτk = 1, 1 < Xτk < 2)

P (�Xτk = 1)

+ P(Xτk − γ�τk+1 ≤ 1, �Xτk = 1, Xτk = 2)

P (�Xτk = 1)

= P(Xτk = 1) + P(Xτk − γ�τk+1 ≤ 1, 1 < Xτk < 2)

P (�Xτk = 1)

+ P(�τk+1 ≥ 1
γ

)P (�Xτk = 1, Xτk = 2)

P (�Xτk = 1)
.

Since

P(Xτk = 1) = p(1)
τk

= e−2ν − e−2ν(νe−ν)k−2

1 − νe−ν
+ νk−2e−(k−1)ν ,

P (Xτk − γ�τk−1 ≤ 1, 1 < Xτk < 2) =
∫ 2

1
pτk (x)

∫ ∞

(x−1)/γ

λe−λydydx

=
∫ 2

1

{
νe−(3−x)ν − νe−(3−x)ν(νe−ν)k−2

1 − νe−ν
+ νk−1e−(k−x)ν

}
e−ν(x−1)dx

= νe−2ν − νe−2ν(νe−ν)k−2

1 − νe−ν
+ νk−1e−(k−1)ν ,

P
(�τk+1 ≥ 1

γ

) = e−ν and P(�Xτk = 1, Xτk = 2) = 0, we have q�(1, 1) = (1 + ν)e−ν .

For q�((x, y], 1) we have

q�((x, y], 1) = P(Xτk − γ�τk+1 ≤ 1|�Xτk ∈ (x, y])

= P(2 − γ�τk+1 ≤ 1)P (�Xτk ∈ (x, y])
P (�Xτk ∈ (x, y])

= P(�τk+1 ≥ 1/γ ) = e−ν .
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Similarly, we also get q�(x, 1) = e−ν .
For q�(1, (a, b]) we have

q�(1, (a, b]) = P(a < 2 − (Xτk − γ�τk+1) ≤ b | �Xτk = 1)

= P(a < 2 − (Xτk − γ�τk+1) ≤ b, �Xτk = 1, 1 < Xτk < 2)

P (�Xτk = 1)

+ P(a < 2 − (Xτk − γ�τk+1) ≤ b, �Xτk = 1, Xτk = 2)

P (�Xτk = 1)
.

Since

P(�Xτk = 1) = q
(1)
�k

= e−ν + νk−2e−(k−2)ν + νe−2ν{1 − (νe−ν)k−3}
1 − νe−ν

,

P (a < 2 − (Xτk − γ�τk+1) ≤ b, �Xτk = 1, Xτk = 2)

= P(a < 2 − (Xτk − γ�τk+1) ≤ b)P (�Xτk = 1, Xτk = 2) = 0

and

P(a < 2 − (Xτk − γ�τk+1) ≤ b, �Xτk = 1, 1 < Xτk < 2)

= P(a < 2 − (Xτk − γ�τk+1) ≤ b, 1 < Xτk < 2)

= P

(
0 < �τk+1 ≤ Xτk − 2 + b

γ
, 2 − b ≤ Xτk < 2 − a

)

+ P

(
Xτk − 2 + a

γ
< �τk+1 <

Xτk − 2 + b

γ
, 2 − a ≤ Xτk < 2

)

=
∫ 2−a

2−b

pτk (x)

∫ (x−2+b)/γ

0
λe−λydydx +

∫ 2

2−a

pτk (x)

∫ (x−2+b)/γ

(x−2+a)/γ

λe−λydydx

= aνk−1e−(k−2+a)ν + νk−2e−(k−2+a)ν − bνk−1e−(k−2+b)ν − νk−2e−(k−2+b)ν

+ (aν + 1)
e−(1+a)ν + e−(1+a)ν(νe−ν)k−2

1 − νe−ν

− (bν + 1)
e−(1+b)ν + e−(1+b)ν(νe−ν)k−2

1 − νe−ν
,

we can get

q�(1, (a, b]) = e−aν − e−bν + ν(ae−aν − be−bν) .

Last of all, we have

q�((x, y], (a, b]) = P(a < 2 − (Xτk − γ�τk+1) ≤ b, �Xτk ∈ (x, y])
P (�Xτk ∈ (x, y])

= P

(
a

γ
< �τk+1 ≤ b

γ

)
= e−aν − e−bν . �
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DEFINITION 2. We call a pair (p(1), p(x)), 0 < x < 1 a stationary distribution of

{�Xτn}n=1,2,... if P(�Xτn = 1) = p(1) and
∫ b

a p(x)dx = P(a < �Xτn ≤ b) imply

P(�Xτn+1 = 1) = p(1) and
∫ b

a p(x)dx = P(a < �Xτn+1 ≤ b) for any n(≥ 3) and
0 < a < b < 1.

PROPOSITION 2. (p
(1)
� , p�(x)), 0 < x < 1 is a stationary distribution of

{�Xτn}n=1,2,... if and only if

p
(1)
� = e−ν

1 − νe−ν
,

p�(x) = νe−xν − ν − ν2x

1 − νe−ν
e−(x+1)ν .

PROOF. Suppose that (p
(1)
� , p�(x)) is a stationary distribution of {�Xτn}n=1,2,.... Then

(p
(1)
� , p�(x)) must satisfy

{
p

(1)
� = p

(1)
� · q�(1, 1) + ∫ 1

0 q�(x, 1)p�(x)dx∫ b

a
p�(x)dx = p

(1)
� · q�(1, (a, b]) + ∫ 1

0 p�(x)q�((x, x + dx], (a, b])dx .

By Lemma 3 and the fact
∫ 1

0 p�(x)dx = 1 − p
(1)
� , we have

p
(1)
� = p

(1)
� · (e−ν + νe−ν) + e−ν(1 − p

(1)
� ) ,

which yields

p
(1)
� = e−ν

1 − νe−ν
.

On the other hand, using Lemma 3 again, p�(x) satisfies

∫ b

a

p�(x)dx = p
(1)
� · q�(1, (a, b]) +

∫ 1

0
(e−aν − e−bν)p�(x)dx

for any 0 < a < b < 1. Then we easily get

p�(x) = νe−xν − ν − ν2x

1 − νe−ν
e−(x+1)ν .

The converse is easy and is omitted. The proof is finished. �

By Theorem 3 and Proposition 2, we consequently get the following theorem.
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THEOREM 4. As n ends to ∞, the distribution (q
(1)
�n

, q�n (x)) of �Xτn, n = 1, 2, . . .

tends to the following distribution (q
(1)
�∞, q�∞(x)) weakly which is the unique stationary dis-

tribution of {�Xτn}n=1,2,... :

q
(1)
�∞ := e−ν

1 − νe−ν
,

q�∞(x) := νe−xν − ν − ν2x

1 − νe−ν
e−(x+1)ν , 0 < x < 1 .
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