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Abstract. We shall consider IBVP to a nonlinear equation of suspended string with uniform density to which
a nonlinear time-independent outer force works. We shall show the existence of time-global weak solutions of IBVP.
To prove our result we shall use the function spaces defined by [Ya1], and apply the method due to Sattinger [Sat]
based on the potential-well and the Galerkin method.

1. Introduction

Let Ω be a cylindrical domain (0, a)× (0, T ). Consider IBVP for a nonlinear equation
of a flexible and heavy suspended string of finite length a with uniform density


∂2
t u(x, t)+ Lu(x, t)+ f (x, u(x, t)) = 0 , (x, t) ∈ Ω ,

u(a, t) = 0 , t ∈ (0, T ) ,
u(x, 0) = φ(x) , ∂tu(x, 0) = ψ(x) , x ∈ (0, a) ,

(P)

where L = L0(x, ∂x) is a second order differential operator of the form

L = −(x ∂2
x + ∂x) ,

and f (x, u) is of C1 and monotone decreasing, and has the zero point of p-order at u = 0
(p > 1). The exact assumption on f will be given as (A) in section 3. Clearly u ≡ 0 is a
steady state solution of the equation. For the derivation of the equation of the suspended string,
see Koshlyakov-Gliner-Smirnov [K-G-S] and Korenev [Ko]. See also Yamaguchi [Ya1].

[K-G-S], [Ko] and [Ya1] deal with IBVP to linear equations of suspended string with a
power density xµ, µ > −1:


∂2
t u+ Lµ u+ f (x, t) = 0 , (x, t) ∈ (0, a)× R1

t ,

u(a, t) = 0 , t ∈ R1
t ,

u(x, 0) = φ(x) , ∂tu(x, 0) = ψ(x) , x ∈ (0, a) ,
(LP)
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where Lµ is a second order differential operator of the form

Lµ = −
(

x

µ+ 1
∂2
x + ∂x

)
.

[K-G-S] and [Ko] studied the case where µ > −1 and f is a time-periodic single mode
of the form f (x, t) = A sinωt J0(µk

√
x/a), where J0 is the 0-order Bessel function and µk

is a zero point of J0. [Ya1] treated the case where µ ≥ 0 and f is time quasiperiodic. They
showed that (LP) has a unique time-global solution which is represented by the Fourier series.
In [K-G-S] and [Ko] the solutions are formal in the sense that the convergence of the Fourier
series is not shown. In [Ya1] the solutions belong to some suitable weighted Sobolev type
function spaces so that every solution is classical. In [Ya1] it is also shown that every solution
of (LP) is almost periodic in t under the Diophantine conditions. Besides the almost periodic
structure of solutions is clarified.

On the other hand, it seems to authors that there have been no researches on IBVP when
the equation is nonlinear. The purpose of this paper is to show that nonlinear IBVP (P) has a
time-global solution that lies in the potential well around the origin. It follows that the energy
of every solution is bounded in t ∈ (0, T ). In this paper we shall treat weak solutions (the
definition will be given in section 3).

In order to show our result, first we shall introduce function spaces defined by [Ya1]
and use properties like compact or continuous embedding and estimates in the spaces like a
generalized Sobolev inequality, a generalized Poincaré inequality. Secondly we shall apply
the method due to Sattinger [Sat] to (P) based on the potential well and the Galerkin method.
[Sat] developed his method to show the existence of global solutions of IBVP to nonlinear
wave equations. See also [L].

To apply a generalized Sobolev inequality to our problem, we need to restrict ourselves

to a uniform density ρ(x) = αx0, i.e., µ = 0.
For the existence of infinitely many time-periodic solutions of nonlinear equations, see

[Ya2]. See also [Ya-Na-Ma] for the periodic problem to nonlinear damped equations with
periodic forcing term.

This paper will be organized as follows. In section 2 we shall give notation and defini-
tions of function spaces, and some properties of the function spaces and inequalities used in
later sections. Also a brief sketch to the eigenvalue problem for Lµ will be given. In section
3 our theorem will be formulated. We shall define the potential well corresponding to (P) and
study its properties. In section 4 using the Galerkin method and the compactness method, the
theorem will be proved.

2. Function Spaces, Operator L, the Basic Inequalities

LetR1+ andZ+ be the set of nonnegative numbers and nonnegative integers, respectively.
In the following we let µ � 0, and all the functions are real-valued.
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2.1. Definitions of Function Spaces. Let O be any open set in Rn. Let p � 1 and
s ∈ Z+. Lp(O) and Hs(O) are the usual Lebesgue and Sobolev spaces, respectively.

We shall set function spaces defined in [Ya1]. Lp(0, a; xµ) is a Banach space whose
elements f (x) are measurable in (0, a) and satisfy xµ/pf (x) ∈ Lp(0, a), where the norm is
defined by

|f |Lp(0,a;xµ) =
( ∫ a

0
xµ|f (x)|p dx

)1/p

.

Clearly Lp(0, a; x0) = Lp(0, a). L2(0, a; xµ) is a Hilbert space with the inner product
defined by

(f, g)L2(0,a;xµ) =
∫ a

0
xµf (x)g(x)dx .

H s(0, a; xµ) is a Hilbert space whose elements f and their weighted derivatives

xj/2 f (j), j = 1, . . . , s, belong to L2(0, a; xµ), where f (j) means the j -th derivative of
f . Its norm is defined by

|f |Hs(0,a;xµ) =

 s∑
j=0

|xj/2 f (j)|2
L2(0,a;xµ)




1/2

=

 s∑
j=0

∫ a

0
xµ+j f (j)(x)2dx




1/2

.

Let T > 0. Let Ω = (0, a) × (0, T ). Lp(Ω; xµ) is a Banach space whose elements
f (x, t) are measurable in Ω and satisfy xµ/pf (x, t) ∈ Lp(Ω), where the norm is defined by

|f |Lp(Ω;xµ) =
(∫

Ω

xµ|f (x, t)|p dxdt
)1/p

.

In particular, Lp(Ω; x0) = Lp(Ω) holds.
Hs(Ω; xµ) is a Hilbert space whose elements f and their weighted derivatives

xj/2 ∂
j
x ∂

k
t f, 0 � j + k � s, belong to L2(Ω; xµ). Its norm is defined by

|f |Hs(Ω;xµ) =

 ∑
j+k�s

|xj/2 ∂jx ∂kt f |2
L2(Ω;xµ)




1/2

=

 ∑
j+k�s

∫
Ω

xµ+j (∂jx ∂kt f (x, t))2dxdt




1/2

.

H 1
0 (0, a; xµ) is a subspace as Hilbert space of H 1(0, a; xµ) whose elements f satisfy

f (a) = 0. Also H 1
0 (Ω; xµ) is a subspace ofH 1(Ω; xµ) whose elements f satisfy f (a, t) =
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0 for almost all t . Ks(0, a; xµ) is a subspace of Hs(0, a; xµ) whose elements f satisfy

L
j
µf ∈ H 1

0 (0, a; xµ) for j = 0, . . . , [(s − 1)/2]. Note that

K0(0, a; xµ) = L2(0, a; xµ) , K1(0, a; xµ) = H 1
0 (0, a; xµ) ,

K2(0, a; xµ) = H 2(0, a; xµ) ∩H 1
0 (0, a; xµ) .

(2.1)

PROPOSITION 2.1 ([Ya1]). Lµ has the following properties:

(i) For f ∈ K2(0, a; xµ) and g ∈ K1(0, a; xµ),

(Lµf, g)L2(0,a;xµ) =
∫ a

0

xµ+1

µ+ 1
∂xf (x) ∂xg(x)dx .

(ii) Lµ is a positive definite self-adjoint elliptic operator in L2(0, a; xµ) with domain

D(L) = K2(0, a; xµ), i.e.,

(Lµf, f )L2(0,a;xµ) � 0 , (Lµf, g)L2(0,a;xµ) = (f, Lµg)L2(0,a;xµ)

hold for f, g ∈ K2(0, a; xµ).
PROPOSITION 2.2. The following holds:
(i) If s � 1, Hs(0, a; xµ) is embedded continuously in L2(0, a; xµ−δ) for any δ with

δ � 1 and δ < µ+ 1.

(ii) If s � 1 and 1 � r � +∞, Hs(0, a; x0) is embedded continuously in Lr(0, a) ∩
Cs−1((0, a]). For u ∈ Hs(0, a; x0)

|u|Lr(0,a;xk) � C |u|Hs(0,a;x0) , k � 0 ,(2.2)

where C depends on r, a and is independent of s.

PROOF. The first part is seen in [Ya1], Lemma 2.1. We prove the second part. First let
r = +∞. It follows from [A] that

sup
x∈(0,a)

f (x)2 � C

(∫ a

0
xf (x)2dx +

∫ a

0
xf ′(x)2dx

)
,

which implies that H 1(0, a; x0) is continuously embedded in L∞(0, a; x0). It is clear by

the Sobolev lemma that Hs(0, a; x0) is continuously embedded in Cs−1((0, a]). The case
r < +∞ is clear from |f |Lr � C |f |L∞ . (2.2) for k > 0 follows from the inequality

|u|Lr(0,a;xk) � ak|u|Lr(0,a;x0) �

COROLLARY 2.1. Let s � 1 and k � 0. Let 1 � r < +∞. For u ∈ Hs(Ω; xµ) we
have

|u|Lr(Ω;xµ+k) � C |u|Hs(Ω;xµ) ,(2.3)

where C depends on r, µ, a and is independent of s, T .
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LEMMA 2.1 ([Ya1]). For u ∈ H 1
0 (0, a; xµ)

|u|L2(0,a;xµ) � a |∂xu|L2(0,a;xµ+1) .

This is the Poincaré type inequality in H 1
0 (0, a; xµ).

2.2. Eigenvalue Problem for Lµ. We shall consider the eigenvalue problem for Lµ:

{
Lµ φ(x) = λφ(x) , x ∈ (0, a) ,
φ(a) = 0 .

(2.4)

Then we obtain the eigenvalues and the corresponding eigenfunctions (see [Ya1], section 3)

λj = µ2
j

4(µ+ 1)a
, φj (x) = 1

a1/2Jµ+1(µj )

Jµ(µj
√
x/a)

xµ/2
,

where j ∈ N . Here {µj : j ∈ N} is the set of all positive zero points of the µ-order Bessel
function Jµ(x) with

µ1 < µ2 < · · · .

For the Bessel functions and their zero points, see [T] and [W].

PROPOSITION 2.3 ([Ya1]). {φj } is CONS in L2(0, a; xµ) and a complete and orthog-

onal system in H 1
0 (0, a; xµ).

3. Formulation of Theorem

In this section we shall consider IBVP



∂2
t u(x, t)+ Lu(x, t)+ f (x, u(x, t)) = 0 , (x, t) ∈ Ω ,

u(a, t) = 0 , t ∈ (0, T ) ,
u(x, 0) = φ(x) , ∂tu(x, 0) = ψ(x) , x ∈ (0, a) ,

(P)

and we shall show the existence of time-global weak solutions of (P) that lie in the potential
well. To formulate our theorem we shall define a weak solution and the potential well for (P)
and study its properties.

Weak Solutions. We define a weak solution of (P) as follows. Let φ ∈ H 1
0 (0, a; x0)

and ψ ∈ L2(0, a; x0). Let Y be a space of test functions whose elements ζ belong to
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H 1
0 (Ω; x0) and satisfy ζ(x, t) = 0 near t = T for any x ∈ (0, a). We call u a weak so-

lution of (P) if u ∈ H 1
0 (Ω; x0) and the following identities hold:∫

Ω

(−∂tu(x, t) ∂t ζ(x, t)− x∂xu(x, t) ∂xζ(x, t)

+ f (x, u(x, t))ζ(x, t))dxdt

=
∫ a

0
ψ(x) ζ(x, 0)dx ,

(3.1)

∫
Ω

(u(x, t) ∂t ζ(x, t)+ ∂tu(x, t)ζ(x, t))dxdt

= −
∫ a

0
φ(x)ζ(x, 0)dx

(3.2)

for any ζ ∈ Y . If u is of C2 and a weak solution of (P), then u is the classical solution.

The Potential Well for (P). We denote the potential of f by

F(x, y) =
∫ y

0
f (x, ρ)dρ .

We shall define the potential energy J (v) for v ∈ H 1
0 (0, a; x0) and the kinetic energy

K(w) for w ∈ H 1
0 (Ω; x0) of our problem:

J (v) =
∫ a

0

(
1

2
xv′(x)2 + F(x, v(x))

)
dx(3.3)

for v ∈ H 1
0 (0, a; x0), and

K(w) =
∫ a

0

1

2
(∂tw(x, t))

2dx(3.4)

for w ∈ H 1
0 (Ω; x0). Clearly J (0) = 0.

Let Ê(u, v) be denoted by

Ê(u, v) = 1

2

∫ a

0
v(x)2dx + J (u) .(3.5)

The total energy E(t; u) of the solution u ∈ H 1
0 (Ω; x0) of (P) is defined by

E(t; u) = Ê(u(·, t), ∂tu(·, t)) = K(u(·, t))+ J (u(·, t)) .(3.6)

PROPOSITION 3.1. Assume that f (x, u) is continuous in (x, u) ∈ [0, a] × R1
u. Then

J (u) is continuous in H 1
0 (0, a; x0).
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PROOF. Let {uj } be a sequence of H 1
0 (0, a; x0) tending to u as j → +∞. Then it is

clear that

|√x ∂x(uj − u)|L2(0,a;x0) → 0 , j → +∞ .(3.7)

Next we see, by the mean value theorem,∫ a

0
(F (x, uj )− F(x, u))dx =

∫ a

0

∫ 1

0
f (x, θuj + (1 − θ)u)(uj − u)dθdx .

Since uj (x), u(x) are uniformly bounded in (0, a) by Proposition 2.2 (ii), f (x, θuj+(1−θ)u)
is also uniformly bounded in (0, a). From this and the Schwarz inequality we see∫ a

0
(F (x, uj )− F(x, u))dx → 0 , j → +∞ .(3.8)

By (3.7) and (3.8) the conclusion holds. �

We assume the following conditions on the outer force f and its potential F .

(A) f (x, u) is of C1-class in (x, u) ∈ [0, a] × R1
u and monotone decreasing in u ∈ R1, and

satisfies

−C0|u|p+1 � uf (x, u) � −C|u|p+1 ,(3.9)

γf (x, u)u− F(x, u) � M(3.10)

for any x ∈ [0, a] and u ∈ R1. Here γ ∈ (0, 1/2) andM ,C0,C > 0 are constants and p > 1.
It follows from (A) that f (x, u) has the zero point of p-order at u = 0. We have f and

F of the form

f (x, u) = |u|p−1u h(x, u) , F (x, u) = |u|p+1H(x, u) ,(3.11)

where p > 1, h(x, u) and H(x, u) are continuous in u ∈ R1
u \ {0} and satisfy −C0 �

h(x, u) � −C and − C0
p+1 � H(x, u) � − C

p+1 in [0, a] × R1
u.

EXAMPLE 3.1. As a typical example of f we take

f (x, u) = −A(x)u3 .

Here A(x) is a positive C1 function, and its derivative is bounded in (0, a].
EXAMPLE 3.2. As another typical example of f we take

f (x, u) = −|u|p−1 u

for p > 1.

LEMMA 3.1. Assume (A). Then there exists a neighborhood V of v = 0 such that

J (v) � C|v|2
H 1(0,a;x0)

with a certain constant C > 0 for all v ∈ V .
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PROOF. For brevity we write | · |H 1(0,a;x0) by | · |H 1 . Noting that supx∈(0,a] |v(x)| �
C |v|H 1 by Proposition 2.2 (ii), we have

sup
x∈(0,a]

|H(x, v(x))| � M(|v|H 1),

where M(s) is a continuous monotone increasing function of s ∈ [0,+∞) and hence, for
p > 1, ∫ a

0
|F(x, v(x))|dx =

∫ a

0
|v(x)|p+1|H(x, v(x))| dx

� M(|v|H 1)

∫ a

0
|v(x)|p+1 dx

� cM(|v|H 1) |v|p+1
H 1 ,

where c is a positive constant. Here we have used Proposition 2.2 (ii) in the last stage. Using
Lemma 2.1, we have

J (v) � C̃ |v|2
H 1 − cM(|v|H 1) |v|p+1

H 1 � C|v|2
H 1 ,

as long as v ∈ V ≡ {v; cM|v|p−1
H 1 < ε} for p > 1 and ε > 0 is suitably small. Thus the

proof is complete. �

LEMMA 3.2. Assume (A). Let u ∈ H 1
0 (0, a; x0) \ {0}. Then J (λu) is monotone in-

creasing in λ � 0 in a neighborhood of λ = 0.

PROOF. It follows that

d

dλ
J (λ u) =

∫ a

0
(λxu′(x)2 + f (x, λu(x))u(x))dx .(3.12)

Using (A), we can prove d
dλ
J (λ u) > 0 for small λ > 0 by the similar argument as in the

proof of Lemma 3.1. This shows the conclusion. �

Now according to [Sat] with nonlinear wave equation, we shall define the potential well

for (P) around the origin u = 0. Let u 	= 0 in H 1
0 (0, a; x0) be fixed. Consider J (λu) as a

function of λ � 0. Then from (A), we have J (λu) is of C1-class in λ � 0 and from Lemma
3.2, J (λu) is monotone increasing in λ in a neighborhood of λ = 0. Let λ = λ0(u) > 0 be
the first value of λ at which J (λu) starts to decrease strictly. By (3.9) we have λ0(u) < +∞.
Let us define

d = inf
u∈H 1

0 (0,a;x0)\{0}
J (λ0(u)u) .(3.13)

From (A), Lemmas 3.1 and 3.2 we see that 0 < d < +∞. Let us define the potential well W
by

W = {u ∈ H 1
0 (0, a; x0); 0 � J (λu) < d, 0 � λ � 1} .(3.14)
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d is called the depth of the potential well W .

PROPOSITION 3.2. W is bounded and open in H 1
0 (0, a; x0).

PROOF. First we shall show that W is bounded. The proof is done similarly to [Sat],
p.161 and p.163. Let u ∈ W . Then u satisfies

J (u) =
∫ a

0

(
1

2
xu′(x)2 + F(x, u(x))

)
dx < d .(3.15)

Since J (λu) is monotone increasing in λ ∈ [0, 1] from the definition of the potential well, we
have

d

dλ
J (λu)|λ=1 =

∫ a

0
(xu′(x)2 + f (x, u(x))u(x))dx � 0 .(3.16)

Hence it follows from (3.15), (3.16) and (A) that

1

2

∫ a

0
xu′(x)2dx � d −

∫ a

0
F(x, u(x))dx

� d +
∫ a

0
(γf (x, u(x))u(x)− F(x, u(x)))dx

+
∫ a

0
(−γf (x, u(x))u(x))dx

� d + aM + γ

∫ a

0
xu′(x)2dx .

Since γ < 1/2, we have, by the Poincaré inequality in Lemma 2.1

|u|H 1(0,a;x0) � M1 ,(3.17)

whereM1 is independent of u. This proves the boundedness of W .
Second we shall show thatW is open. Let v0 ∈ W be arbitrarily fixed. Then we see that

J (λ v0) < d

for λ ∈ [0, 1] and J (λ v0) is monotone increasing in λ ∈ [0, 1]. We shall show that there
exists an open ball B(r; v0) with center v0 and radius r such that B(r; v0) ⊂ W . We prove
this by contradiction. Assume the contrary. Then we can take {rj } tending to 0 as j → +∞
such that there exists uj ∈ B(rj ; v0) satisfying uj /∈ W . Then

J (uj ) � d .

Since {uj } converges to v0, we have, by the continuity of J (u) in u,

J (uj ) → J (v0) , j → +∞ .

Hence we get J (v0) � d . This is the contradiction. �
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Main Theorem. We assume the following conditions on the initial data φ, ψ .

(B) Let φ ∈ W and ψ ∈ L2(0, a; x0). φ and ψ satisfy the following condition∫ a

0

{
1

2
(ψ(x)2 + x φ′(x)2)+ F(x, φ(x))

}
dx < d .(3.18)

Our result reads as follows.

MAIN THEOREM. Assume (A) and (B). Then IBVP (P) has a weak solution u ∈
H 1

0 (Ω; x0) satisfying u(·, t) ∈ W for all t ∈ (0, T ).
REMARK 3.1. Clearly the energy of the above solution u is conserved

E(t; u) = E(0; u) ≡ Ê(φ,ψ)

for t ∈ (0, T ).

4. Proof of Main Theorem

4.1. Approximate Solutions of (P). We shall construct approximate solutions of (P)

by using the Galerkin method. Since φ ∈ H 1
0 (0, a; x0) and ψ ∈ L2(0, a; x0), we can expand

φ and ψ into the Fourier series

φ =
∞∑
i=1

ai φi in H 1
0 (0, a; x0) ,

ψ =
∞∑
i=1

bi φi in L2(0, a; x0) ,

where ai = (φ, φi) and bi = (ψ, φi), i = 1, 2, . . . .
We define a sequence of approximate solutions of the form

um(x, t) =
m∑
i=1

ami (t) φi(x)

that satisfy

(∂2
t um + Lum + f (x, um), φk) = 0 , k = 1, . . . ,m(4.1)

with the initial condition

um(·, 0) = αm , ∂tum(·, 0) = βm .(4.2)

Here αm(x) and βm(x) are of the form

αm(x) =
m∑
i=1

aiφi(x) , βm(x) =
m∑
i=1

biφi(x) .(4.3)
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(4.1)–(4.2) is IVP to a system of second-order ODEs with unknown functions
am1 (t), . . . , a

m
m(t). Note that

|αm − φ|H 1(0,a;x0) → 0 , |βm − ψ|L2(0,a;x0) → 0(4.4)

as m → +∞.

PROPOSITION 4.1. Assume (A) and (B). Then there exists m0 ∈ N such that for any
m � m0 the following holds:

(i) IVP (4.1)–(4.2) has a unique solution um(·, t) ∈ C2([0, T ],H 1
0 (0, a; x0)),

(ii) um(·, t) ∈ W for t ∈ (0, T ).
PROOF. Since f (x, u) is of C1, (f (x, um), φk) is locally Lipschitz continuous in

(am1 , . . . , a
m
m). Therefore IVP (4.1)–(4.2) has a local solution in some interval [0, T0).

We shall show that the energy of um satisfies

E(t; um) < d(4.5)

for all t ∈ (0, T0) and sufficiently large m. Note that from Lemma 3.1 E(t; um) � 0 in a
neighborhood V of u = 0. Multiplying (4.1) by ȧmk and summing up from k = 1 to m, we
have

(∂2
t um + Lum + f (x, um), ∂tum) = 0 ,

which implies that

d

dt

∫ a

0

{
1

2
(∂tum(x, t)

2 + x(∂xum(x, t))
2)+ F(x, um(x, t))

}
dx = 0 .

Integrating this with respect to t from 0 to t , we get∫ a

0

{
1

2
(∂tum(x, t)

2 + x(∂xum(x, t))
2)+ F(x, um(x, t))

}
dx(4.6)

=
∫ a

0

{1

2
(βm(x)

2 + x(∂xαm(x))
2)+ F(x, αm(x))

}
dx .

Then, it follows from (3.18) in (B) and (4.4) that there exists m0 such that for m � m0∫ a

0

{
1

2
(βm(x)

2 + x(∂xαm(x))
2)+ F(x, αm(x))

}
dx < d .(4.7)

Therefore we conclude from (4.6)–(4.7) that (4.5) is true.
We shall show that the solution exists globally in t ∈ (0, T ). We note that the initial

data satisfies E(0; um) < d . Then let T1 be the supremum of t such that the solution um(·, t)
exists for t ∈ (0, T1). We shall show that T1 = T . Assume the contrary i.e., T1 < T . Since

um(·, T1
2 ) satisfies (4.6), um(·, t) belongs to W for all t ∈ (0, T1

2 ]. Replacing the data by

{um(·, T1
2 ), ∂tum(·, T1

2 )}, we conclude that the corresponding (approximated) solution um(·, t)
can be extended into the interval [ T1

2 , T1 + T1
2 ]. Therefore the solution can be extended over
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T1. Since T1 is the supremum of the existence time, this shows the contradiction. Therefore
IVP (4.1)–(4.2) has a global solution in (0, T ).

We shall show that um(·, t) ∈ W for t ∈ (0, T ). Note that J (um(·, t)) is continuous in t
by Proposition 3.1 and φ ∈ W by (B). Let t1 be the supremum of t such that um(·, t) belongs
to W . Since um(·, 0) = αm belongs to W , we have t1 ∈ (0, T ]. This shows um(·, t) ∈ W

for all t ∈ (0, t1). We shall show t1 = T . Assume the contrary i.e., t1 < T . Since W

is open in H 1
0 (0, a; x0) by Proposition 3.2, we have um(·, t1) /∈ W by the continuity of J .

Hence there exists λ0 ∈ [0, 1] such that J (λ0 um(·, t1)) � d . On the other hand we have
limt→t1−0 J (λ0 um(·, t)) = J (λ0 um(·, t1)), and since J (λ um(·, t)), t ∈ (0, t1) is monotone
increasing with respect to λ, we have J (λ0 um(·, t)) � J (um(·, t)) < d . Combining these
facts, we have

J (λ0 um(·, t1)) = lim
t→t1−0

J (λ0 um(·, t))
� lim
t→t1−0

J (um(·, t)) = J (um(·, t1)) < d .

Here we have the last inequality, since J (um(·, t)) < d holds for all t ∈ (0, T ) from (4.5).
Thus the contradiction arises. �

We shall proceed to extract a subsequence of {um} that tends to the weak solution of (P).
We write the subsequence as {um}, taking subsequences step by step.

LEMMA 4.1. Assume (A) and (B). Then there exist a subsequence of {um}, again writ-

ten as {um}, and u ∈ H 1
0 (Ω; x0) such that

(i) |um − u|L2(Ω;x0) → 0,

(ii) |(Lum, ζ )+ (x ∂xu, ∂xζ )| → 0 for any ζ ∈ H 1
0 (Ω; x0)

as m → +∞.

PROOF. Since um ∈ W and satisfies (4.6), similarly to the proof of Proposition 3.2, we
have ∫ a

0
((∂tum(x, t))

2 + x (∂xum(x, t))
2 + um(x, t)

2)dx � M1 .

Integrating this inequality with respect to t over [0, T ], we obtain∫
Ω

((∂tum(x, t))
2 + x (∂xum(x, t))

2 + um(x, t)
2)dxdt � M1T .(4.8)

This means that {um} is bounded in H 1
0 (Ω; x0). Since every bounded set in H 1

0 (Ω; x0) is

compact in L2(Ω; x0) by Proposition 4.1 in [Ya-Na-Ma], we see that there exists a subse-
quence of {um}, again written as {um}, and u ∈ L2(Ω; x0) such that

|um − u|L2(Ω;x0) → 0 , m → +∞ .

This proves the assertion (i). It follows from (4.8) that we can extract a subsequence of {um}
that converges weakly in H 1

0 (Ω; x0). Therefore u belongs to H 1
0 (Ω; x0).
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In order to show the assertion (ii), we have only to note that {√x ∂x um} is bounded in

L2(Ω; x0). Hence {(Lum, ζ )} is bounded so that by Proposition 2.1 (i), we can extract a

subsequence of {(Lum, ζ )} that converges to −(x ∂xu, ∂xζ ) for any ζ ∈ H 1
0 (Ω; x0). �

4.2. Weak Solutions. We shall show that the function u in Lemma 4.1 is a weak
solution of (P). We first prove (3.1). Let ξ(x, t) = η(t) φk(x) ∈ H 1

0 (Ω; x0) for k = 1, . . . ,m,

where η is of C2 in [0, T ] and vanishes near a neighborhood of t = T . Then we see, from
(4.1), ∫

Ω

(∂2
t um + Lum + f (x, um))ξdxdt = 0 .

Then we have, integrating by parts,∫
Ω

(−∂tum(x, t) ∂t ξ(x, t)+ Lum(x, t)ξ(x, t))dxdt

=
∫ a

0
βm(x)ξ(x, 0)dx −

∫
Ω

f (x, um(x, t))ξ(x, t)dxdt .

(4.9)

Letting m → +∞ in (4.9), we see from Lemma 4.1 that (3.1) holds for any ξ above. In fact,
Lemma 4.1 (ii) means∫

Ω

Lumξdxdt → −
∫
Ω

x∂xu ∂xξdxdt , m → +∞ .

Integrating
∫
Ω ∂tum(x, t) ∂t ξ(x, t)dxdt by parts in t , we have∫

Ω

∂tum(x, t)∂t ξ(x, t)dxdt

=
∫ a

0
um(x, 0) ∂t ξ(x, 0) dx −

∫
Ω

um(x, t)∂
2
t ξ(x, t)dxdt

→
∫ a

0
φ(x)∂t ξ(x, 0)dx −

∫
Ω

u(x, t)∂2
t ξ(x, t) dxdt

=
∫
Ω

∂tu(x, t)∂t ξ(x, t)dxdt .

We shall show ∫
Ω

f (x, um)ξdxdt →
∫
Ω

f (x, u)ξdxdt .(4.10)

Since a subsequence of {um(x, t)}, written as {um(x, t)} again, converges to u(x, t) almost
everywhere, f (x, um(x, t)) also converges to f (x, u(x, t)) almost everywhere. By um ∈ W

in t ∈ (0, T )we have, similarly to the proof of (3.17), |um(·, t)|H 1(0,a;x0) � M0 for t ∈ (0, T ),
whereM0 is independent of t . Hence using Proposition 2.2 (ii), we have

|um(x, t)| � C |um(·, t)|H 1(0,a;x0) � CM0(4.11)
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for any (x, t) ∈ Ω . Therefore {f (x, um(x, t))} is uniformly bounded in Ω . Hence using the
Lebesgue bounded convergence theorem, we obtain (4.10). Thus, letting m → +∞ in (4.9)
we have (3.1) for ξ = η(t) φk(x).

Let Z be the set of the linear combinations
∑l
k=1 ηk(t) φk(x), where ηk are of C2 and

vanish near a neighborhood of t = T . Then we have (3.1) for any ξ ∈ Z. Since Z is dense in
Y , we have (3.1) for ζ ∈ Y . We can show (3.2) in the same way. Thus u is the weak solution
of (P).
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