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Rejoinder

l. J. Good

I am pleased that the discussants have filled some
important gaps in my account of Poisson’s work and
its influence. But their contributions hardly overlap
so probably further gaps remain.

Diaconis and Engel have provided a most useful
succinct survey and bibliography of a topic of suffi-
cient philosophical and mathematical interest to de-
serve a name, say the Magnification of Indiscernible
Differences, where microscopic changes in initial con-
ditions lead to macroscopic differences. (“Amplifica-
tion” would be as good a term as “magnification” but
I prefer the acronym MID to AID. To show my appre-
ciation to Diaconis and his coworkers, another acro-
nym will be suggested by the last sentence of this
paragraph.) Poincaré (1912, pp. 4-7) mentioned such
situations and presented them as his first kind of
fortuitous phenomena, while assuming, however, that
the laws of nature are deterministic. In such situations
the results appear to humans to be random whether
or not the laws of nature are deterministic. The out-
come is exceedingly sensitive to the initial conditions,
but, up to a point, the final probability distribution is
insensitive to the initial ones. It sounds somewhat
paradoxical. Such situations occur in physics, in his-
tory, in economics, in wars, in the first picosecond
after God pressed the Big Bang Button, in games of
chance, and even in games of skill. In games of pure
chance they occur all the time but in games of high
skill less frequently. For example, in tennis a negligible
difference of impulsive force when the ball is struck,
a difference much smaller than the standard error of
the force intended by a champion, can decide who
becomes the champion. Deviations, imperceptible,
amplified, can often nullify incredible successes.

I referred briefly, with appropriate citations, to
Poisson’s work on the effect of changing the number
of jurymen votes required for a conviction, and to the
extensive development of the topic by Gelfand and
Solomon. It is good that Solomon has now provided
more details, for this was one of Poisson’s main prac-
tical applications of the theory of probability.

I am relieved that Heyde’s comments were not more
critical, for his distinguished joint book with Seneta
on Bienaymé is a mine of information concerning
statistics in the 19th century. The human interest is
I hope not entirely absent from my article but it is
dealt with very succinctly, especially in a few words
in the third paragraph. It would not have been polite
to emphasize Poisson’s faults at the Bicentennial con-
ference, especially as some Poissons were present.
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Singpurwalla has also added very interesting histor-
ical information. I agree with his comment that sub-
jective probability is required to measure logical prob-
ability. An intelligent machine would have to depend
on its own probabilities and our best chance of proving
that we are not intelligent machines is to prove that
we are not intelligent.

Singpurwalla asked me to state once and for all and
in simple English whether I am (i) a card-carrying
Bayesian, or (ii) a noncard-carrying solipsist, or (iii)
a Doogian. Well, if I were a solipsist I wouldn’t believe
in the existence of cards, and I do, so I’'m not a
solipsist. I know there are some solipsistic indications
in. the foundations of quantum mechanics (Wigner,
1962; Wheeler, 1978), but they are controversial. I
shall return to the topic of quantum mechanics below.

Regarding (i), there are so many varieties of Baye-
sianism that I cannot give a simple yes or no answer.
I am some kind of Bayesian, and the kind was de-
scribed in my note (Good, 1971) where 6° varieties
were mentioned, and the number is doubled if we
allow for “dynamic probability.” I prefer to say that I
believe in a Bayes/non-Bayes compromise, and that
puts me in category (iii). I do not, for example, regard
tail-area probabilities as absolute nonsense, but rather
regard them as having a rough Bayesian (? Doogian)
justification whenever they have any justification at
all (compare Good, 1950, p. 94), and this applies to
any other “non-Bayesian” technique. An informal
Bayesian approach makes it clear (i) that the conven-
tional P value of 5% is not worth writing home about
although any P value can be worth publishing, and
(ii) that any specific P value P, supports even a precise
null hypothesis H if the sample size N is large enough.
(Given P;, 3 N such that Pr(H|P,) > Pr(H).)

- “Standardizing” the P value to sample size 100

(Good, 1982) is one of several examples of a
Bayes/non-Bayes compromise.

In the fifties of this century I would have described
myself as a Bayesian because most other statisticians
were on my “right”. Now there are many statisticians
on my left, and they have dragged the most frequent
meanings of “Bayesian” with them. My own position
has remained unchanged, but it has become poten-
tially misleading to call myself a Bayesian without
qualifications. In simple English, I am a Bayesian and
I am not a Bayesian. The law of the excluded middle
applies only when words are unambiguous.

Singpurwalla mentioned some work on the re-
conciliation of probability judgments. Two further
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references, not entirely without merit, are Card and
Good (1970) and Good (1979).

Singpurwalla raised a question relating to the exist-
ence of physical probability. His concern is based on
the fact that, for example, a “wavicle” can hardly be
regarded as having a position until the position is
measured. (For historical reasons a wavicle is usually
misleadingly called a particle.) This is shown espe-
cially clearly by the famous two-slit experiment (for
example, see Reichenbach, 1944, p. 27). If even the
real existence of so fundamental a matter as position
is called into question, then, so the argument goes,
can quantum theory be used to justify the opinion
that physical probability probably exists? I think this
question can be answered in the following manner.

In Schroedinger’s formulation of quantum mechan-
ics, with Born’s interpretation, a wavicle has a physi-
cal “state” the mathematical “description” of which is
its wave function. The wave function, combined with
the measuring apparatus, determines the probabilities
that certain pointer readings will occur, known as
measurements of position. These probabilities seem
to me to be physical ones because both the wavicle
and the apparatus belong to the physical world. By
calling a wavicle a particle (or ding) we tend to assume
that it ought to “have” a position an sich. I am a plain
man and I call a wavicle a wavicle. Reality is an illusive
concept, but perhaps the “state” of the wavicle has
more physical reality (although only as an “interphe-
nomenon” in Reichenbach’s terminology) than its po-
sition. The topic is controversial and many philoso-
phers of science regard the concept of a wave function
as merely “instrumental.” These few remarks do not
reveal the deeper mysteries of quantum mechanics,
and if “hidden variables” exist perhaps the probabili-
ties will become more like those in classical statistical

mechanics which are not clearly physical. The current
most popular opinion among physicists is that hidden
variables do not exist.

Singpurwalla is right that I had overlooked the
discussion of causality by Poisson (1837, pp. 161-168).
Hume had claimed that a necessary condition for
regarding F as a strict (nonprobabilistic) cause of E is
that F has invariably been followed by E on many
occasions. By reference to experiments in physics,
Poisson points out that only a few occasions can be
enough. He also applies Bayes’ theorem (in effect) for
identifying strict causes. He does not deal with prob-
abilistic causality a topic to which a conference was
devoted in July 1985 (Skyrms and Harper, 1986).
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