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#### Abstract

Analytic functions of two non-commuting bounded operators in a Banach space are considered. Sharp norm estimates are established. Applications to operator equations and differential equations in a Banach space are discussed.


1. Introduction and statement of the main result. In the book [9], Gel'fand and Shilov have established an estimate for the norm of a regular matrix-valued function in connection with their investigations of partial differential equations. However, that estimate is not sharp, and it is not attained for any matrix. The problem of obtaining a sharp estimate for the norm of a matrix-valued function has been repeatedly discussed in the literature, cf., [3]. In the paper [10] (see also [11]) the author has derived an estimate for regular matrix-valued functions, which is attained in the case of normal matrices. In [16], the results of the paper [10] were extended to functions of two noncommuting matrices. The aim of this paper is to generalize the main result from [16] to some classes of functions of two noncommuting operators in a Banach space. It should be noted that functions of many operators were investigated by many mathematicians, (cf., [1, 21, 24] and references therein) however the norm estimates were not considered, but as it is well-known, operator valued functions give us representations of solutions of various differential, difference equations and operator equations. This fact allows us to investigate stability, well-posedness and perturbations of these equations by norm estimates for operator valued functions, cf., [3].

Let $X$ be a complex Banach space with a Schauder basis $\left\{d_{k}\right\}$, the identity operator $I$ and a norm $\|$.$\| . For a linear operator A,\|A\|$ is the

[^0]operator norm, $\sigma(A)$ is the spectrum, $R_{z}(A)=(A-z I)^{-1}(z \notin \sigma(A))$ is the resolvent, $r_{s}(A)$ denotes the spectral radius.

Everywhere below, $A, \widetilde{A}$ and $K$ are bounded linear operators in $X$. Let $\Omega_{A}$ and $\Omega_{\tilde{A}}$ be open simple connected supersets of $\sigma(A)$ and $\sigma(\widetilde{A})$, respectively, and $f$ be a scalar function analytic on $\Omega_{A} \times \Omega_{\tilde{A}}$. We define the operator valued function

$$
\begin{equation*}
F(f, A, K, \widetilde{A}):=-\frac{1}{4 \pi^{2}} \int_{C_{\tilde{A}}} \int_{C_{A}} f(z, w) R_{z}(A) K R_{w}(\widetilde{A}) d w d z \tag{1.1}
\end{equation*}
$$

where $C_{A} \subset \Omega_{A}, C_{\tilde{A}} \subset \Omega_{\tilde{A}}$ are closed contours surrounding $\sigma(A)$ and $\sigma(\widetilde{A})$, respectively.

Such functions play an essential role in the theory of operator equations. More specifically, consider the operator equation

$$
\begin{equation*}
\sum_{j=0}^{m_{1}} \sum_{k=0}^{m_{2}} c_{j k} A^{j} Z \widetilde{A}^{k}=K \quad\left(m_{1}, m_{2}<\infty\right) \tag{1.2}
\end{equation*}
$$

where $Z$ should be found and $c_{j k}$ are complex numbers. Put

$$
p(z, w)=\sum_{j=0}^{m_{1}} \sum_{k=0}^{m_{2}} c_{j k} z^{j} \widetilde{w}^{k}
$$

Then by Theorem 3.1 from [ $\mathbf{3}$, Chapter 1] a unique solution of equation (1.2) is given by the formula

$$
\begin{equation*}
Z=F\left(\frac{1}{p(z, w)}, A, K, \widetilde{A}\right) \tag{1.3}
\end{equation*}
$$

provided $p(z, w) \neq 0(z \in \sigma(A), w \in \sigma(B))$. Equations of the type (1.2) naturally arose in various applications, cf., [3, 19, 20], for example, the Lyapunov equation $A^{*} Z+Z A=K$, cf., [3], and the Lyapunov type equation

$$
\begin{equation*}
Z-A^{*} Z A=K \tag{1.4}
\end{equation*}
$$

play important roles in the theories of differential and difference equations, respectively, cf., [13]. These equations recently attracted the attention of many mathematicians. Mainly numerical methods for the solutions of operator and matrix equations were developed, cf., [27].

In the paper [4], reflexive and anti-reflexive solutions of a linear equation were explored. Furthermore, suppose that

$$
\begin{equation*}
T(t):=-\frac{1}{4 \pi^{2}} \int_{C_{\tilde{A}}} \int_{C_{A}} e^{t(z+w)} R_{z}(A) K R_{w}(\widetilde{A}) d w d z \tag{1.5}
\end{equation*}
$$

Take into account that $z R_{z}(A)=A R_{z}(A)-I$. Then simple calculations show that

$$
\begin{aligned}
T^{\prime}(t)= & -\frac{1}{4 \pi^{2}} \int_{C_{\tilde{A}}} \int_{C_{A}}(z+w) e^{t(z+w)} R_{z}(A) K R_{w}(\widetilde{A}) d w d z \\
= & -\frac{1}{4 \pi^{2}} \int_{C_{\tilde{A}}} \int_{C_{A}} e^{t(z+w)}\left[A R_{z}(A) K R_{w}(\widetilde{A})\right. \\
& \left.+R_{z}(A) K R_{w}(\widetilde{A}) \widetilde{A}\right] d w d z
\end{aligned}
$$

So

$$
\begin{equation*}
T^{\prime}(t)=A T(t)+T(t) \widetilde{A} \tag{1.6}
\end{equation*}
$$

Such equations arise in numerous applications, in particular, in the theory of vector differential equations, cf., [18, page 509], [3, Section VI.4, equation (4.15) and Section VI.2], [8, Section XV.10]. The literature on operator equations is rather rich. In particular, the paper [23] deals with necessary and sufficient conditions for the existence of solutions to systems of the general solution to a system of adjointable operator equations over Hilbert $C^{*}$ modules.

The paper [6] should be mentioned. In that paper, nonlinear operator equations of the form $A B A=A^{2}$ and $B A B=B^{2}$ are considered. For other recent results on operator equations see $[\mathbf{2}, \mathbf{5}]$. Certainly, we could not survey the whole object here. In the abovementioned papers, no estimates were established for solutions of the equations considered above. In the present paper, sharp norm estimates for functions of the type (1.1) are established. They give us estimates for solutions of equations (1.2) and (1.6).

Let $A$ and $\widetilde{A}$ be represented in basis $\left\{d_{k}\right\}$ by matrices $\left(a_{j k}\right)_{j, k=1}^{\infty}$ and $\left(\widetilde{a}_{j k}\right)_{j, k=1}^{\infty}$, respectively. So $A=S+W$ where $S=\operatorname{diag}\left[a_{11}, a_{22}, \ldots\right]$ and $W:=A-S$ is the off diagonal matrix. That is, the entries $w_{j k}$ of $W$ are $w_{j k}=a_{j k}(j \neq k)$ and $w_{j j}=0(j, k=1,2, \ldots)$. Similarly, $\widetilde{A}=\widetilde{S}+\widetilde{W}$, where $\widetilde{S}, \widetilde{W}$ are the diagonal and off-diagonal parts of $\widetilde{A}$, respectively. We put $|A|=\left(\left|a_{j k}\right|\right)_{j, l=1}^{\infty}$, i.e., $|A|$ is the matrix whose
entries are absolute values of $A$ in basis $\left\{d_{k}\right\}$. We also write $C \geq 0$ if all the entries of a matrix $C$ are nonnegative. In the same vein, we have the symbols $|h|, h \geq 0$ and $h \leq g$ for vectors $h, g \in X$. Denote by co $(S)$ and co $(\widetilde{S})$ the closed convex hulls of the diagonal entries $a_{11}, a_{22}, \ldots$ and $\widetilde{a}_{11}, \widetilde{a}_{22}, \ldots$, respectively, and let

$$
\eta_{j, k}:=\frac{1}{k!j!} \sup _{\substack{z \in \operatorname{co}(S) \\ w \in \cos (\tilde{S})}}\left|\frac{\partial^{j+k} f(z, w)}{\partial z^{j} \partial w^{k}}\right| \quad(j, k=0,1,2, \ldots) .
$$

Finally, put $\Omega(r):=\{z \in \mathbb{C}:|z| \leq r\}$ for an $r>0$. Now we are in a position to formulate our main result.

Theorem 1.1. Let $f(z, w)$ be holomorphic on a neighborhood of $\Omega\left(r_{A}\right) \times \Omega\left(r_{\tilde{A}}\right)$ for some $r_{A}>r_{s}(S)+r_{s}(|W|)$ and $r_{\tilde{A}}>r_{s}(\widetilde{S})+r_{s}(|\widetilde{W}|)$. Then

$$
\begin{equation*}
|F(A, K, \widetilde{A})| \leq \sum_{j, k=0}^{\infty} \eta_{j, k}|W|^{j}|K||\widetilde{W}|^{k} \tag{1.7}
\end{equation*}
$$

The proof of this theorem is presented in the next section. Below we check that the series in (1.7) really strongly converges. Note that estimates for functions of two commuting infinite matrices were established in [15].

Theorem 1.1 supplements the recent results on matrix valued functions [7, 14, 25]. About the recent results on infinite matrices and their applications, see the interesting paper [26].

## 2. Proof of Theorem 1.1.

Lemma 2.1. Under the hypothesis of Theorem 1.1, let A and $\widetilde{A}$ have $n$-dimensional ranges $(n<\infty)$. Then inequality (1.7) is valid.

Proof. We have $R_{\lambda}(A)=(S+W-I \lambda)^{-1}=\left(I+R_{\lambda}(S) W\right) R_{\lambda}(S)$. Consequently,

$$
R_{\lambda}(A)=\sum_{k=0}^{\infty}(-1)^{k}\left(R_{\lambda}(S) W\right)^{k} R_{\lambda}(S)
$$

provided the spectral radius $r_{s}\left(R_{\lambda}(S) W\right)$ of the matrix $R_{\lambda}(S) W$ is less than one. The entries of this matrix are

$$
\frac{a_{j k}}{a_{j j}-\lambda} \quad\left(\lambda \neq a_{j j}, j \neq k\right)
$$

and the diagonal entries are zero. Clearly,

$$
\left|R_{\lambda}(S) W\right| \leq \frac{|W|}{\min _{k}\left|a_{k k}-\lambda\right|}
$$

But $\left|a_{k k}-\lambda\right| \geq|\lambda|-\left|a_{k k}\right| \geq|\lambda|-r_{s}(S)$, provided $|\lambda|>r_{s}(S)$. So in this case

$$
\left|R_{\lambda}(S) W\right| \leq \frac{|W|}{|\lambda|-r_{s}(S)}
$$

Therefore, if $|\lambda|>r_{s}(|W|)+r_{s}(S)$, then

$$
r_{s}\left(R_{\lambda}(S) W\right) \leq \frac{r_{s}(|W|)}{|\lambda|-r_{s}(S)}<1
$$

and the series

$$
\sum_{k=0}^{\infty}\left(R_{\lambda}(S) W\right)^{k}(-1)^{k}
$$

converges. Similarly,

$$
R_{\lambda}(\widetilde{A})=\sum_{k=0}^{\infty}(-1)^{k}\left(R_{\lambda}(\widetilde{S}) \widetilde{W}\right)^{k} R_{\lambda}(\widetilde{S})
$$

provided $|\lambda|>r_{s}(|\widetilde{W}|)+r_{s}(\widetilde{S})$. So by (1.1) we have

$$
\begin{equation*}
F(A, K, \widetilde{A})=\sum_{m, k=0}^{\infty} C_{m k} \tag{2.1}
\end{equation*}
$$

where

$$
\begin{aligned}
C_{m k} & =(-1)^{k+m+1} \frac{1}{4 \pi^{2}} \int_{|w|=r_{\tilde{A}}} \int_{|\lambda|=r_{A}} f(\lambda, w)\left(R_{\lambda}(S) W\right)^{m} R_{\lambda}(S) K \\
& \times\left(R_{w}(\widetilde{S}) \widetilde{W}\right)^{k} R_{w}(\widetilde{S}) d \lambda d w .
\end{aligned}
$$

Since $S, \widetilde{S}$ are diagonal matrices with respect to basis $\left\{d_{k}\right\}$, we can write out

$$
R_{\lambda}(S)=\sum_{j=1}^{n} \frac{Q_{j}}{a_{j j}-\lambda}, \quad R_{\lambda}(\widetilde{S})=\sum_{j=1}^{n} \frac{Q_{j}}{\widetilde{a}_{j j}-\lambda}
$$

where $Q_{j} h=h_{j} d_{j}$ for a

$$
h=\sum_{k=1}^{\infty} h_{k} d_{k} \in X
$$

Consequently,

$$
\begin{gathered}
C_{m k}=\sum_{i_{1}=1}^{n} Q_{i_{1}} W \sum_{i_{2}=1}^{n} Q_{i_{2}} W \cdots W \sum_{i_{m+1}=1}^{n} Q_{i_{m+1}} K \sum_{j_{1}=1}^{n} Q_{j_{1}} \widetilde{W} \sum_{j_{2}=1}^{n} Q_{j_{2}} \widetilde{W} \cdots \\
\widetilde{W} \sum_{j_{k+1}=1}^{n} Q_{\substack{j_{k+1} \\
I_{i_{1}, i_{2}, \ldots, i_{m+1}}^{j_{1} j_{2} \ldots j_{k+1}}}}
\end{gathered}
$$

Here

$$
\begin{aligned}
I_{i_{1}, i_{2}, \ldots, i_{m+1}}^{j_{1} j_{2} \ldots j_{k+1}} & = \\
& \frac{(-1)^{k+m+1}}{4 \pi^{2}} \\
& \int_{|w|=r_{\tilde{A}}} \int_{|\lambda|=r_{A}} \frac{f(\lambda, w) d \lambda}{\left(a_{i_{1} i_{1}}-\lambda\right) \cdots\left(a_{i_{m+1} i_{m+1}}-\lambda\right)\left(\widetilde{a}_{j_{1} j_{1}}-w\right) \ldots\left(\widetilde{a}_{\left.j_{k+1} j_{k+1}-w\right)}\right.} .
\end{aligned}
$$

As it is proved in [12],

$$
\left|\begin{array}{c}
I_{i_{1}, i_{2}, \ldots, i_{m+1}}^{j_{1} j_{2} \ldots j_{k+1}}
\end{array}\right| \leq \eta_{m, k}
$$

Hence,

$$
\begin{aligned}
& \left|C_{m k}\right| \leq \eta_{m k} \sum_{j_{1}=1}^{n} Q_{j_{1}}|W| \sum_{j_{2}=1}^{n} Q_{j_{2}}|W| \cdots \\
& |W| \sum_{j_{k}=1}^{n} Q_{j_{m}}|K| \sum_{l_{1}=1}^{n} Q_{l_{l}}|\widetilde{W}| \ldots|\widetilde{W}| \sum_{l_{k}=1}^{n} Q_{l_{m}}
\end{aligned}
$$

Thus, $\left|C_{m k}\right| \leq \eta_{m k}|W|^{m}|K||\widetilde{W}|^{k}$. Now (2.1) implies the required result.

Proof of Theorem 1.1. Passing to the limit as $n \rightarrow \infty$ in the previous lemma we get required result due to the Banach-Steinhaus theorem.
3. Norm estimates. In this section the norm $\|$.$\| in X$ is a lattice norm. That is, $\|f\| \leq\|h\|$ whenever $|f| \leq|h|$ and $\|A\| \leq\||A|\|$. Theorem 1.1 implies

Corollary 3.1. Under the hypothesis of Theorem 1.1, we have

$$
\begin{equation*}
\|F(A, K, \widetilde{A})\| \leq\left.\||K|\| \sum_{j, k=0}^{\infty} \eta_{j, k}\left\||W|^{j}\right\|\| \| \widetilde{W}\right|^{k} \| \tag{3.1}
\end{equation*}
$$

If $A$ and $\widetilde{A}$ are diagonal: $W=\widetilde{W}=0$, inequality (3.1) takes the form

$$
\|F(A, K, \widetilde{A})\| \leq\||K|\| \sup _{\substack{z \in \operatorname{Co}(S) \\ w \in \operatorname{Co}(\tilde{S})}}|f(z, w)| .
$$

Furthermore, since $|W| \leq|A|$, from (3.1), it follows

For instance, let $X=l^{p}$ for some integer $p \geq 2$, and let $W$ and $\widetilde{W}$ be Hille-Tamarkin matrices, cf., [22]. Namely,

$$
\begin{equation*}
M_{p}(W):=\left(\sum_{j=1}^{\infty}\left[\sum_{k=1, k \neq j}^{\infty}\left|a_{j k}\right|^{q}\right]^{p / q}\right)^{1 / p}<\infty \quad \text { and } \quad M_{p}(\widetilde{W})<\infty \tag{3.4}
\end{equation*}
$$

with $1 / p+1 / q=1$. So, under (3.4), $A=\left(\widetilde{a}_{j k}\right)$ and $\widetilde{A}=\left(\widetilde{a}_{j k}\right)$ represent bounded linear operators in $l^{p}$, provided $S$ and $\widetilde{S}$ are bounded. As it is well-known, $\||W|\| \leq M_{p}(|W|)=M_{p}(W)$, cf., [22]. Now (3.2) yields

Corollary 3.2. Under the hypothesis of Theorem 1.1, let $X=l^{p}, 2 \leq$ $p<\infty$, and conditions (3.4) hold. Then

$$
\|F(A, K, \widetilde{A})\| \leq\||K|\| \| \sum_{j, k=0}^{\infty} \eta_{j, k} M_{p}^{j}(W) M_{p}^{k}(\widetilde{W})
$$

provided the series converges.
4. Functions of operators in a Hilbert space. Let $X=H$ be a separable Hilbert space with a scalar product (.,.) and the norm $\|\|=.\sqrt{(., .)}$. In this section we improve Theorem 1.1 in the case of so-called triagonalizable operators acting in $H$.

Let $S N_{p}$ be the Schatten-von Neumann ideal of operators $K$ in $H$ with the finite norm $N_{p}(K):=\left[\operatorname{Trace}\left(K K^{*}\right)^{p / 2}\right]^{1 / p}(1 \leq p<\infty)$. So $S N_{2}$ is the ideal of Hilbert-Schmidt operators, and $S N_{1}$ is the ideal of nuclear operators.

Recall that a linear operator $V$ is called quasinilpotent if $\sigma(V)=\{0\}$. A compact quasinilpotent operator will be called a Volterra operator. Let $E(t)$ be an orthogonal resolution of the identity in $H$, defined on a real segment $[a, b] . E$ is called a maximal resolution of the identity (m.r.i.), if its every gap $E\left(t_{0}+0\right)-E\left(t_{0}-0\right)$ (if it exists) is onedimensional, cf., [11]. We will say that a bounded linear operator $A$ is triangularizable, if there are an m.r.i. $E(t)$, a normal operator $D$ and a Volterra one $V$, such that

$$
\begin{equation*}
A=D+V \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
E(t) V E(t)=V E(t) \quad \text { and } \quad D E(t)=E(t) D(t \in[a, b]) \tag{4.2}
\end{equation*}
$$

A triangularizable operator $A$ has the property

$$
\begin{equation*}
\sigma(A)=\sigma(D) \tag{4.3}
\end{equation*}
$$

cf., [11, Lemma 7.5.1]. Each compact operator is triangularizable, and each operator having the Schatten-von Neumann Hermitian component is triangularizable; for more details, see [11, Chapter 7]. We will call $D$ and $V$ the diagonal part and nilpotent part of $A$, respectively. We have $V \in S N_{2}$, provided $A_{I}=\left(A-A^{*}\right) / 2 i \in S N_{2}$ or $A A^{*}-I \in S N_{1}$.

Indeed, due to [11, Lemma 7.7.2], we have

$$
\begin{equation*}
N_{2}(V)=\chi(A) \tag{4.4}
\end{equation*}
$$

where

$$
\chi(A):=\left[2 N_{2}^{2}\left(A_{I}\right)-2 \sum_{k=1}^{\infty}\left|\operatorname{Im} \lambda_{k}(A)\right|^{2}\right]^{1 / 2}, \quad \text { if } A_{I} \in S N_{2}
$$

Due to [11, Lemma 7.15.2],

$$
\begin{equation*}
N_{2}(V)=\theta(A) \tag{4.5}
\end{equation*}
$$

where
$\theta(A):=\left[\operatorname{Trace}\left(A A^{*}-I\right)-\sum_{k=1}^{\infty}\left(\left|\lambda_{k}(A)\right|^{2}-1\right)\right]^{1 / 2}, \quad$ if $A A^{*}-I \in S N_{1}$.
Moreover, due to [11, Lemmas 6.3 .6 and 2.3.2], we can write
$N_{2}(V)=g(A)$, where $g(A):=\left[N_{2}^{2}(A)-\sum_{k=1}^{\infty}\left|\lambda_{k}(A)\right|^{2}\right]^{1 / 2}$, if $A \in S N_{2}$.
Obviously, $\chi(A) \leq \sqrt{2} N_{2}\left(A_{I}\right)$ and $g^{2}(A) \leq N_{2}^{2}(A)-\mid$ Trace $A^{2} \mid$. It is not hard to show also that $\theta(A) \leq 2 \sqrt{\left|\operatorname{Trace}\left(A A^{*}-I\right)\right|}$.

By co $(A)$, we denote the closed convex hull of $\sigma(A)$. Let $f(z, w)$ be regular on a neighborhood of $\operatorname{co}(A) \times \operatorname{co}(\widetilde{A})$, and let the numbers $\psi_{j k}=\psi_{j k}(f, A, \widetilde{A})$ be defined by

$$
\begin{aligned}
& \psi_{00}=\sup _{\substack{z \in \sigma(A) \\
w \in \sigma(\tilde{A})}}|f(z, w)| ; \\
& \psi_{j k}=\frac{1}{(j!k!)^{3 / 2}} \sup _{\substack{z \in \operatorname{co}(A) \\
w \in \operatorname{co}(\tilde{A})}}\left|\frac{\partial^{j+k} f(z, w)}{\partial z^{k} \partial w^{j}}\right| ; \\
& \psi_{0 j}:=\frac{1}{(j!)^{3 / 2}} \sup _{\substack{z \in \sigma(A) \\
w \in \operatorname{co}(\tilde{A})}}\left|\frac{\partial^{j} f(z, w)}{\partial w^{j}}\right|
\end{aligned}
$$

and

$$
\psi_{j 0}:=\frac{1}{(j!)^{3 / 2}} \sup _{\substack{z \in \operatorname{co}(\tilde{}) \\ w \in \sigma(\tilde{A})}}\left|\frac{\partial^{j} f(z, w)}{\partial z^{j}}\right| \quad(j, k \geq 1)
$$

Theorem 4.1. Let both $A$ and $\widetilde{A}$ be triangularizable operators whose nilpotent parts $V$ and $\widetilde{V}$ are nonzero Hilbert-Schmidt operators. If, in addition, $f(z, w)$ is regular on a neighborhood of $\mathrm{co}(A) \times \operatorname{co}(\widetilde{A})$, then

$$
\|F(f, A, K, \widetilde{A})\| \leq N_{2}(K) \sum_{j, k=0}^{\infty} \psi_{j k} N_{2}^{j}(V) N_{2}^{k}(\widetilde{V})
$$

If $V=0, \widetilde{V} \neq 0$ is in $S N_{2}$, and $f(z, w)$ is regular on a neighborhood of $\sigma(A) \times \operatorname{co}(\widetilde{A})$, then

$$
\|F(f, A, K, \widetilde{A})\| \leq N_{2}(K) \sum_{j=0}^{\infty} \psi_{0 j} N_{2}^{j}(\widetilde{V})
$$

If both $A$ and $\widetilde{A}$ are normal and $f(z, w)$ is regular on a neighborhood of $\sigma(A) \times \sigma(\widetilde{A})$, then

$$
\|F(f, A, K, \widetilde{A})\| \leq N_{2}(K) \sup _{\substack{z \in \sigma(A) \\ w \in \sigma(\widetilde{A})}}|f(z, w)| .
$$

For example, consider the equation

$$
\begin{equation*}
A X-X \widetilde{A}=K \tag{4.7}
\end{equation*}
$$

assuming that $A_{I}, \widetilde{A}_{I}=\left(\widetilde{A}-\widetilde{A}^{*}\right) /(2 i)$ and $K$ are Hilbert-Schmidt operators, and

$$
\delta:=\operatorname{dist}(\operatorname{co}(A), \operatorname{co}(\widetilde{A}))>0 .
$$

Take $f(z, w)=\frac{1}{z-w}$. Then

$$
\psi_{j k} \leq \frac{(k+j)!}{\delta^{j+k+1}(k!j!)^{3 / 2}} \quad(j, k=0,1, \ldots, n-1)
$$

Hence, by Theorem 4.1 and (4.4), a solution of (4.7) satisfies the inequality

$$
\|X\| \leq N_{2}(K) \sum_{j, k=0}^{\infty} \frac{(k+j)!}{\delta^{j+k+1}(k!j!)^{3 / 2}} \chi^{j}(A) \chi^{k}(\widetilde{A})
$$

5. Proof of Theorem 4.1. First, let $A$ and $\widetilde{A}$ have $n$-dimensional ranges, $n<\infty$. Let $e=\left\{e_{k}\right\}_{k=1}^{n}$ and $\widetilde{e}=\left\{\widetilde{e}_{k}\right\}_{k=1}^{n}$ be the orthogonal normal bases of the triangular representation (Schur's bases) to $A$ and $\widetilde{A}$, respectively. So

$$
A e_{k}=\sum_{j=1}^{k} a_{j k} e_{j}, \quad \widetilde{A} \widetilde{e}_{k}=\sum_{j=1}^{k} \widetilde{a}_{j k} \widetilde{e}_{j}
$$

We can write

$$
\begin{equation*}
A=D+V, \quad \widetilde{A}=\widetilde{D}+\widetilde{V} \tag{5.1}
\end{equation*}
$$

where $D, \widetilde{D}$ are the diagonal parts, $V$ and $\widetilde{V}$ are the nilpotent parts of $A$ and $\widetilde{A}$, respectively. Namely,

$$
D e_{k}=\lambda_{k} e_{k} ; \quad V e_{k}=\sum_{j=1}^{k-1} a_{j k} e_{j}\left(\lambda_{j} \in \sigma(A)\right)
$$

Similarly, $\widetilde{D}$ and $\widetilde{V}$ are defined. Furthermore, let $|V|_{e}$ be the operator whose entries in $e=\left\{e_{k}\right\}$ are the absolute values of the entries of the matrix $V$. That is, $\left(|V|_{e} e_{j}, e_{k}\right)=\left|\left(V_{j}, e_{k}\right)\right|$ and

$$
|V|_{e}=\sum_{k=1}^{n} \sum_{j=1}^{k-1}\left|a_{j k}\right|\left(., e_{k}\right) e_{j}
$$

Similarly $|\widetilde{V}|_{\tilde{e}}$ is defined with respect to $\widetilde{e}=\left\{\widetilde{e}_{k}\right\}$. In addition, $|K|$ is defined by

$$
|K| \widetilde{e}_{j}=\sum_{k=1}^{n}\left|\left(K \widetilde{e}_{j}, e_{k}\right)\right| e_{k}
$$

We need the following result proved in [16, Lemma 2.2].

Lemma 5.1. Let $A$ and $\widetilde{A}$ have range $n<\infty$, and let $f(z, w)$ be regular on a neighborhood of $\mathrm{co}(A) \times \operatorname{co}(\widetilde{A})$. Then

$$
\|F(f, A, K, \widetilde{A})\| \leq\||K|\| \sum_{j, k=0}^{n-1} \sqrt{k!j!} \psi_{j k}\left\||V|_{e}^{j}\right\|\left\||\widetilde{V}|_{\tilde{e}}^{k}\right\| .
$$

Theorem 2.5.1 from [11] implies

$$
\begin{equation*}
\left\|\widehat{V}^{k}\right\| \leq \frac{1}{\sqrt{k!}} N_{2}^{k}(\widehat{V}) \tag{5.2}
\end{equation*}
$$

for any nilpotent matrix $\widehat{V}$. Take into account that $N_{2}\left(|V|_{e}\right)=N_{2}(V)$, then

$$
\left\||V|_{e}^{k}\right\| \leq \frac{1}{\sqrt{k!}} N_{2}(V) \quad(k=1, \ldots, n-1)
$$

A similar inequality holds for $\tilde{V}$. In addition,

$$
\begin{aligned}
N_{2}^{2}(|K|) & =\sum_{j=1}^{n}\left\||K| \widetilde{e}_{j}\right\|^{2}=\sum_{j=1}^{n} \sum_{k=1}^{n}\left|\left(K \widetilde{e}_{j}, e_{k}\right)\right|^{2} \\
& =\sum_{j=1}^{n} \sum_{k=1}^{n}\left\|K \widetilde{e}_{j}\right\|^{2}=N_{2}^{2}(K)
\end{aligned}
$$

Now the previous lemma yields the inequality

$$
\begin{equation*}
\|F(f, A, K, \widetilde{A})\| \leq N_{2}(K) \sum_{j, k=0}^{n-1} \psi_{j k} N_{2}^{j}(V) N_{2}^{k}(\widetilde{V}) \tag{5.3}
\end{equation*}
$$

Proof of Theorem 4.1. We need the following result proved in [17, Lemma 2.2].

Lemma 5.2. Let $A$ be a triangularizable operator. Then there is a sequence of $m$-dimensional operators $B_{m}(m=1,2, \ldots)$ strongly converging to $A$, such that $\sigma\left(B_{m}\right) \subseteq \sigma(A)$. Moreover, the nilpotent parts of $B_{m}$ tend to the nilpotent part $V$ of $A$ in the operator norm.

This lemma and (5.3) prove the theorem.

## REFERENCES

1. R. Arens and A.P. Calderon, Analytic functions of several Banach algebra elements, Ann. Math. 62 (1955), 204-216.
2. D.S. Cvetkovic-Ilic, The solutions of some operator equations, J. Korean Math. Soc. 45 (2008), 1417-1425.
3. Yu.L. Daleckii and M.G. Krein, Stability of solutions of differential equations in Banach space, American Mathematical Society, Providence, RI, 1974.
4. M. Dehghan and M. Hajarian, The reflexive and anti-reflexive solutions of a linear matrix equation and systems of matrix equations, Rocky Mountain J. Math. 40 (2010), 825-848.
5. D.S. Djordjevic, Explicit solution of the operator equation $A^{*} X+X^{*} A=B$, J. Comp. Appl. Math. 200 (2007), 701-704.
6. B.P. Duggal, Operator equations $A B A=A^{2}$ and $B A B=B^{2}$, Funct. Anal. Approx. Comp. 3 (2011), 9-18.
7. B. Fritzsche, B. Kirstein and A. Lasarow, Orthogonal rational matrix-valued functions on the unit circle: Recurrence relations and a Favard-type theorem, Math. Nachr. 279 (2006), 513-542.
8. F.R. Gantmacher, The matrix theory, Nauka, Moscow, 1967 (in Russian).
9. I.M. Gel'fand and G.E. Shilov, Some questions of theory of differential equations, Nauka, Moscow, 1958 (in Russian).
10. M.I. Gil', Estimates for norm of matrix-valued functions, Linear and Multilinear Alg. 35 (1993), 65-73.
11. $\qquad$ , Operator functions and localization of spectra, Lect. Notes Math. 1830, Springer-Verlag, Berlin, 2003.
12. $\qquad$ , Norms of functions of commuting matrices, Electr. J. Linear Alg. 13 (2005), 122-130.
13. $\qquad$ , Difference equations in normed spaces. Stability and sscillations, Math. Stud. 206, Elsevier, Amsterdam, 2007.
14. $\qquad$ , Estimates for entries of matrix valued functions of infinite matrices, Math. Phys. Anal. Geom. 11 (2008), 175-186.
15. $\qquad$ , Estimates for functions of two commuting infinite matrices and applications, Ann. Univ. Ferr. Sez. VII Sci. Mat. 56 (2010), 211-218.
16. $\qquad$ , Norms estimates for functions of two non-commuting matrices, Electr. J. Linear Alg. 22 (2011), 504-512.
17. $\qquad$ , Perturbations of operator functions in a Hilbert space, Comm. Math. Anal. 13 (2012), 108-115.
18. R.A. Horn and C.R. Johnson, Topics in matrix analysis, Cambridge University Press, Cambridge, 1991.
19. M. Konstantinov, Da-Wei Gu, V. Mehrmann and P. Petkov, Perturbation theory for matrix equations, Stud. Comp. Math. 9, North Holland, 2003.
20. A.G. Mazko, Matrix equations, Spectral problems and stability of dynamic systems, Stability, Oscillations and Optimization of Systems, Scientific Publishers, Cambridge, 2008.
21. V. Müller, Spectral theory of linear operators, Birkhäusr Verlag, Basel, 2003.
22. A. Pietsch, Eigenvalues and s-numbers. Cambridge Univesity Press, Cambridge, 1987.
23. Qing-Wen Wang and Chang-Zhou Dong, The general solution to a system of adjointable operator equations over Hilbert $C^{*}$ modules, Oper. Matr. 5 (2011), 333-350.
24. J.L. Taylor, Analytic functional calculus for several commuting operators, Acta Math. 125 (1970), 1-38.
25. R. Werpachowski, On the approximation of real powers of sparse, infinite, bounded and Hermitian matrices, Linear Alg. Appl. 428 (2008), 316-323.
26. Xiqiang Zhao and Tianming Wang, The algebraic properties of a type of infinite lower triangular matrices related to derivatives, J. Math. Res. Expo. 22 (2002), 549-554.
27. Bin Zhou, James Lam and Guang-Ren Duan, On Smith-type iterative algorithms for the Stein matrix equation, Appl. Math. Lett. 22 (2009), 1038-1044.

Department of Mathematics, Ben Gurion University of the Negev, P.o. Box 653, Beer-Sheva 84105, Israel
Email address: gilmi@bezeqint.net


[^0]:    2010 AMS Mathematics subject classification. Primary 47A56, 47A60, 47A62, 47G10.

    Keywords and phrases. Functions of non-commuting operators; norm estimate; operator equation.

    Received by the editors on April 9, 2013.

