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SINGULAR BOUNDARY PROBLEMS FOR THE 
DIFFERENTIAL EQUATION Lu = kau 

DAVID A. SHOTWELL 

1. Introduction. The classical theory of Sturm-Liouville boundary 
problems for second-order differential operators on finite intervals has 
served as the point of departure for a number of modern generaliza
tions. An extensive literature exists in connection with equations of 
the type Lu = ku, where L is a linear differential operator of order 
n = 1 on a finite or infinite interval J, and X is a complex parameter. 
Boundary conditions imposed upon solutions of these equations lead 
to differential boundary problems which are termed "singular" if I 
is infinite, or if the coefficients of the differential operator have a 
singular behavior near the endpoints of a finite interval. One method 
of dealing with such problems, due originally to H. Weyl, has been 
used effectively for a wider class of problems, notably by N. Levinson, 
E. A. Coddington, and F. Brauer. It consists of the replacement of the 
given problem by a sequence of regular (i.e. nonsingular) problems 
on finite subintervals which tend to the original interval. Known 
results for these regular problems then yield information about the 
singular case through a limiting process. This procedure may be 
carried out even though the so-called "singular" problem is not 
explicitly defined at the outset; the results obtained in the limit as the 
finite subintervals tend to the original interval are then defined as 
constituting the solution of a singular problem associated with the 
differential operator in question. The merit of this approach is that 
it does not require one to know in advance what boundary conditions, 
if any, are appropriate for the direct definition of a singular problem. 
However, such direct definition has been given by M. H. Stone, E. A. 
Coddington, and others, for important cases involving formally self-
adjoint L with associated operators which are symmetric or selfadjoint 
in the Hilbert space of functions square-integrable in the interval I. 

A further generalization of problems of this type leads to the con
sideration of 

(i) Lu = kMu, 

where L and M are differential operators defined on I. Just as in the 
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above cases where M is the identity operator, certain boundary 
problems for equations of this type can be dealt with by means of the 
theory of operators in Hilbert spaces. The present study is concerned 
with a class of problems for the interval 1 = (— oo ~,oo ), with L 
formally selfadjoint and of even order, M the operation of multiplica
tion by a function which is real, continuous, and bounded on I. The 
theorems obtained include a Parseval relation, and an expansion 
theorem valid for functions belonging to a linear manifold which is 
dense in L2(— °°, oo ). Certain results are first derived for boundary 
problems for (i) on finite subintervals of I. The proofs of some of the 
results for the finite interval problems are identical or very similar 
to those given by F. Brauer [2]. Accordingly, these proofs will either 
be omitted or only briefly sketched. However, the procedures in
volved in the passage to the limit, and the results obtained for the 
singular problem, differ from those of Brauer because of alteration 
of the hypotheses regarding the operators L and M. For the class of 
problems treated by Brauer, L and M were required to be semi-
bounded below, (Lu, u) = K(u, u), (Mu, u) ^ d(u, u), for functions u 
satisfying suitable boundary conditions. In addition, d > 0, and this 
requirement made possible the introduction of a new Hilbert space 
based upon the inner product [u, v] = (Mu, v). Completeness and 
expansion theorems relative to this new space, rather than the 
original space L2, were obtained. 

In the present paper the property of positive definiteness belongs 
instead to L, while the multiplication operator M, although bounded, 
may be indefinite in L2(I). A new space based upon (Lu, v) is 
introduced, and the Parseval relation is obtained with respect to the 
metric of this new space. The final expansion theorem, however, 
involves convergence in L2(I). 

2. Statement of hypotheses and summary of results. Let L be a 
formally selfadjoint differential operator of even order n = 2 given by 

(1) Lu(t)= f, Pi(t)u<«-%t)9 
i=0 

where Pj(n_i)(£) exists and is continuous, that is, Pi G C ( n - i ) on 
( -oo , oo)?andP0(£) ^ 0 on (— oo, oo ). 

Let D0
(n) denote the set of all functions f(t) such that fn~l\t) 

exists and is absolutely continuous on any finite interval, 
fn\t) G L 2 ( - oo , oo ), and J[t) = 0 for large |*|. Let L*,0 be the operator 
in L2(— oo,00) with domain D0

(n) which takes x(i) G D0
(n) into 
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Lx(t), where L is given by (1). Then L«° is symmetric in 
L2( — oo ? oo ) and it will be assumed that the differential operator L is 
such that there exists an € > 0 for which (Loo°x, x) ^ e(x, x) is satisfied 
for every x in the domain DLJ? of the operator L«0. Finally, let L be 
such that no solution of the differential equation Lu = iuy or of 
Lu = —iu, belongs to L2(— oo, oo ). (It is easily shown that the class 
of differential operators meeting all of these specifications is 
nonvacuous; an example is Lu = — u" + u.) 

Let a(t) be a function which is real-valued, continuous, and 
bounded on (—oo? oo), |o-(£)|< B for a positive number B. Also let 
the set of all zeros of a be of measure zero, and suppose that there 
exists a number c and a closed neighborhood No = [c — r), c + TJ], 
such that <r(t) ^ 0 and a(t) G C(n> for t G N0. By assigning 
initial conditions at t = c, we shall select a basis for the solutions of 
the differential equation 

(2) Lu = kau 

on (-"°°, °°), where X is a complex-valued parameter. Let Sj(t9 X), 
j» = 1, 2, • • -, n, be solutions of (2) which satisfy 

(3) S/*-D(c,\) = 8iJb fc=l,2, - - M I . 

These functions, together with their f-derivatives up to order n, are 
continuous in t, X and entire in X for fixed t on (—°°, °°); these 
properties are derived in [5]. 

Let Loo denote the closure in the space L2(—oo? oo) of L»0. The 
operator L« is symmetric, and (Loot*, u) ^ e(u, u) for u &DLoo>; n 
must be an even integer in order that the latter requirement be 
satisfied. Under the conditions imposed above on L, it is known 
that Loo is selfadjoint, Loo = L«* (see [4] ). On the linear manifold 
ÖL«, we introduce the inner product [u,v] = (L*>u,v), and put 
HI ti HI 2 = [u, u]. Let S denote the completion of the domain DL* 
with respect to the new inner product. S is a Hilbert space which can 
be identified with a linear manifold in L2(—oo?oo); this manifold 
is the domain DL* of a positive selfadjoint operator such that 
Loo12 • Loo'2 = Loo. (For a detailed discussion see [6], [7].) For 
u, Ü E S, [u, v] = (Loo1/2u, Loo1/2t;). Thus there are two inner products 
on the manifold S, which is complete relative to [ , ] , but is not com
plete in the original L2 inner product. 

From the properties specified for a, the multiplication operator 
M = <r takes L2(—oo)oo) into itself one-to-one, and is symmetric 
with respect to the L2 inner product ( , ). L « = € > 0 implies that 
zero belongs to the resolvent set of Loo, hence Loo-1 is defined on 
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L 2 ( — oo ? oo ) and bounded. For s E S, let Ts = Loo~l<rs. T is defined 
on S and takes S into DLoa C S. 

The main results to be proved can now be summarized in the 
statement of the following theorems. 

THEOREM 1. There exists an n X n matrix function p(k) defined on 
(— oo ? oo ) whose elements are complex-valued functions of bounded 
variation on any finite k-interval; p(k) is Hermitian, and p(k2) — p(k\) 
is positive semidefinite if k2 > ^i- Let hi, h2 be complex n-vector 
functions ofk and put 

(4) (hi, h2)p = r 2 h2J(k)hhk(k)dpjk(k) 

/or functions hi, h2, which are measurable with respect to p and for 
which (h, h)p = \\h\\2

p exists; let Hp be the Hilbert space thus defined. 
For fsE.S let gs = Tfs and let us^a,b) be the vector function with 
components given by 

us,(a,b)M = V f L*g,(t)Sk(t,k)dt if\k\ è e1? 
(5) k Ja 

= 0 i / |X|<«i . 

for k = 1, 2, • • -, n. Her^? e t is û ^ked positive number less than 
e/B (see above). Then usAa^) belongs to Hp, and as (a, fo)—» (— oo? oo )? 

w*,(a,b) converges in Hp to a limit hs such that \\\gs\\\ = ||^||P- The 
range of T is dense in S, and the correspondence gs —> hs extends 
uniquely to an isometric mapping V defined on S which takes S 
into Hp. 

THEOREM 2. Let s(t) be any function in S, and put u = Vs. Then 
there is a sequence of intervals (fi\, Pv) tending to (— oo?oo) such 
that the functions 

(6) [ £ ' + j ^ ] { t k-luk(\)Sj(t,\)dpjk(\)} 

which belong to L2(— °°, °° ), converge in norm to s in L2(— °° , °° ). 

It will be shown in the sections which follow that the matrix p(k) 
is the limit of a sequence of matrices corresponding to a sequence 
of boundary problems on finite intervals associated with L. 

We turn now to the formulation of the finite-interval problems and 
the derivation of their properties, which will be used to establish the 
stated theorems. 
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3. Boundary problems on finite intervals. On a finite interval 
8 = [a, b], let B8u = 0 denote n independent boundary contitions, 
the a s andß's being complex constants, 

(7) " S [cyu«Ka) + ß^\b)} = 0, i = 1, 2, • • -, n. 
i=o 

In L2(a, &) define a linear manifold 

_ f /.\ I w(n_1)(f) absolutely continuous 1 

Let L8 be the operator in L2(a, fo) with domain DLB which takes u 
into Lu, with L given by (1). Let the boundary conditions be chosen 
so that L8 is selfadjoint, and (Lôu, w)8= e(u,u)8 for w G DL8 . (Here 
the subscript 8 denotes the inner product ( , )8 in L2(8).) To show that 
such a set of boundary conditions exists, let L8° be an operator which 
takes u into Lu, its domain consisting of those u(t) in L2(a? b) for 
which u(n-1)(£) is absolutely continuous, u{n\t) G. L2(a, b), and u(t) = 0 
for all t outside of some closed interval contained in the open interval 
(a, b). Then L8° and its closure L8° are symmetric, 
(Lfpu, u) = e(u, u) for w £ D^o, and there exists at least one self-
adjoint extension L8 of L^5 which is also bounded below by €, e.g., 
the Friedrichs extension [ 7]. Boundary conditions B8 exist which 
define this extension; see [4], [5]. 

We consider the boundary problem P8 on 8, 

(8) P8 : L8u = kcru, u G DL, . 

For X an eigenvalue, u a corresponding eigenfunction, 

0 < (L8u9 u) = k(cruf u) — X M2**" dt 
J 8 

hence X = X ̂  0. For two distinct eigenvalues Xi, X2 with cor
responding eigenfunctions i/j, u2, 

(L8uu u2) = Xi(awb u2) = Xi(ui,oti2), 

(LgMx, tt2) = (uh L8u2) = X2(fii, cru2), 

from which (L8t*i, t/2) = 0. On DLs we introduce |w, t ) ] s = (L8u,v). 
| | | M | | | | = [W, U]6 . The eigenfunctions uÌ9 u2 are orthogonal with 
respect to this new inner product. 

A complex number X is an eigenvalue of P8 if and only if there is 
a nontrivial linear combination 
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of the independent functions (3) for which B8u(t) = 0, i.e., if and only 
if 

£ cjB8iSj(t,k) = 0, i= 1,2, - -sn , 
j = i 

where B5iis the ith boundary operator, 

BM = "S W°(a) + ßikf
kKb)] -

k=0 

Thus A is an eigenvalue if and only if the determinant A (A) of the 
matrix with B8iSj(t,k) in the ith row andjth column is zero. A (A) is 
entire in A and is not identically zero because the eigenvalues are 
real; therefore the eigenvalues are at most countable and have no 
finite limit point. 

In order to obtain the Green's function of Fô, we require a function 
Ko(t, T, A), the construction of which is given in [4]. This function is 
defined for t, r on (— °°, oo ) and for all A, and has the form 

(9a) Ko(t,T,A) =\ J &Sk(t,k)W*) C=T), 
M = l 

(9b) Ko(t,T,k) = - i J S^S^kjS&J) (*=*)> 
j,k = l 

where the S^1 are constants, the elements of a matrix S ~l which is non-
singular and skew-Hermitian. The functions dil)Ko(t, T, k)ldtl 

are continuous in t, T, A for I < n — 1, and, for I = n — 1 or I = n, 
are continuous on each of the domains t = T, T = ty while for 
I = n - 1, 

^ j dtn~l dtn~l P0(t) ' 

From these properties it follows that if f(t) G L2(a, b), then the 
function 

(11) V(t)= f Ko(t,T,k)J{T)dT 

satisfies (L — k<r)v = f a.e. on [a, b]. The Green's function for 
Fg is now constructed as fellows. Let Ki8(t, r, A) = ^Pj=iCjSj(t, A), 
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where the e, = CJ(T, X) are to be determined so that G8(t, r, X) = 
Ko(t, r, X) + Ki8(t, T, X) satisfies the boundary conditions B8G8(t, T, X) 
= 0. Here G8(t, r, X) denotes G8 considered as a function of t alone, 
r and X fixed, T G (a, b). Thus, 

(12) - B8iKo(t> T, X) = i 9Ba,S,(t, X), i = 1, 2, • • -, n. 
i - i 

B8iKo(t,T, X) may be extended by continuity so that it is defined for 
r G [a, b]; it is then a linear combination of the S,(r?X) with co
efficients which depend only upon X and are entire in X. The c/s are 
determined by (12) for all X such that A(X) / 0, i.e., for all X other 
than the eigenvalues. Ki8(t, T, X) therefore takes the form 

(13) Kl6(t, T, X) = 2 %k(k)Sk(t, A)S,(T, X), 

where the ĵfc(X) are meromorphic functions of X, with Xo a pole only 
if it is an eigenvalue of P8. The Green's function G8 = Ko + Klô is 
defined except at the eigenvalues, meromorphic in X for fixed t, T, 
and the transformation 

(14) G / = \b Gs(t,T,k)fi.T)dT, f(EL%a,b), 
J a 

takes L2(a, b) onto D Lh one-to-one, so that v = Grf satisfies 
L8v — \<rv = / 

The following three lemmas are proved by Brauer [2]. 

LEMMA 1. For im (X) ^ 0, G8(t, r, X) = G8(r, t,k). 

LEMMA 2. The poles of G8, as a function of X with t, r fixed on 
[a, b], are simple. 

Let XK be an eigenvalue of order I, with eigenfunctions Yi(t), 
^2(0, ' ' *, Yi(t) orthonormal in the new inner product: [Y,, Yfc]8

 = S/fc-
We then have 

LEMMA 3. The residue ofG8(t, r, k)at\= kK is 

as) K(*,X)= -xK i Wmy 
i = ì 

4. Spectral matrices. The operator L8 has a positive selfadjoint 
square root L8

m in L2(a,b), whose domain DL*= S8 is the com
pletion of DL 8 in the new inner product [,]«. For w, v in Sô, 
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[u, v]8 = (L8
l,2u, L8

ll2v) and |||w|||g= [u, u]8. (See Theorem I and 
paragraphs preceding it.) Let T8u = L8~kru for u G Sô; then, 

LEMMA 4. The operator T8 in space Ss has the following properties: 
(i) Tg_1 exists. 
(ii) T8 is bounded and symmetric (hence selfadjoint) on S8. 
(iii) T8 and P8 have the same set of eigenfunctions, the associated 

eigenvalues being reciprocals of each other. The eigenfunctions are 
complete in Sô, and T8 is completely continuous. 

We observe first that if [T8u, T8u]8 = 0 , u £ S8, then (L8L8~
lau, 

L8~kru) = 0, and L8 ^ e > 0 implies L8~kru = 0, au — 0 in 
L2(a, b); a ^ 0 a.e., hence u = 0 in L2(a, b), and 

HMIU = ( V%, L6I%) i'2=o. 
This shows that T8

_ 1 exists. 
To prove (ii), let u, v belong to Sg. Then, 

[ T8u, v] g = (au, v) = (u, (TV) = [u, T8v] 8. 

Thus Tg is defined on S8 and is symmetric, which implies that it is 
bounded. 

Zero is not an eigenvalue of Tô, or of the boundary problem P8 

because L8 ^ e > 0. If T8u = PU, 0 / U Ë Sg, then L8u = kau 
where A = v~l; conversely, if L8u = kau then T8u = vu. From 
the condition \a\ < B it follows that if L8u = kau, u / O , then 
e(u,u) < \k\B(u, u), or 

(16) 0<elB< |4 

It is shown by Brauer [2] that if h is a function of class Cn on [a, b], 
h G. DLV and if [h, u]8= 0 for every eigenfunction w of P8, then 
h = 0 o n [a, fo]. The completeness of the eigenfunctions follows from 
this result: let Si be the closure in Ss of the linear span of the set of 
eigenfunctions, and suppose that g G Sô, g orthogonal to S1? i.e. 
[g, u] g = 0 for every eigenfunction u. Then 

[T8
2g,u]8= [T8g,T8u]8= ^[Tgg,u]g= v2[g,u}8=0, 

where v is the eigenvalue associated with u. Thus Tô
2g G DLh, T8

2g 
is orthogonal to every eigenfunction u, and T8

2g= L8~
l(amT8g) 

is of class Cn. It follows that Tô
2g = 0, and g = 0, from (i); hence 

Sx = Sg and the eigenfunctions are complete. This result implies that 
there are infinitely many eigenfunctions, hence that the sequence of 
eigenvalues of P8 (each of multiplicity ^ n) is not bounded. If an 
orthonormal basis is chosen for the eigenspace at each eigenvalue, a 
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complete orthonormal sequence of eigenfunctions is obtained. 
Correspondingly, the spectrum of T8 is discrete, with zero its only 
limit point, and T8 is completely continuous in Sô [7, §93]. 

Let {yk{t)} be a complete orthonormal sequence of eigenfunctions of 
P6, the corresponding eigenvalues {X*} being ordered so that 
0 < |Xi| S |X2| ^ • • • g IXfel ̂  |Xfc+i| ^ • • '. For a function / G Sô, 
the Parseval equality and the expansion theorem take the forms: 

(17) [f,f)s= 2 [/, yu] s[f,yk]s= S rf(f, oyO (f, *«/*)> 
fc = l fc=l 

(18) i™ [/- t [f,Yk]syk,f- i [f.ykhyu] =0. 

It is easily shown that the inequality 

(19) [ & g ] . ^ e ( g , g ) , 

valid originally for elements g £ D ^ , extends to all of Ss; from this it 
follows that 2)fc=i [/>!/*] ôj/fc a l s o converges to fin the space L2(a, b). 

Each eigenfunction j/*. is a linear combination of the independent 
solutions {Sj(t, X)} with X = X&; 

(20) 

Thus (17) 

(21) 

where 

may 

#(*) = 

be written 

[/./i. - / : . £ ^)* f c(X)dpô , ,(X), 
j,fc=i 

(22) <fe(A) = f f{t)a(t)Sj(t,k)dt, 
J a 

and ps(X) = (pôjk(k)) is a matrix of step functions with discontinuities 
only at the eigenvalues, continuous from the right: 

PsAi + 0) - p6j,(Xi - 0) = ps^Xi) - pô,,(Xi - 0) 

(23) , 2 _ 

^ ^* rmjrmk> 
m = l 

where the sum contains I terms for Xi an eigenvalue of multiplicity I. 
We also require p6(0) = (0), which determines ps(X) uniquely. 
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The properties obtained for finite interval problems of type P8 will 
now be applied to the derivation of results in the singular case. 

5. Proof of Theorem 1. Let a sequence {8m} of intervals be chosen 
00 ? 00 

) as m-> oo, and with each such interval 
let boundary conditions Bm be associated so that the above results 
hold, i.e. there is a complete orthonormal sequence of eigenfunctions 
in the space S&m = Sm, and an expansion involving the spectral matrix 
pm(k) = PsmM- The operator Lm = Lsm, selfadjoint in the space 
L2(am, fom), satisfies (L^u, u)m ^ em(u, u)m where €m ^ €, €m being 
the greatest lower bound of Lm. 

We shall first prove 
LEMMA 5. There exists at least one matrix p(X) which is the limit 

of a sequence of matrices for finite interval problems, and which has 
the properties specified in the statement of Theorem 1. 

This lemma is proved by the method of [5, Chapter 10, Theorem 
2.1], with modifications to fit the present case. We remark that the 
proof is valid under somewhat less restrictive conditions than those 
which have been imposed; the requirement that €m ^ e > 0 may be 
replaced by em > 0, and the condition that \cr(t)\ be bounded on 
(— oo ? oo ) is not used. 

From its definition pm(X) is Hermitian, and it is easily shown that 
Pm(A2) — Pm(Ài) is positive semidefinite if A2 > Xi. On any fixed finite 
interval [ — /LL, p,], pm.k(k) is of bounded variation, and it will be shown 
that the bound is uniform, that is, independent of m. From (23), 

(24) \pmjk(k2) - Pmjh(kl)\ ^ 1 |Pmi/(X2) - Pmjj(kl) + pm , f c (X2) ~ Pmkk (k{)\. 

Thus it suffices to prove the uniform boundedness for the diagonal 
elements of pm(X). Let m be sufficiently large so that c, at which 
Sjik~l)(c, X) = 8,-fc, satisfies am< c < fom, and consider the contribution 
of the eigenvalue X» of Fm to (21) with — fx < X» = fi; it is 

(25) S ^ ( X i ^ X i ) Ap (ki) = A(f, ki) i= 0, 

where Apm.A.(Xi) = pmjk(ki) - pmjk(ki — 0). Recalling the properties 
specified for a(t) in the neighborhood N0 = [0 — 17,0 + 17], we 
choose h, 0 < h < 17, such that if |X| = /a, c = t ^ c + h, then 

(26) I S / - 1 ^ , X) - ôjk\ < l/16n2, j , k = 1, 2, • • -, n. 

Let g(t) be a nonnegative function of class C(2n) on (—°°, °°) such 
that g(t) = 0 for t$ (c, c + h), and, 
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(27) jC
c
+hg(t)dt=l. 

For v = 1, 2, • • *, n, let functions^ (t) be defined as follows: 

/„(*) = ( - l ) " - ^ * " - 1 ^ ) • [»(*)] - 1 for« E (c, c + Ä), 

= 0 forte(-»,oo),t^(c,c+fc). 

Then f(t) G DL„„ and with j{t) = /„(*) in (21), an estimate will be 
obtained for the corresponding expression (25). From (22), 

= (~l)(-i)£+hg(-i)(^)S^XÖ^= J^g^C-D^Ai)!». 

For j = i/, S„ ("-1) (t, \i) = 1 + /ut„(*), c ^ £ ^ c + ft, while for j ^ v, 
Sj <"-D(*, Ai) = //,(*), c g t § c + /i, where \^(t)\ < l/16n2, j = 1, 
2, • • -, n. Thus, 

(30) <&„ (Xi) = 1 + W„, <&,(A«) = Wj for j f v9 

where | \ ^ | < l/16n2forj = 1, 2, • • -, n. From (25), 

hence, 

A(y„>Ai)^ S fo(X,)|2 Ap^X,) - | X foMI • |4»fc(X0l 

• [àpmjj(\i)+ Apmu(X4)] 

^ |4>,(A,)|2 A p ^ A , ) - i J |*,(Xi)l • |*.(A,)| 
(Jl) jy» 

• [ Apmj/(Xi) + Ap (X,)] 

- | Ì I*» (Ai) | • pfc(A,)|[ Ap (A,) + Apmw(X,)] 
fc** 

- | 2 l*A)l • l**(Ai)l 

.[Apm ,(X<)+ Apm,,(Xi)]. 
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From (30) and (31) follows 

(32) A(fv, A,) i = | A p „ w (Xt) - ^ S Hpm^). 

Thus, since n = 2, 

(33) E A ( f „ , A j ) > l 2 Ì Apm,(\f), 
p = l j = l 

and from this relation together with (21) and (25), 

(34) i [/„ ,fp ] m > i È [ p m » - pm , ( - /*)]. 
P = l j = l 

The left member of (34) is independent of m, which establishes that 
thepm..(X) are of uniformly dominated total variation on [ — p, p ] . 

By the Helly selection theorem there exists a subsequence of 
{8m} such that the corresponding matrices pm(X) converge to a limit 
matrix for — p ^ X = /x; a subsequence of the first then leads to 
convergence on — jXi ^ X = pti, where p < px . Continuation of this 
process for a sequence of X-intervals tending to ( — °°, °° ), together 
with the diagonal process, shows that there exists a subsequence 
{8mk} for which the pm;.(X) converge to a matrix p(X) for — oo < X < °° . 
To simplify notation we omit the extra subscript fc, so that {Sm} 
will henceforth denote a subsequence of the sequence of intervals 
originally chosen, for which the associated matrices converge as 
described. The matrices pm(X) are Hermitian, and if X2 > Xi then 
Pmfa) — Pm(A-i) is positive semidefìnite; pm(X)-»p(X) implies that 
p(X) also has these properties. Each element Pj/c(X) is the limit of a 
sequence of functions which are of uniformly bounded variation on 
any fixed finite X-interval, from which it follows easily that Pjh(h) 
is also of bounded variation on any finite interval. Thus, Lemma 5 
is proved. 

We proceed to the special case of the Parseval relation expressed by 

LEMMA 6. If fit) G D0
(n) and h(k) has components given by (49), 

with g = Tf, then h G Hp and \\\g\\\ = \\h\\. 

PROOF. F(t) G DLm for large m, and the completeness relation (21) 
yields 

(35) [f,fim= I"" tW)*k(k)dpmjk(k) 



SINGULAR BOUNDARY PROBLEMS 699 

where 

(36) *j(X)= j[mj{tMt)SÂtJ)dt. 

Let gm(t) be defined on ( — <», <» ) by: 

t x gm(t) = Lm-kr(t)j{t) = Tm / for £ G [am, bm] = ôm? 

(37) 
= 0 f o r f Ç [am,bm]. 

The restriction gm(£) of gm(£) to ôm belongs to DLfn C Sm; the com
pleteness relation applied to gm yields 

[gm, gm] m = S I [gm, ?/*] m|2 = E (<tf ï/*X°/> »*) 

(38) 

Here ei < e/B is a fixed positive number; from (16), no eigenvalue 
of Pm, hence no point of increase of pm(X), is distant less than e/B 
from the origin. With ||gm|| denoting the norm of gm in L2(— °°, <»), 
||gm|| = ||gm||m, and from (19), 

||gm||m =—[gm, gm] m = —{tf, gm)m 

(39) i 

e («f.gJS -J-lpfl -Hg.il. 

The condition |a(£) | < B, with (39), implies 

(40) ||gm|| =§ ( « i ) | / l , 

i.e., the sequence of functions {gm} is bounded in norm in the space 
L2(— oo?oo). Therefore, there exists at least one subsequence of 
{gm} which converges weakly to a function g G L2(— <», » ) ; thus, 
as m—> oo through values for which there is weak convergence to g, 
(38) yields 

ï ™ [ g m , g m ] m = H m (of, g m ) = ( a / , g ) 
m-*00 m-*00 

(41) 

= lim IT* + f" ]± i %îxypk(\)dpmik(),). 
m_>oo LJ - • J«i J A"5

 j f c = l 

Let x(£) be any function belonging to D0
(n) = DLJ. Then 

http://-Hg.il
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(LooX, gm)—> (LooX, g) as m^> oo ; for large m, x satisfies the boundary 
conditions for Lm on the finite interval ôm and vanishes outside ôm, 
hence (L*>x, gm) = (Lmx? gm)m = (x, erf), and (LooX,g) = (x,of). 
This relation extends to all x G DL«,: using the fact that L« is the 
closure of the operator L»0, let {xn}, xn G D0

(n), be a sequence such 
that x „ - • x, L Then the result follows from the continuity 
of the inner product in L2( — oo ? oo ) with respect to mean convergence. 
Thus, g belongs to the domain of the adjoint operator L«*, and 
Loo*g = af. But Loo is selfadjoint, hence Loog = erf, or 
g = L oo~ krf = 7]f. The norm of g in the new space S satisfies 

(42) | | |g| | |2= [g,g] =(of,g). 

Thus g is determined uniquely by f, independently of the choice of 
a weakly convergent subsequence of {gm}. From (41) and (42), 

(43) k|._ um r r + n i * i ^ s » 
For large positive fi, 

(44) 

the right member of (44) exists because of (35), and 

(45) L J - " J * J M - i x 

^ ( i / ^ 2 ) [ / , / i m = (i/M2)(L-/>y)-

Hence, 

+ (Up*)(L.f,f). 
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By a well-known integration theorem, the limit of the left member of 
(46) exists and is equal to the expression obtained by replacing pm by 
the limit matrix p; from (43) and (46), 

g (1/^)(L„/,/). 

Let h(k) be the vector function of X, of n components, whose jth com
ponent is (&j(k))lk for \k\=€i, zero for |A| < €!. Then, as /x-»oo? 

(47) implies that h belongs to Hp, and 

(48) lllglH2= f S ~W)hk(\)dpjk(k) = \\h\\î; 

this completes the proof of Lemma 6. 

LEMMA 7. The range of T is dense in S, and there is an isometric V 
defined on S and taking S into Hp, such that iff, g and h are as in 
Lemma 6, then h = Vg. 

PROOF. The symmetry and boundedness of T in S, and the existence 
of T_ 1 , are established in the same manner as for the operator T8 

considered earlier. The linear manifold Do(n) is dense in S, for if s G S 
satisfies [s, x] = 0 for all x G D0

(n), then (s, L^x) = 0; for / G D L « 
choose {xn}, xn G D0

(n), such that xn-*f LooXn-» L«f in L2(— <», » ). 
Then (s, L«/) = 0 for all / G DL^', the range of L« = L*,* is all of 
L2( — oo ? oo )? hence s is zero in L2(— oo 9 oo )? also in S. It now follows 
from the foregoing properties of T that the set {Tf}, / G D 0

( n ) , is 
dense in the space S. Thus, the correspondence g—» h of Lemma 6 
is a linear mapping V0 of the set {g} = {Tf},fG D0

(n), into Hp, and 
Vo extends uniquely to an isometric mapping V defined on S, taking 
S into Hp. For g = Tf / G D0

(n), it follows from (35) and the defini
tions of h that 

W = Ì " j " . f(tMt)W*)dt 

(49) = _L f°° [L.g(f)]"%(Ü5d* for |X|^ € l , 

= o for M < €l' 
j = 1, 2, - - -, n. These integrals exist for all k because / vanishes 
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outside a finite interval. It remains to extend this representation for 
h = Vg to the larger set {g} = {Ts}, s G S. 

LEMMA 8. Iffs G S, gs = Tfs, and ws,(o,b) has components given by 
(5), then uSt(aM G Hp? and as (a, fo) - * ( — » , oo ), wMa,b) -+hs = Vgs 

inHp. 

PROOF. Let D^^) denote the set of functions in Do(n) which vanish 
for t (£ (a, b), where [a, b] is a finite interval, and let u = t*(X) be 
an element of Hp. F o r / G D(

(£fc), g = T/, h = Vg, 

(50) 

(fr,u)„ = lim 2 Uj(k)hk(k)dpjk(k) 
0*1. » * ) - » < - » , <">) JMi j,fc = 1 

= um r r + n i ^ Ä ) 
. f* c(t)f(t)Sk(t,k)dtdpf,(k) 

- *"m fur+n 
n 

S X - 1 ^ ) Sk(t,k)dpjk(k)\(T(t)f(t)dt 
j,k = 1 J 

where t̂x —> — oo through a sequence of values for which the matrix 
p(X) is continuous, similarly for p^—* °° . The interchange in the order 
of integration is valid for continuous u; (50) is established for an 
arbitrary u through the employment of a sequence {un} of continuous 
vector functions such that un —» u in Hp. 

With ili, ji2 held fixed, the expression 

(51) n 

• £ Ì u,(x) Sk(t,k)dPjk(\) } <r(t)f(t)dt 

is a linear function on the set {a • / } of functions in L2(a, fr),/G D(2,b>. 
The set D ^ ^ is dense in L2(a, b), as is its image under multiplication 
by a. (Multiplication by cr^ 0 a.e. yields a bounded selfadjoint 
operator in L2(a, b) which has an inverse.) By the Schwarz inequality, 

(52) \F^^(af)\ ^ | K „ J|[«,*,] • |kf | |u,b] , 

where u)^^ is the function, defined and continuous for — oo < t < oo ? 

given by 
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(53) a>fc,*>(t) = f P + r 1 S iS 'W ^(t,k)dPjk(k). 

Thus Ffa, Htfof) *s a bounded functional on the dense set {erf}, 
which extends uniquely to all of L2(a, b) with preservation of norm. 
From the Riesz representation theorem for bounded functionals, and the 
density of {erf}, it follows that the extended functional is given by 

( 5 4 ) F<M„ * , ) (*) = (*> Wbu Mt) )> * e L 2 ( a > fo) 

and the norm of F^,, ̂  is ||tü<Mlf M2)||[a,b]. From (51) 

(55) n 

• { Ì T # ) f a(t)f(t)Sk(t,k)dt }dPjk(k). 

Applying the Schwarz inequality on the finite X-interval [fa, fx2] 
yields 

hence 

(56) iF^^afil^Wul-WhW, 

From (42) 

| | |g | | |^ | |a / | | - | |g | |g | |or / | | - ( l /Ve) | | |g | | | , 

or since (a| < B, 

(57) l g B S ( l / V c ) | a / | S ( W V « ) l / | . 
From |||g||| = \\h\l, together with (56) and (57), 

(58) iF^^fil^duWW-Wafl 

Thus the norm of F^,^) on {erf}, and of its extension to L2(a,b) 
is less than or equal to ||w||p/V€, i.e., 

(59) IK.^OIIw^HiM. 
The right member of (59) is independent of a, b, and of /xls JU2; hence 

file:////h/l
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for each pair (/x,l9 /x2) of the sequence, w^ ^(t) G L2(—oo, oo ) and 
llu^,^)!! = ||w||p/V€. It follows that there exists a subsequence of the 
sequence of intervals (fiu /LL2) originally chosen for which w^^t) 
converges weakly to a function w(t) G L2(— oo ? oo )? and ||u>(£)|| = 
||w||p/V€. In (50) let (/UL1? /I2)—> (— °°> °° ) through this subsequence to 
obtain 

(60) (h,ul= \b w(t)a(t)f(t)dt. 
J a 

the interval [a, b] was arbitrarily chosen, hence (60) may be written 

(61) (h,u)p= \^w{t)<i{t)f{i)dt, 

in which form it is valid for a l l / G Do(n). It is easily seen that w(t) is 
uniquely determined; that is, it is independent of the particular 
weakly convergent subsequence of {w^ ^(t)} which is chosen. 

Now let gs = TfSy for an arbitrary fs G S, and put hs = Vgs. Let 
{fm}, fm G D0

(n), be a sequence such that \\\fs — fm |||-> 0 as m-» 00 . 
Then |||g, - g m | | | -»0 , where gm = Tfm, also hm = Vgm-> hs in Hp. 
From (61), 

(62) (hm, u\ = J" M w(t)<T(t)fm(t)dt 

The inequality 

(63) [ g , g ] ^ € ( g , g ) , g G S , 

can be established in the same manner as (19), and it implies that the 
sequences {fm}, {o/m} converge in L2(—oo?oo) t o / , of8, respec
tively; hence 

(64) (h„ u)p = £ w(t)a(t)fs(t)dt, 

(65) (hsy u\ = lim ( W<H, ^(t)(T(t)fs(t)dt 

where (/Lt1? /x2)—» (— °°, °° ) through a sequence of intervals for which 
w(n, m) converges weakly to w. With a < b, the expression 

(66) J* w^Ut)v(t)f8{t)dt 

may be rewritten, using (53), as 
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(67) IL7+ /«? I { ^ iuj{k) \b
a
a^fs(t)sk(t,k)dt}dPJk(k). 

j,k — 1 

It will be shown below that the vector function us>{a>b) with components 
given by 

tW)*(A) = x f <r(t)f8(t)Sk(t9 k)dt if |X| ̂  € l , 
(68) 

= 0 i f | X | < € 1 , 

belongs to Hp, and that as (a, b)—> ( — » , oo )? w s (ab ) tends in Hp to 
a limit vector us: thus, 

(69) 
J*^ ux*,*) (t)a(t)fs(t)dt 

Using (65), it follows that for all u G Hp, 

(70) (fc„tt)p = (us, M) 

hence /i5 = ws. Thus if g G {Tfs}> fs G S, then its image hs = Vgs 
has an integral representation in the sense that (68) converges to it in 
Hp as (a, b) -* (— oo, <» ). 

To prove the assertion accompanying (68), let a, b be fixed, and 
choose a sequence {fm} of functions belonging to D^âjt») and tending 
to fs(t) on [a, b] in the space L2(a,b). Let [fiÌ9 fi2] be a finite X-
interval belonging to the sequence of intervals previously chosen. 
The sequence of vectors hm = VTfm = Vgm have fcth components 
given on ( — oo ? oo ) by 

hm*(k) =~-\b <r{t)fm{t)Sk{t,k)dt, |X| ̂  € l , 
(71) X Ja 

= 0, |X| < € l . 

Comparing (68) and (71), it follows from the L2 convergence of the 
fm to fs that hm>k(k) tends to the kth component of us>{a>b) uniformly in 
X on [/xi, /LL2] . Thus, as m—» oo y 

(72) 

r i hmj(k)hm,k(k)dpjk(\) 

2 Us,(a,b)j(k) Us>(a,b)k(k)dpjk(k). 
J^i j,k = l 
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For each m, the left member of (72) is less than or equal to (h„„ hm)p 

= HI g HI2, hence from (57), 

(73) f2 i hj\)hm,k(\)dpjk(k)^^\\fm\\*. 
JK j,k = l € 

B u t ll/«ll= ll/«ll(a,b)->||/||(a,i,) in L2(a,b\ hence (72) and (73) 
imply 

ß 2 n r\\2 
(a,by 

[^ A B 
Zé Us,(a,b)M)Us,(a,b)k(k)dpjk(k) = — 

(74) 
^ (B2 /€) | | / |2 . 

This bound is independent of /LL1? /LL2, and of a, b, i.e., each of the 
vector functions uSt(a>b) belongs to H and has norm dominated by 
(B/Ve)|[f||. Let usA denote the difference of the two vector func
tions UsAa^b^y Us,((hM corresponding to intervals (a1? fox), (a2, b2) 
with a2 < «i, b\ < fo2. According to (68), the fcth component of us is 

Y / A <r(t)fs(t)UtJjdt if\k\^€U 

(75) o i f N < -

where A = (a2,b2) - («i> &i) = ^1 U A2, Ax = (a2, a i ] , 
A2 = [&i, fo2). Thus (75) may be written 

•f f a(t)fs(t)Sk(t,\)dt+ -f f a(t)fs(t)$&k)dt, |X|=«i> 
A J Ai A JA2 

(76) 
0, |X| < ei. 

The same arguemnt which let to (74) and the conclusions based upon 
it may now be applied to each of the two integrals in (76), with the 
result that usAG Hp satisfies 

||usi||p^(B/VC)||/|U. 
B u t 11/11 A ~*0 a s (fli> &i)-* (~~°°> °°) because / G L 2 ( - 00, 00 ). 
Hence, wÄ,(fl,b) —» fos in Hp, and the proof of Theorem 1 is complete. 

6. Proof of Theorem 2. Returning to relation (61) and the associated 
notation, let s(t) be any function in S, and in (61) let u = Vs: 

(77) (h, u), = (Vg, Vs)p = [g, *] = (of, s)= I" w{t)a(t)f[t)dt; 
J — 00 
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this relation holds for all / G D0
(n). It follows that w(t) = s(t), i.e., 

from (86), s(t) is the weak limit in L2(— <», <» ) of a subsequence of 

(78) t r w ? , ]{t j:u^Mt^)}dpJk(k\ 

where {(/Xi, /I2)} is the sequence of intervals employed in (50). For 
two intervals (p,1? p,2), (p<i', M2') belonging to this sequence with 
Mi ' < Mi> M2 < M2'> let A = [/üti ', jüti] U [n2, M2'] and consider the 
difference of the corresponding functionals (51); it is 

(79) FA(af)= f { [ J i ^ Â j SÖX)dMA) }»(*)/(*)*• 
Ja L J A ^ = 1 A J 

By the Schwarz inequality, 

(80) \F^f)\^\\w,\\M\\aflaJ>) 

where 

(81) u>A(*) = UVAMO(«) - « ^ ,*)(*). 

By essentially the same procedure as was used to obtain (59), it follows 
that l lWOlUb) S \\u\\JVe, hence 

(82) IK(0||S|ML/Ve. 
The vector w belongs to Hp, which implies that ||t/||A—»0 as (/LL1? /LL2) 

(hence also (p,2 ', M-2 ')) tends to (—«>,<» ), i.e., {w^ ^(t)} is a Cauchy 
sequence converging in the norm of L2( — 00 ? 00 ) to a limit function. 
Mean convergence implies weak convergence, hence the limit func
tion is s(t), or, (78) converges in the mean to s, and Theorem 2 is 
proved. 

We conclude with the remark that the limit matrix p is independent 
of the choice of the sequence of finite intervals [dm, bm] for which 
Pm^> p, in the following sense: any p ' which is obtained from a 
sequence [am

f, bm'] coincides with p except possibly on the set, at 
most countable, where p is discontinuous. Proof is given in [8]. 
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