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A CLOSURE PROPERTY OF REGRESSIVE ISOLS 
MATTHEW J. HASSETT1 

0. Introduction. Let €*, €, A, AR and A* denote the collections of 
all integers, nonnegative integers, isols, regressive isols, and isolic 
integers respectively. Let/(3ti, • • *, xn) be a recursive function, and 
let fx denote the canonical extension of / to a mapping from An into 
A*. Let A be any subcollection of A. We say that A is closed under 
f if fA( An) Ç A. A. Nerode proved in [12] that A is closed under 
/ i f and only i f / i s almost recursive combinatorial. In [2], J. Barback 
showed that if / is a recursive function of one variable, AR is closed 
under / if and only if / is eventually increasing. The purpose of 
this paper is to characterize the class of recursive functions of two 
variables mapping AR2 into AR. The class obtained is surprisingly 
limited; it consists primarily of functions of the form min (/(x), g(t/)) 
where min (oc, y) is the usual minimum function and f(x) and g(y) 
are eventually increasing and recursive. A precise statement of the 
main result requires the following two définitions. f(x, y) will be 
called flat if there is a (recursive) function g(x, y) such that g(x, y) = 0 
for all but finitely many pairs (x, y) G e2 and/(x, y) = ^ï=oZ,ï=og(i,j) 
for all (x, y) EEe2. f(x,y) will be called reducible to the case of a 
single variable if (i) there exist eventually increasing recursive func­
tions fi(y), i = 0, • • -, m, such that f(x,y) = fx(y) for x ^ m and 
f(x, y) = fm(y) for x > m, or (ii) condition (i) holds with the roles 
of x and y interchanged. The main result is the following: 

AR is closed under a recursive function f(x, y) if and only if there 
is an n E e such that: 

(1) For i^z n, f(i,y) is an eventually increasing function of y 
and/(x, i) is an eventually increasing function of x, 

(2) f(x + n, y + n) = m(x, y) + d(x, y) - c2(x, y) for x, y G €, 
where C\ and c% are flat recursive functions and m(x, y) is either 
(i) reducible to the case of a single variable or (ii) of the form 
min (g(x), h(y))y where g(x) and h(y) are eventually increasing recur­
sive functions of one variable. 

Functions mapping AR2 into AR have a natural use as Skolem func-
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tions for first order sentences of the arithmetic of AR. Thus the results 
of this paper show that the class of functions of two variables readily 
available for use as Skolem functions in AR is rather limited. Similar 
negative results can be derived for functions of more than two 
variables. 

1. Preliminaries. We shall assume familiarity with the concepts 
and main results of [4], [5], [6], [7], [8] and [10]. The defini­
tions and theorems stated in this section are less widely known and 
play an essential part in the proofs of our main results. 

NOTATION. For any set a Ç e , Req (a) will denote the recursive 
equivalence type of a. We shall write a | ß if a and ß can be separated 
by disjoint r.e. sets. 

We will often make use of the recursive pairing function j(x, y) 
and the projection functions k(x) and l(x) defined by 

, ( l > y ) . (^K^±i ) + I , 

kj(x, y) = x, lj(x, y) = y. 

We will use vn or v(n) as a notation for the initial segment 
{0, • • - , n - l}ofe . 

DEFINITION. Let T G AR — e and let f(x) be a strictly increasing 
function. Then 

<t>f(T) = Req {range tf(n)} 

where tn is any regressive function ranging over a member of T. 

PROPOSITION PR 1 (SANSONE [ 15] ). Let f(x) be a strictly increasing 
recursive function and T G AR — e. Then <t>f(fA(T)) = T. 

DEFINITION, (a) Let an and bn be any two one-to-one functions 
mapping e into e. We write an ty bn if there is a partial recursive 
function p(x) such that for all n, p(an) = bn or p(bn) = an. 

(b) Let A and B be any two infinite regressive isols. Then A V B 
if an ty bn for every pair of regressive functions an and bn such that 
range an G A, range bn G B and range ajrange bn. 

PROPOSITION PR 2 (BARBACK [3] ). For all infinite regressive isols 
A and B, 

A + B G A R ^ A ^ B. 

PROPOSITION PR 3 (DEKKER [6]). There exist A, B G AR such that 
A + B $ AR. 
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By a number-theoretic function of n variables we shall mean a 
function mapping en into e*. Every number-theoretic function f 
can be written as the difference of two combinatorial functions 
/ + and /~ , called the positive and negative parts of / ; / is called 
recursive if/+ and / ~ are recursive. For a recursive number-theoretic 
function f(xi, * • -, xn), we can employ the usual canonical extension 
procedure to define^, i.e., for any n-tuple of isols (x\, * * *, xn), 

f\(Xl, ' ' ',Xn)=f\(Xi, ' • ', Xn)-f ~A(XI, ' ' ' , 4 

Let f(x, y) be recursive and number theoretic. For T, U G AR we 
define 

£*/(*,</)= S f+(x,y)- S/-(x,y). 
(T,U) (T,U) (T,U) 

For any recursive function f(x, y) we define 

f(x, y) = 0 , if x = 0 or y = 0, 

= f(x — 1, y — 1), otherwise, 

Kf(x, y) = f(x +l,y)- f(x, y), 

*yf(x, y) = fix, y+1)- fix, y), 

Dfix,y) = AxAyfXx,y), 

Df-ix,y) = Dfix,y), Dfix, y) ^ 0, 

= 0, otherwise, 

Df-ix,y) = -Dfix,y), Df(x,y)^0, 

= 0, otherwise. 
The following theorem does not appear in the literature, but it is 

the natural generalization for functions of two variables of Theorem 
2 of [ 15] and can be proved readily using the methods of [ 15]. 

PROPOSITION PR 4. Let f(x, y) be recursive. Then for T, U G AR 

A(T,U)= 2 D/+- 2 Df~. 
( T + l , l / + l ) (T+1,17+1) 

We shall often make use of recursive functions j(x, y) and j3(x9 y, z) 
and their associated projection functions, as defined in [5]. We will 
also make use of the function x — y defined by 

x -L y = x — y, x> 0, 
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If a Ç e, we define the principal function of a to be the (unique) 
strictly increasing function whose range is a. The domain of this 
function is e only if a is infinite. If a is finite, the principal function 
has a proper initial segment of e as its domain. 

2. Two mapping theorems. 
NOTATION. Let (xi, t/0 and (x2, y2) be members of c2. We write 

(*!, f/i) ^ (x2, f/2) if *i = *2 and t/i ^ y2. We write (xb yx) < (x2, t/2) 
if (xl7 i/O ^ (x2, t/2) and (x1? yi) / (x2,1/2). 

DEFINITION 1. Let g(n) and h(n) be total functions. The pair 
(g(n), fo(n)) is said to be a strictly increasing pair if for every n £ e , 
(g(n + 1), M« + 1)) > (g(«)> &<n)). 

THEOREM 1. Let f(x, y) be a recursive function such that 
Df(x>y) = Q for (x>y)£-e2- Then AR is closed under f(x,y) if 
and only if one of the following conditions holds: 

(i) (3n)(Vi)(Vy)[x > n=>Df(x,y) = 0] , 
(ii) (3n)(Vx)(Vy)[y > n=*Df(x,y) = 0] , 

(iii) tfiere exists a strictly increasing pair (g(n), fe(n)) of recursive 
functions such that (a) Df(g(n), ft(n)) > 0 /or aK n, and (b) /or aM 
&w£ finitely many pairs (x, y) which are not of the form (g(n), h(n)) 
for any n, Df(x, y) = 0. 

PROOF. Let f(x, y) be a recursive function such that Df{x, y) = 0. 
We begin by showing that if / satisfies one of the conditions (i), 
(ii), (iii), t h e n ^ maps AR2 into AR. 

Case A. Condition (i) holds. Clearly we can restrict our attention 
to proving 

(r, [/) e A«2 - e2^/A(r, c/<) e A«. 
Subcase 1. T^ n. Let r(j) = $)<=o Df(i,j). Then by hypothesis 

of Case A and PR 4, /(x + n, y) = ^j<y+i r(j) for x, y £ e . Hence 
/ A ( r , U ) = S c 7 + i r ( / ) G A H . 

Subcase 2. T g n - 1 . Put r(/) = £ i< r+ i Df(*,./'). Then, as 
before/A(r, U) = ]>>+1 '(/) G AR-

Case B. Condition (ii) holds. This is similar to Case A. 
Case C. Condition (iii) holds. If T or U is finite, the techniques 

of Cases A and B may be applied to obtain fA(T9 U) G AR. We assume, 
then, that T and U are infinite. Let tn and un be regressive functions 
such that range ( G T + 1 and range u G ( / + 1. Let k be the sum 
of all nonzero values of Df which are not of the form Df(g(n), h(n)). 
Put s(n) = D/(g(n), h(n)). Then 

00 

/A(T, U)=k + { Req U j 3 [ W " h ( n > , ".(»>]} • 
*• n=0 J 
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We need only describe an effective procedure for regressing the set 
a = Un=oJ3(tg(nh uh(nh vs(n))> We arrange the elements of a in 
the following order: 

J3(*g(0)> tth(0)> 0 ) , • • ',J3(tgi0),Uh(0), * ( 0 ) — 1 ) 

J3(tg(n), Uh(n), 0 ) , * * ',J3(tg(n)> Uh(n), s(u) - 1 ) . 

Since tn and un are regressive and g(n), h(n) and s(n) are recursive, 
it is clear that we can regress through this array by proceeding from 
right to left in each row and from the left most element of any row 
to the right most element of the row above. 

This completes the proof of the sufficiency of conditions (i), (ii), 
(iii). We shall now prove their necessity. Assume that f satisfies 
none of (i), (ii), (iii). Our ultimate aim is to show that / does not 
map AR2 into AR. We distinguish two cases. 

Case A. Df is eventually zero, i.e., there exists a number n such 
that 

( V * ) ( V y ) [ D / ( x + n » y + n ) ] = 0 . 

Since (i) does not hold, there exist infinitely many values of x, such 
that (3t/ < n)[Df(x, y) > 0] . Similarly there exist infinitely many 
values of y such that (3x < n)[Df(x, y) > 0] . Define 

*(*)= S Df(x,y), b(y)= ^Df(x,y). 
y<n x<n 

Then both {x\a(x)>0} and {y | b(y) > 0} are infinite sets. Let 
x, y EL €. Then 

f(x+n, y + n)= £ £ Df(i,j) 
i<x+n+l j<y+n+l 

= S S Df&j) + 2 a(i+n)+ 2 b(j + n). 
i<n j<n i<x+l j<y+l 

Let c = ^i<n^j<nDf(ij). Then the preceding identity can be 
extended to AR, to obtain for T,U G AR, 

(**) fA(T + n, U + n) = c + S a(i + n) + £ b(j + n). 
T + l C7+1 

We now define two strictly increasing recursive functions v(x) 
and w(x) by: 

u ( 0 ) = ( M y ) [ f l ( y + n ) > 0 ] , 
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v(x + 1) = (ixy) [y > v(x) & a(y + n) > 0], 
"(0) = ( / « / ) [ % + n ) > 0 ] , 

u)(x -f 1) = (ny)[y > w(x) & b(y + n) > 0]. 

Clearly, for xGe, a(t>(x) + n) > 0 and b(w(x) + n) > 0. Further­
more, for T G AR, XTÖ(* ~*~ n) = 2A(^) U[Ü(0 + ^] and ^ r fo(i + n) 
= S^(r)b[w;(i) + n]. 

By PR 3, there exist two infinite regressive isols A and B such that 
A+Bt^. AR. Since v and tf are strictly increasing recursive functions 
vA (A) and wA(B) G AR. By our previous observations, 

fA(vA(A) + n-l,wA(B)+n- 1) 

= c + £ a(t + n) + S M/' + n) 
uA(A) u;A(B) 

= c + X fl[ü(*) + n] + S &[">(*) + n] 
< M Ü A ( A ) ] <l>iv[™A(B)] 

= c+ 2fl[ü(*) + n] + EMM/)+ n] 
A B 

^ A+ B. 

Thus fA(vA(A) + n — 1, wA(B) + n — 1) (f AR, and / does not 
map AR2 into AR. 

Case B. Df is not eventually zero. 
We begin by defining four increasing recursive functions c(x), 

d(x), p(x) and q(x) with the following properties: 
(1) The pairs (p(x), q(x)) and (c(x), d(x)) are strictly increasing 

pairs. 
(2) ( Vx)[Df(p(x), q(x)) > 0 and Df(c(x), d(x)) > 0] . 
(3) ( Vx) [c(x) > p(x) & q(x) > d(x)]. 
(4) The functions c(x) and qf(x) are strictly increasing. There are 

three subcases in our defining procedure. 
Subcase a. For some number m there are infinitely many numbers 

y such that Df(m, y) > 0. Since Df is not eventually zero by 
assumption, there exist pairs of numbers (x, y) such that 
Df(x, y) > 0 and x > m. Let 

ao = (/«/)[ D f ( % ) , l(y)) > 0 & k(y) > m]. 

Define c(0) = k(a0), d(0) = Z(a0). Let p(0) = m and define 

q(0)=(w)[y>d(0)acDf(m,y)>0] . 

Clearly, c(0), d(0), p(0), q(0) satisfy (l)-(4). Suppose that for n^i, 
c(n), d(n), p(n) and q(n) are defined and satisfy (l)-(4). Since Df is 
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not eventually zero, there exist pairs (x, y) such that x > c(i) 
àcy> q(i) and Df(x, y) > 0. Let 

ai+l = (w)[Df(k(y), /((/)) > 0 & k(y) > c(i) & l(y) > q(i)]. 

Define c(i + 1) = k(ai+i) and d(i + 1) = l(ai+i). Note that 
c(i + 1) > c(i) and d(i + 1) > q(i) > d(i). Define p(i + 1) = m 
and 9(i + 1) = (/«/) [t/ > d(i + 1) & Df(rn, y) > 0] . Note that 
9(i + 1) > d(i + 1) > q(i) and p(i + 1) = m < c(0) < c(i + 1). 
This completes our inductive definition of c, d, p and q. Each func­
tion was effectively defined and is total. Hence each function is 
recursive. Each function was constructed as to satisfy (l)-(3). This 
completes Subcase a. 

Subcase ß. For some number m there are infinitely many x such that 
Df(x, m) > 0. This is similar to Subcase a. 

Subcase y. For each number m there are only finitely many x 
such that Df(x, m) > 0 and only finitely many y such that Df(m, y) 
> 0. We shall need the following lemma, whose proof is left to the 
reader. 

LEMMA 1. Let f(x, y) be a recursive junction such that Df= 0, 
Dfis not eventually zero, and 

M(Vx1)(Vx2)(V; / l)(Vt/2)[[Di(x1,! / l) > 0&D/(x 2 , y 2 ) > 0] 
(y ) 

= * [ ( * ! , tfi) ^ (X2, Î/2) V (Z2, Î/2) = (*1, t/i)] ] • 

Then there exists a strictly increasing pair (g(n), h(n)) of recursive 
fiinctions such that for x,y G e, 

Df(x, y) > 0*=*(3n) [x = h(n) & y = g(n)]. 

As before, we will define c, d, p and g by induction in such a 
manner that at each stage the conditions (1), (2), (3) and (4) are 
satisfied. 

Since condition (iii) of the theorem cannot hold, (yf) cannot hold 
by Lemma 1. Thus there must be numbers X\, t/i, JC2, y2 such that 
Df(xi, j/i) > 0 and Df(x2, j/2) > 0 while xx > x2 and y2 > y\. 
Define 

ao = (W)[kk(y) > kl(y) & ll(y) > lk(y) 

& Df(kk(y), lk(y)) > 0 & Df(kl(y), % ) ) > 0], 

c(0) = kk(a0), d(0) = flfc(ao), 

p(0) = fci(ao), q(0) = ll(ao). 

Suppose that c(n), d(n), p(n) and q(n) are defined for n i i and 
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satisfy (l)-(4). Let G = {(x, y)\x> c(i) & y > q(i)}. By the 
assumption of Subcase y, Df(x, y) = 0 for all but finitely many 
pairs (x, y) in e2 — G. Thus there cannot be a strictly increasing 
pair (g(n), h(n)) of recursive functions such that for (x, y) G G, 

Df(x, y) > 0<=>(3n) [x = g(n) & y = fe(n)]. 

By Lemma 1 there must be number pairs (x1? y{) and (x2, y2) in G 
such that [%! > x2 & j/i < t/2] and Df(xiy t/i) > 0 and 
Df(x2, t/2) > 0- Clearly, Xx > c(i), x2 > p(i), j/i > d(i) and t/2 > q(i)> 
since (x1? t/i) and (x2, t/2) are members of G. Define 

ai+l = (ny)[Df(kk(y\ lk(y)) > 0 & Df(kl(y\ % ) ) > 0 

&kk(y)>kl(y) & ï % ) < % ) 

&kk(y)> c(i)&lk(y)> d(i) 

& J % ) > c(t) & % ) > d(i)]. 

Define 

c(f + 1) = kk(ai+i), d(i + 1) = lk(ai+i), 

p(i + 1) = fcI(oi+i), </(* + 1) = M(fli+i). 

This completes the definition of c, d, p, q. As before, it is immediate 
from the definition that c, d, p, and q are recursive and that (1)~(4) 
are satisfied. We have now shown that in any case we can define the 
four functions c(x), d(x), p(x) and q(x) with the stated properties. 

Let tn and u^ be two retraceable functions with immune ranges. 
Let range tn G T + 1 and range un G U + 1 and represent f. (T, C7) 
as the RET of 

00 00 

(7= U Uj 3 [«n , t l fc ,KD/(n , fc) ) ] . 
n=0 fc=0 

Let 

o(f, U) = {J3(tc(n), tid(n), 0) I fi G € }, 

j8(f, tt) = {/3( W)> w<*(n)> 0) I n G e }. 

It is clear that 
(i) a(t,u)\ß(t,u), 

(ii) a(f, w) U ß(t9 u) C a, 
(iii) a(t, u) U 0(f, u) I a - (a(£, M) U 0(f, u)). 

Hence, Req [a(tu) fljS^M)] = Req [a(t,u)] + Req [j8(f, u)] ^ 
fA(T, U). In order to show t h a t ^ ( T , U) need not be regressive, we 



A CLOSURE PROPERTY OF REGRESSIVE ISOLS 9 

need only produce retraceable sets tn and uk such that 

(•) Req [a(t, u) U ß{t, u)} $ AR. 

We note that both a(t, u) and ß(t, u) are regressive if tn and uk are 
regressive. Hence we may appeal to PR 2 and prove the existence 
of tn and uk satisfying (*) by producing retraceable functions tn and 
uk such that a(t, u) ^ ß(t, u) fails. We do this as follows. 

Let"p"i(x) be a function of two variables such that a function of one 
variable is partial recursive if and only if it appears in the sequence 
pö(z), pï(z), * * *• Let 0n be an infinite sequence of sets such that a set 
is infinite and recursive if and only if it occurs in the infinite sequence 
0o> Ou * * • For every number n, let the principal function of 0n be 
denoted by en(x). We will simultaneously define the functions t and 
u by induction in the stages indicated below. (The reader will note 
that we make use of the fact that c and q are strictly increasing in this 
display.) 

(0) (1) 

(a) (b) (a) (b) 

to, ' ' "> tc(0)-l 

\ U0> ' ' ',uq(0)-l 

We first observe that c(0) > p(0) ̂  0 and q(0) > d(0) è 0. Hence 
Part (a) of Stage (0) cannot be empty, and udi0) and tp(0) are defined 
during Part (a) of S tage (O). 

Stage (0). Part (a). Let t0 = u0 = 1. Define 

ft+i=j(ft,0), 0 g i < c ( 0 ) - l , 

uk+i=j(uk90)9 0^fc<9(0)-l. 

Part(b). Let 

a = € - {le0(c(0))}, 

ß = e - {le0(q(0))}. 

We define 

tC(0) = j(tC(0)-l>So)9 

- Uq(0) = j(Uq(0)-l,V0), 

where s0 G a and ü0 G ß are chosen so that 

P0J3(tc(0), Ud(0), 0) j£j3(tp(0)> Uq(0), 0) 

and 

tc(0) 

Uq(0) 

tt c(0) + l 

Wq(0) + 1> 

> * * *> ^c( l ) -'C(l)-1 

.w, < 7 ( 1 ) - 1 

Mi) 

Uq(D 
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P0J3(tp(0)9 UQ(0), 0) 7̂  J3(tc(0), Uq(0), 0). 

W e can show that such an s0 and v0 can be chosen as follows: 
NOTATION. For s G a, j(tc(0)-i, s) = ts

c{0); for v G ß, j(uqi0)-i, v) = 

Case 1. Suppose there is a t; G ß such that for all bu t finitely many 
s G a we have 

P0J3(tc
S
{0), Ud(0), 0 ) = j3(*p(0), WS(0), 0). 

Then for all but finitely many s G a, if t; 7^ u, t; G j8, we have 

(*) PQ/3(*c(0), Wd(0), 0) 7̂  j3(*p(0), < 0 ) , 0). 

Let Vo be the smallest such v. If pq/3(£p(0)? wj(0), 0) is undefined, 
any one of the infinitely many 5 in a which satisfy (*) will serve as 
So. If PoJ3(tp(0), i%o), 0) is defined, there are still infinitely many 
numbers s belonging to a and satisfying (*) from which we can choose 
SQ so that 

js(tcW Ud(0), 0) ^ pÔJ3(tp(0), «S(0), °) ' 

Case 2. Suppose Case 1 does not hold. Let v0 be the least element 
of ß. Then for infinitely many s G a we have 

(**) PoJ3(tc(0), ud(0), 0) jL j3(tp(0), uv
q°(oh 0). 

Then we have infinitely many s G a, s satisfying (**), from which to 
choose So so that 

J3(Co)> Ud(0), 0) ^ P0J3(tp(0hUV
q°{0)7 0). 

W e note that £ and w are strictly increasing. Consequently since 
so G a and Ü0 G ß, eoc(0) ^ tc(0) and e0q(0) / uq(0). 

Stage (i + 1). Suppose that to, • * -, £C(i) and w0> ' ' ', Wq(i) have all 
been defined so that 

to < 1̂ < * * ' < tc(i), 
(Ai) 

w0 < Mi < < Wq(i); 

tC(n) / enc(n), n ^ i, 

^ J. t \ < •• 
uq ( n ) f enq((n), n ^ t; 

PnJ3(tc(n),Ud(n), 0) ^ j3(£p(n), Uq{n)y 0) , n ^ 1, 
(Cj) 

PnJ3(tp(nh UQ(nh ° ) T J3^c{n),.Ud{n), 0 ) , fl ^ i. 

Part (a). Define 
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tn + l = j(tn, 0), C(t) g n < c(i + 1) - 1, 

uk + i = j(uk, 0), g(t) g k < q(i + 1) - 1. 

Part (b). Since c(i + 1) > p(i + 1) and d(i + 1) < q(i + 1), we 
see that £P(J + D and ud{i+i) have already been defined. Let 

oti+i = e - {Zei+1c(i + 1)}, 

ft+i = € - {lei+lq(i + 1)}. 

W e then define 

£c(* + l) ~ j\tc(i + l)-l> Si + V? 

Uq(i+l) = j(uq(i+i)-i,Vi+i), 

where si+i £ o i + 1 and vi+l E.ßi+i are chosen so that 

Pi+iJ3(tc(i + l)> Wd(t + 1), 0) 7^ j3(tp(i+i), Uq(i + i), 0), 

pi+lJ3(tp(i + l), Uq(i + i), 0) j£ J3(tc(i + i)9 Ud(i + lh 0). 

The existence of S j + i can be proved in a manner similar to that 
used for s0 and u0. This completes the definition of tn and uk. It 
follows directly from the definition that the properties (Ai), (Bj), 
(Q) hold .for all t. 

Clearly the functions tn and uk are retraceable by the function 
k(x). Since tc(n) ^ enc(n) for any n €E e, £n cannot range over any 
recursive set 6n. Hence the range of tn is immune. Similarly the range 
of un is immune. 

Finally we assert that it is not t rue that a(t, u) ty ß(t, u). For 
suppose this were true. Since the two sets in question can be re­
gressed in the respective orders 

(a) J3(tc(0), Ud(0h °)> J3(tc(l), ud(l), °)> ' ' *> 
(b) MtpiO), uq{0), 0), J3(tPii), uq(i), 0), • • -, 

there must be some partial recursive function pn(x) such that for 
each number : 

PnÌ3(tc(ih Ud(ih °) = J3(tp(i), Uq(ih 0), 

or 

PnJ3(tp(ih WQ(i), 0) = j3(tc(i), Ud(i), 0). 

The above identities must hold for i = n; this contradicts property 
(Q) of t and u. Hence a(t, u) $ ß(t,u) is false and fA(T, U) $ A R 

for T + 1 = Req (£n) and U + 1 = Req (un). This completes the 
proof of Case B, and of Theorem 1. 

NOTATION. By p(x) Ç a we mean either (a) p(x) is undefined, 
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or (b) p(x) is defined and not a member of a . 
By p(a) (f ß we mean that for some x G a, p(x) (£ ß. 

L E M M A 2. L#£ {ao, ' ' % ^n} #nd {^o, ' * ' , bk} be finite sequences 

of numbers. Let {to, • • -, tn} and {UQ, • • -, uk} be finite sequences of 
distinct numbers. Let a and ß be any two infinite sets, and suppose 
that for s G a, v G ß we write 

tn+l = j(tn, S), UV
k + l = j(uk, v). 

Let p(x) be any partial recursive one-to-one function. Then there 
exist infinitely many distinct ordered pairs (s, v) G a X ß such that 

k 

pj3(tn + i , Wfc + 1, 0) $ U J3(£n + 1> Ui, Vm) 
i=0 

n 

U U J3(U,UZ+1, Va{i)). 

PROOF. If pj3(t
s
n+i, w^+i,0) is undefined for infinitely many pairs 

(s, v) E a X f t we are finished. Suppose then that pj3(£n+i> uv
k+i, 0) 

is defined for all but finitely many members of a X ß. Assume that 
the lemma does not hold. Then for all but finitely many pairs 
(s, v) G a X ß 

k 

PJ3(tn+l, Uk + l, 0) G U js(tn+l, Uh Vb(i)) 
i=0 

n 
U U J3(ti,UL

k + l , V a { i ) ) . 
i=0 

Let v be any member of ß. By the above, for all bu t finitely many 
s E a , 

k 

PJ3(tS
n + l, Ul+l, 0) G U J3(tn + 1, Ui, Vb{i)) 

i=0 

U 0j3(ti,ul+l,Va{i)). 
i=0 

Since the second set above is finite and p(x) is one-to-one, for all but 
finitely many s G a, 

k 

PJ3(tn + U UÎ+1, 0) G U jz(ti+l, Uh Vm). 
i=0 
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From this it follows directly that if VQ, • * *, vm are m distinct members 
of ß, for all but finitely many s E. a, 

( Vf ^ m) \j3(t
8
n+i, ttll+i, 0) G U 73(^+1, Ui, vm)\ . 

L i=0 

Let m = ^j^obj. Then by the above we see that there are infinitely 
many s E: a such that p(x) is everywhere defined on the m + 1 
element set U£oj3(£n+i, w*+i>0) and maps it one-to-one onto the m 
element set U?=o73(^n+i> ui> vb(i))- This contradiction completes the 
proof. 

The following theorem is the two variable analogue of the main 
theorem of [2]. The technique used in its proof is similar to that 
employed in Theorem 95 of [7]. 

THEOREM 2. Let f(x, y) be a recursive function such that Df~ is 
not eventually zero. ThenfA(X, Y) does not map AR2 into AR. 

PROOF. Let f(x, y) be recursive and suppose that Df~(x, y) is 
not eventually zero. Let pi(x) be a function of two variables such that 
a function of one variable is partial recursive and one-to-one if and 
only if it occurs in the sequence po(x), pi(x), • • \ We shall define 
two retraceable functions ^ and Uk with immune ranges such that for 
t / G € , 

(1) 

Py U Uj3[ti,Uk,PDf-(i,k)] 
i=0 k=0 

oo oo 

$ U öj3[thuk,i>Df+(i,k)]. 
t=0 fc=0 

Putting T + 1 = Req(fi) and U + 1 = Req (uk) we see that 
ZéT+l,U + lDf+ — Z,T+l,U+ lDf- $ A. Thus f ( T, U) $ AR if (1) 
holds. We complete the proof by defining ft and uk satisfying (1). 

We first observe that since Df~ is not eventually zero, we can 
find two strictly increasing recursive functions g(x) and h(x) such that 
g ( 0 ) > 0 , and fc(0) > 0 and (Vn)[D/"(g(n), h{n)) > 0] . For 
example, let 

a0 = (My)[%) > 0 & l(y) > 0 & Df~(k(y), l(y)) > 0] , 

g(0) = k(a0), h(0) = l(ao). 

Suppose that g(0), • • -, g(n) and h(0), • • •, h(n) have all been defined 
as desired. Let 
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an + 1 = (w)[k(y) > g(n) & l(y) > h(n) & Df-(k(y), l(y)) > 0], 

gn+1 = k(On+i), hn + l = l(an + l ) . 

Let 0n be an infinite sequence of sets such that a set is infinite and 
recursive if and only if it occurs in the sequence 0O> Qu ' ' • Let 
en(*) be the principal function of 0n. We will define the functions t 
and u in the following stages 

(0) (1) 

(a) (b) (a) (b) 

£(), ' ' % £g(0)- l 

Wo, * • - , t t h ( 0 ) - l 

*g(0) 

Wh(0) 

£g(0) + l , * * *> £ g ( l ) - l 

Wh(0) + 1> ' ' *> w h ( l ) - l 

*g(D 

We will perform this construction so that at the completion of 
stage n the following conditions hold. 

(I)n t0 < h < < tg(n) &cu0<ul< < uHn). 
(II)n ( Vz ^ n)[tg(z) fi ezg(z) & uh(z) / ezh(z)]. 
(Ill)» F o r z g n , 

g(n) h(n) 

PzMtg(zh Uh(z), 0) $ U U J3 [ **, My, ^D/+(X, J/)] . 
x=0 y=0 

Stage 0. (a) Define 

Define 

£0 = t̂ o = L 

U+i=j(U,0), 0 S i < g ( 0 ) - l , 

M f c + 1 = j K , 0 ) , 0^k<h(0)- 1. 

(b) Letoö = e - {te0g(0)}? ßo = * - {leoh(0)}. 
Then by Lemma 2, there exist infinitely many pairs (s, v) in oo X ß 0 

such that 

(2) 

g ( 0 ) - l 

Ä . «*o>. 0) $ U ja [ fi, «MO), *>Df+(i, M0))] 
i=0 

h ( 0 ) - l 

U U j3[t«*(0),«fc,"D/+(g(0),fe)]. 
fc=0 

Since p0(*) i s one-to-one, there are infinitely many pairs (s, t?) in 
oo X j80 which satisfy (2) and also have the property 
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h ( 0 ) - l g ( 0 ) - l 

(3) P o / A » , uv
h(0), 0 ) $ U U J3[ti,uk,vDf+(i,k)]. 

k=0 i=0 

Let (s0, v0) be that member (s, v) of cto X ß0 which satisfies (2) and 
(3), and for which j(s, v) is minimal. Define £g(o) = £j(o>, t*h(0) = ^h(0)-
It is clear that (I)o holds. Since (s0, t?o) was chosen from OÖ X ßo, 
(II)o must hold. Finally, combining the facts that (s0, v0) satisfies 
(2) and (3), and that D/+(g(0), h(0)) = 0, we see that (III)0 holds. 

Stage (i + 1). Assume that t0, • • -, tg{i), u0, * • *, uh{i) have been 
defined and that (I)i5 (II)i? (III)* hold. For n g i, we let 

mn = Ihprjsitg^ uh(n), 0), 

= 0, 

= 0, 

m** = max(mn), 

pnJ3(tg(n), u>h(n)> 0) defined, 

PnJ3(tg(n), uh{nh 0) undefined, 

PnJ3(tg(n), Uh(n), 0) defined, 

pnJ3(tg(n), uh{nh 0) undefined, 

tOi* = max(u)n). 

0 ^ f c < g ( i + l ) - g ( i ) - l , 

0 ^ fc < /i(i + 1) - h(i) - 1. 

(a) Define 

tg(i)+k + l = j(^g(i)+fc?
mi + 1)> 

flhW+fc + i =j(uh(i)+k>Wi* + 1), 

(b) Let 

c*+i = {x | x > max [m**, lei+lg(i + 1)] }, 

ßi+i= {x\x> max [i£>i*, lei+ih(i + 1)] }. 

Proceeding as in (b) of Stage (0), we can use Lemma 1 and the one-
to-one-ness of pi+\(x) to select a pair ($+ 1 , Vi+\) in Of+i X ßi+i such 
that 

v g(*+i) fc(*+i) 

(4) P<+tf3(tg(£l>, ttfciVl), 0) $ U U 73 [ ^ Uy, "Df+(*, t/)] . 

Let ig(i + i) = tg\Ui) and Wh(i+i) = tfh<i+i)- It is clear that (I) i+1 

holds. The choice of (si+i, Vi+i) from ou+i X j8 i+1 immediately 
yields that fg(i+i) ^ ei+lg(i + 1) and Wh(i+i) ^ ei+ih(i + 1). Com­
bining this result with our inductive assumption of (II)i, we obtain 

(III) i+1: Let 0 < k ^ g(i + 1) - g(0, 0 ^ y ^ fc(i + 1). Suppose 
vDf+{g{%) + k,y)^0 and let z G D/+(g(t) + fc, y). By defini­
tion of tg(i+k), we have 
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lk\J3(tg(i+k), uy, z) ^ m* + 1 > m»* 

= lklPnJ3(tg(nh Uh(nh °) 

if n = i and pnJ3(tg(n), Uh(n), 0) is defined. Thus for n= i, 

g ( t + u h(»+i) 

(5) PnJ3(tg(n), Uh(n), 0) $ (J U J3 [*«<<)+*, "«/> ̂ / + ( g ( i ) + fc, J/)] . 
fc = l y=0 

Similarly, for n^ i, 

h(i+l)-h(i) g(i + l) 

(6) PnJ3(tg(n), Uh(nh 0) ^ \J U vDf+(x,h(i)+k)]. 
k=l x=0 

Combining (4), (5), (6) and our inductive assumption of (III)i, we 
obtain (111)*+x. This completes the definition of t{ and u^, satisfying 
(I)*, (II)* and (III), for all I 

It is clear that t{ and Uk are retraceable functions. However, neither 
can be recursive. For the assumption that range (ti) = 0m (for some 
index m in our enumeration of all infinite recursive sets) leads to the 
conclusion that tg(m) = emg(m), contrary to (II)m. Hence range (ti) is 
immune. Similarly range (w*) is immune. 

We now show that ti and u^ satisfy (1). Suppose the contrary. 
Let pm(x) be a partial recursive function for which the inclusion 
denied by (1) holds. Since 

oo oo oo 

U fe( 0)}C U U {jn[ti,uk,vDf-(i,k)]} 
n=0 i=0 k=0 

we obtain 

Pm f U (/3(*g(»),tt|i(n),0)}lC Ü 0{Mti,Uk,PDf+(i,k)]}.. 
L n = 0 J i=0 fc=0 

In particular, we would have pnj3(^g(m), uh(m), 0) = fe(tt9ui9z) where 
(ï, Te) E t 2 and 0 ^g z< Df+(i, k). Since g(x) and h(x) are strictly 
increasing functions, there is a number s, s > m, such that g(s) > i 
and h(s) > k. But then using (III)S we obtain 

g(s) h(s) 

PmJ3(tg(m), Uh(m), 0) $ U U ft, [ ti, Ufo W}/+(i, /C)] } 
i=0 fc=0 

where j3(k-, u ì? Z) belongs to the second set above. This contradiction 
proves (1) and completes the proof of Theorem 2. 
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3. The main theorem. 

PROPOSITION 1. The function minA(x, y) maps A2 into AR. 

PROOF. This is immediate from Theorem 1, since 

Dmin (x, y) = 0; x = 0 or y = 0, 

= 1; x, y > 0 and x — y, 

= 0; x, y > 0 and x / y. 

Let Min (T, U) denote the minimum of two regressive isols as de­
fined by Dekker in [6]. It is immediate from the equation 
minA(T, 17) = J T + 1 > 1 / + 1 Dmin (x, y) that minA(T, U) = Min (T, 17) 
for T, (7 G AR. This fact and PR 1 were first observed by J. Barback. 

We leave to the reader the proof of the following simple proposition. 

PROPOSITION 2. 

( V*)( Vt/) [x > ro*=*/(x, t/) = /(m, y)] <:=> 

(Vx)(Vy)[x>roi==*D/(x,y) = 0] , 

71 x (VX)(VJ/)[J/ > ro=>/(x,y)=/(x,ro)] <?=* 
(b) 

(Vx)(Vt / ) [ t />m=^D/(x, t / ) = 0] . 
PROPOSITION 3. L^^ f(x, y) be a recursive function of two variables 

such that D / § 0. Suppose that there is a strictly increasing pair 
of recursive functions (g(n), h(n)) such that for all n, D/(g(n), h(n)) 
> 0 and for all but finitely many pairs (x, y) which are not of the 
form (g(n), h(n)), Df(x, y) = 0. Then either 

(a) f is reducible to the case of a single variable, or 
(b) there exist eventually increasing functions a(x) and b(y) and 

a flat recursive function c(x, y) such that for x, y G 6, /(x, y) = 
min (a(x), b(y)) -f c(x, y). 

PROOF. Case A. g(n) is a bounded function. Then 

(3m)(Vx)(Vt/)[x> m=>Df(x,y) = 0] . 

Thus by PR 2, for x > m, /(x, j/) = f(m, y). We recall that for 
O g f c ê m , /(fc,«/) = 2 t o 2 i = o D f a j ) . Since D / Ì 0 , /(fc, y) 
is increasing, 0 â fc = m. Hence /(x, y) is reducible to the case of a 
single variable. 

Case B. /i(n) is bounded. This is similar to Case A. 
Case C. Both g(n) and h(n) are unbounded. Let T be the finite 

collection of all ordered pairs (x, y) such that Df(x,y) > 0 and 
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(x, y) $ {(g(n), h(n)) \ n G e }. Let c(x, y) = £ Df(p, 9), where 
the summation is performed over all (p, q) G T for which p=x and 
q = y. The function c(x, j/) is clearly flat. Furthermore, for x G e , 

f(x,y)=( S D / ( g ( n ) , f c ( n ) ) ) + c ( ^ ) . 

To complete Case C we need only define eventually increasing 
recursive functions a(x) and b(y) such that 

(*) 2 D/(g(»), Ä(n)) = min M*), % ) ) • 
g(n)Si,h(n)Si/ 

Define increasing resursive functions g, h, a and b by 

g (n )= W t g f y l i n ] , 

7 i ( n ) = ( W ) [ % ) ^ n ] , 

a(x) = 0, if g(x + 1) = 0, 

= 1 Df(g(n),h(n)), i f g ( * + l ) > 0 , 
n<g(*+l) 

% ) = 0, if % + 1) = 0, 

= 2 Df(g(n), *»("))> i f % + l ) > 0 . 
n<%+l) 

(That the functions g, h, a, b are total follows from the hypothesis 
of Case C.) We now prove that a(x) and b(y) satisfy (*,). We note 
first that g(n) ^ x<=>n < g(x + 1) and n < h(y + l)<=>/i(n) ^ j / . 
Hence 

S Df(g(n),h(n))= £ Df(g(n),h(n)) 
g(n)^x&h(n)Sy n < g(x+l)&n < %+l) 

= m i n ( 2 Df(g(n),h(n)), £ Df(g(n), h(n))) 
n<g(x+l) n<%+l) ' 

= min (ö(x), fc(t/)). 

This proves (*), and completes the proof of PR 3. 
We note that PR 3 tells us that if condition (iii) of Theorem 1 holds 

for a recursive function f(x, y) with Df = 0, then f satisfies either 
(a) or (b). We have already seen (in PR 2) that functions f(x, y) 
satisfying (i) or (ii) of Theorem 1 with Df = 0 are reducible to the 
case of a single variable. Thus we obtain 

PROPOSITION 4. Let f(x, y) be a recursive function such that 
Df = 0. If AR is closed under f then either 

(a) fis reducible to the case of a single variable, or 
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(b) there exist eventually increasing recursive functions a(x) and 
b(y) and a flat recursive function c(x, y) such that for x, y G e, 
f(x, y) = min (a(x\ % ) ) + c(x, y). 

The next two propositions show that the converse of PR 4 holds 
even if the condition " D / ^ 0" is removed. 

PROPOSITION 5. Let f(x, y) be a recursive function which is re­
ducible to the case of a single variable. Then AR is closed under f 

PROOF. Suppose that f(x, y) — f(m, y) for x > m and f(iy y) 
is an eventually increasing function of y for 0 ^ i ^ m. Let T,U G AR. 

Case 1. T^m. Let f(T, y) = g(y). Then fA(T, 17) = gA(U) G AR. 
Case 2. T> m. Note that / (x + m, t/) = /(ra, y) for all x, t/. 

Thus fA(T,U)=fA(T- m+ m, U) = /A(m, IT) G AR. A similar proof 
applies if the roles of x and y are reversed. 

PROPOSITION 6. Let a(x) and b(y) be eventually increasing recur­
sive functions and c(x, y) a flat recursive function. Then AR is closed 
under min (a(x), b(y)) + c(x, y). 

PROOF. Let T, U G AR. Then cA(T, U) is finite and minA(aA(T), bA(U)) 
G AR by Proposition 1. 

We shall now proceed to state and prove our main theorem. 

THEOREM 4. Let f(x, y) be a recursive function of two variables. 
Then AR is closed under f if and only if there exists an integer n 
such that: 

(1) for i ^ n, f(i, y) is an eventually increasing junction of y and 
f(x, i) is an eventually increasing function ofx, and 

(2) f(x I n , y -I- n) = m(x, y) + (ci(x, y) — c2(x, y)) where Ci and 
c% are flat and recursive and m(x,y) is either. 

(i) reducible to the case of a single variable, or 
(ii) of the form min (g(x), h(y)), where g(x) and h(y) are eventually 

increasing functions of one variable. 

PROOF. Sufficiency of(l) and (2). We first prove 
(*) Let a(x9 y) = m(x, y) + c\(x, y) — c2(x, y) be a recursive func­

tion with Ci and c2 flat and m(x> y) satisfying (i) or (ii) above. Then 
AR is closed under a(x, y). 

PROOF OF (*) . Case A. m(x, y) is reducible to the case of a single 
variable. Then a(x, y) is also reducible to the case of a single variable, 
and AR is closed under a(x, y). 

Case B. m(x, y) = min (g(ac), h(y)), g(x) and h(x) increasing and 
recursive. Let T, U G AR. We distinguish four subcases. 

Subcase 1. T finite, U infinite. Then the function a(T, y) is an 
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eventually constant function of y. Thus aA (T, U) G AR. 
Subcase 2. T infinite, U finite. This is similar to Subcase 1. 
Subcase 3. T and U are infinite and neither g(x) nor h(y) is 

eventually constant. Then min(gA(T), hA(U)) G AR — e, whüe 
clA(T, U), c2A(T, U) G e. Thus aK(T, U)GAR- e. 

Subcase 4. T and U are infinite and at least one of g and h is 
eventually constant. Then a(x, y) is eventually equal to some con­
stant c, and aA(T,U) = c G e . This completes the proof of (*). 

Le t / (x ,y ) satisfy (1) and (2) and T, C7GA«. If T e n , f(T,y) 
is an eventually increasing function oft/ and fA(T, U) G AR. Similarly, 
if U g n, fA(T, U)GAR. If r k n and U^n, fK(T9U) = 
aA(T- n,U - n) and by (*)aA(T - n,U - n) GAR . 

Necessity. Suppose that 

T ? C / G A R ^ / A ( T , ( 7 ) G A R . 

We consider the following three cases. 
Case 1. There are only finitely many ordered pairs (x, y) such that 

Df(x, y) ^ 0. Then f(x, y) is of the form C\(x, y) — c2(x, y), C\, c2 

flat recursive functions. 
Case 2. {(x, y) \ Df+(x, y) > 0} is infinite, but {(x, y) \ Df~(x, y) 

> 0} is finite. For x, y G €, define 

c2(x,y)= E ÌDf-(i,j), m(x,y) = £ Ì,Df+(i,j). 
i=0 j=0 i=0 j=0 

For x, y G e, /(x, t/) = rn(x, t/) — c2(x, y). Thus for T, (7 G AR, 
/ A ( r , U) + c2A(T, (7) = mA(T? 17). Since c2 is flat, we see that 
mA(T,(7)GAR for T, C7GAR. By definition of m(x, y), D m ^ O . 
Thus m(x? j/) satisfies either (a) or (b) of Proposition 4. Combining 
(a) and (b) with the representation f(x, y) = m(x, y) — c2(x, y) the 
desired representation of/is obtained (with n = 0). 

Case 3. {(x, y) \ Df~(x, y) > 0} is infinite. Since AR is closed 
under f, Theorem 2 yields the existence of a number n such that 
for x, y G e, Df~(x + n , j / + n) = 0. Define 

>Ô(O = "s D/(u)> &(/) = "s »/a j). 
j=0 i=0 

a(i) = â(i + n), fo(/) = fo(/ + n), 

n—1 n—1 

c= S SD/(i,i). 
i=0 j=0 
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Then for x, y Ge, 

x+n x+n Ä x+n y+n 

(1) fix + n,y + n) = c + £ â(i) + S &(/')+ 2 2 D / ( M ) 
i=n j=n i=n j = n 

= c + S o(0 + S *(/) 
i < x + l i < y + l 

+ È i Df+(i + n,j + n). 
i=0 j-0 

Thus for T, C/GAR, 

/A(T + n, 1/ + n) = c + £ * «(0 + 2*&(/) 
T + l 17+1 

(3) ^ 
+ £ Df+({ + n j ' + n ) ' 

r + i , t / + i 
We shall now prove that a(i) is eventually nonnegative. We first 
note that for x G €, /(JC, n — 1) = ^i=oâ(i). Since AR2 is closed under 
f(x, t/), AR is closed under f(x, n — 1). Hence /(JC, n — 1) is eventual­
ly increasing and â(i + n) = a(f) is eventually nonnegative. Similarly, 
b(j) is eventually nonnegative. 

Furthermore, at least one of the two functions a(i) and b(j) must 
be eventually zero. For suppose the contrary. Let h(x) be the re­
cursive function which enumerates {x \ b(x) > 0} and g(x) the recursive 
function which enumerates {x | a(x) > 0 }. Then for T G AR, 

S V O - ( E ag(i))-HT), 

2*fc(/)= ( E bh(j))-Hn 

where ag(x) > 0 and fofo(x) > 0 for all x and a and 5 are finite for 
all T G AR. 

Let A and B be regressive isols such that A+B(jp AR. Then 
hA(B) G AR and gA(A) G AR. However, by (3) and PR 1 

fMA) + * - 1, MB) + n - 1) ̂  S * *(') + 2 * *(/) 
gA(A) hA(B) 

= S ûg(0 + 2 WW-(3(A) + 6(B)) 
A B 

g A + B - (5(A) + 5(B)) $ AR. 
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Thus AR is not closed under / This is a contradiction. 
Thus at least one of the two functions a(i), b(j) is eventually zero. 

We assume that a(i) is eventually zero and note that the case in which 
b(j) is eventually zero can be treated similarly. We define 

a+(x) = a(x)9 if a(x) > 0, a~(x) = 0, if a(x) > 0, 

= 0, ifa(x) < 0, = -a(x), if a(x) < 0. 

Define b+(x) and b~(x) similarly. We recall that each of the functions 
a+, a~ and b~ assumes nonzero values only finitely many times. 
Clearly each of the functions 

+ c9 ci(x,y)= ( J a+(i)) 

C2{x,y)= ( £ a-(i))+ ±b-(j) 
X i=0 ' j=0 

is a flat recursive function. With this notation, equation (2) becomes 
forx, y G e , 

y 

f(x + n,y+ n) = cx(x, y) - c2(x, y) + Y, b+(J) 

(4) 

+ S Ì D / + ( i - f n , t / + n ) . 

We define recursive functions q(i, j) and h(x, y) by 

q(i,j) = b+(j) + Df + (n , j + n), t = 0, 

=. Df+(i + n,j + n), i > 0, 

K*> y) = S S 9(*>7). 
i=0 j=0 

Then equation (4) becomes, for x, y G €, 

(5) /(x + n , j / + n ) = c^x, t/) — c2(x, j/) H- /i(x, t/). 

Clearly (5) holds for T, [ / £ AR. Since c t and c2 are flat and AR is 
closed under / , AR is closed under h. From the definition of h and the 
fact that q(i, j) ^ 0, we see that Dh(x, y)=0 for x, y G €. Hence 
h(x, y) satisfies either (a) or (b) of Proposition 4. If h(x, y) satisfies 
(a), then (5) is the desired representation for f(x + n,y + n). If 
h(x, y) satisfies (b), then (5) becomes 

f(x + n,y + n) = cx{x9 y) - c2(x, y) + min (a(x), b(y)) + c(x, y). 
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Since c3(x, y) = Ci(x, y) + c(x, y) is flat, the desired representation 
of f(x + n,y + n) is obtained. Let i ^ n. We complete the proof 
of Case 3 by observing that since f(x, y) maps AR2 into AR, the func­
tions f(x, Ï) and f(i, y) map AR into AR and are thus eventually in­
creasing. This completes the proof of Theorem 4. 

4. Applications. 

PROPOSITION Al. AR is closed under the function minA(x — 1, y) + 
minA(x, y). 

PROOF. This follows directly from the identity min (x — 1, y) + 
min (x, y) = min (2x — 1, 2y) and Theorem 4. 

PROPOSITION A2. AR is not closed under the junction q(x, y) = 

min (x, y) •¥ min (x — 2, y). 

PROOF. A simple computation shows that 

Dq(x, y) = 0, for x = 0 or y = 0, 

= 1, for x, y > 0 and x—y, 

= 1, for x,y>0 and x = y + 2, 

= 0, for x,y > 0 and x ^ y, x ^ y H- 2. 
Thus Dg ^ 0 and Theorem 1 is applicable. Since Dq clearly fails to 
satisfy conditions (i), (ii), (iii) of that theorem, AR is not closed under 

9-
PROPOSITION A3. There exist infinite regressive isols T and U such 

thatminA(T - 2, U) ^ minA(T - 1, U). 

PROOF. Assume the contrary. Then for T, U G AR, minA(T — 2, U) 
+ minA(T, U) S minA(T - 1, U) + minA(T, U). This would imply 
that minA(T - 2, U) + minA(T, U) G AR for T, U G A«, contrary to 
Proposition A2. 

We note that by Proposition Al we also have minA(T— 2, U) + 
minA(T — 1, U) G AR for the isols T, U of Proposition A3. 

PROPOSITION A5. The junction maxA(X, Y) does not map AR2 into 
AR. 

PROOF. Dmax = — 1 for x, y > 0 and x = y. Thus AR is not closed 
under maxA(X, Y) by Theorem 2. 
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