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FINITE LOCAL RINGS 
G. GANSKE AND B. R. MCDONALD 

ABSTRACT. In this paper we examine finite local commuta
tive rings which are the building blocks of finite commutative 
rings. For a finite local ring R our attention centers on the 
basic structural properties of R, the polynomial ring R[X], the 
finite local extensions of R and the Galois theory of R. We 
show that this theory is nearly as complete as that well-known 
for finite fields. 

1. Introduction. The-purpose of this paper is to examine the struc
ture theory, theory of extensions and Galois theory of finite local com
mutative rings. The basic approach is to specialize the Chase-Harrison-
Rosenberg [3] Galois theory for commutative rings to finite local 
rings and in this setting sharpen the results to approximately the level 
of the well-known theory for finite fields. 

Since the purpose is to provide a foundation for the theory of finite 
commutative rings, we work entirely in this context. Thus, though 
some of the results may be stated more generally we refrain from this 
and likewise results which we reference we formulate in our setting. 

To us the importance of this paper will lie mainly in its applications. 
Research on finite fields and their applications has been notably 
extensive, producing rich and deep results in finite geometries, 
algebraic coding theory, linear groups and other areas. Our work indi
cates similar results are obtainable over arbitrary finite commutative 
rings. One of the authors has already utilized portions of this paper 
on questions in the theory of algebraic cryptography and matrix theory 
here-to-now formulated only for finite fields and occasionally quotient 
rings of rational integers. These results appear in [ 15]. 

The Galois extensions of ZIZpn (called Galois rings) are particularly 
important. Finite noncommutative rings may be considered as 
algebras over these Galois rings and it now appears that much of the 
classical theory of algebras over fields may be extended to finite rings 
with identity ( [4], [5], [6], [20], and [22] ). 
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Ingraham for conversations on several occasions concerning separable 
algebras and for the use of an unpublished manuscript by him and F. 
DeMeyer on separable algebras and Galois theory. (This now appears 
as [12].) 

2. Background, preliminaries and notation. Let R denote a finite 
commutative ring. The variety of such rings is illustrated by the fact 
that, although there exists only one finite field of four elements and 
only two Abelian groups of order four, a short computation yields 
nine commutative rings of order four. The local rings of order 4 are 
Z/4Z, GF(22) and (Z/2Z) [X] /(X2). 

If the Jacobson radical of R, rad R, is not zero and R does not have 
an identity then lift the orthogonal idempotents from ß/rad R (which 
is a direct sum of finite fields). One obtains a decomposition of R 
as a direct sum of local rings with identity and a nilpotent ring. Thus, 
modulo a nilpotent summand, the investigation of R reduces in most 
aspects to finite local commutative rings with identity. Price and 
Kruse have completed detailed investigations of noncommutative nil-
potent rings which have specializations for the finite commutative 
nilpotent summand. A number of these results appear in [ 19]. 

For the remainder of this paper R will denote a finite local ring, m 
denotes the maximal ideal of R and k = Rim the finite residue field 
of R. To summarize the well-known and elementary properties of 
R: R is trivially complete and thus Hensel, every element of R is nil-
potent or a unit, m is nilpotent and obviously all proper ideals are in 
m. The set {%, • • *,wn} forms a minimal basis for m if and only if 
their images give rise to a fc-basis of ra/ra2. 

We call the nilpotency/3 (i.e., the least integer such that mß = 0) of 
m the nilpotency of R and denote it by v(R) = ß. The characteristic 
of R is denoted by X(R); i.e., X(R) = pk for some prime p and positive 
integer A. If X(R) = p\ R contains a copy of the quotient ring oi 
rational integers Z/Zpx. 

We denote the natural ring morphism R[X] -* (Rlm)[X\ = 
k[X\ by /A. We sketch below the contents of §§(3), (4), (5), (6), and 
(7). 

(3) This section concerns the polynomial ring R[X\ and, in par
ticular, the subset of polynomials / where fif has distinct zeros in 
the algebraic closure of k. This class of polynomials is shown to admit 
unique factorization into irreducible polynomials. This section also 
contains a description of / when R[X]l(f) is a local separable 
extension of R. Certain other results, such as a characterization oi 
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finite fields in terms of the existence of monic prime irreducible 
polynomials, are given. 

(4) This section contains a statement of the Chase-Harrison-Rosen
berg Galois theory in the form we need. It is also shown that separable 
local extensions of finite rings possess primitive elements. 

(5) This section sharpens the results of the previous section. Let S 
be a separable local extension of R with maximal ideals M and m, 
respectively. It is shown that S is R-free and thus a Galois extension 
of R. Further, the Galois group 0R(S) is isomorphic to é?R/m(S/M) 
and a primitive element a may be chosen so that ^ R ( S ) is generated 
by a power map p : a —> a^kl The extension S is shown to be the 
unique Galois extension of R of degree [S : R]. 

(6) This section provides a direct and simple proof of the Cohen 
Structure Theorem for finite local rings. 

(7) This section discusses briefly the group of units of a finite local 
ring. 

3. The polynomial ring R[X\. Throughout this section R denotes a 
finite local ring with maximal ideal m and residue field k = Rim. 
We record some facts in preparation for the section on the Galois 
theory. 

We make extensive use of Hensel's Lemma: If / is a monic 
polynomial in R[X] and fxf = gTi where g and Ti are monic coprime 
polynomials in k [ X], then there exist monic coprime preimages g 
and h in R[X] of g and h w i t h / = gh. (See [23, p. 279].) 

Using Hensel's Lemma the following is easy to show. 

LEMMA 3.1. (a) A polynomial f in R[X] is a unit if and only if 
fxf is a unit. 

(b) If f is a monic irreducible polynomial in R[X] then fif = gn 

where n is a positive integer and g is irreducible in k [ X]. Thus, if 
fxf is irreducible then f is irreducible. 

Despite the fact that irreducible polynomials in R[X] do not 
necessarily have irreducible images in k[X] we recall that in the 
Galois theory of finite fields the irreducible polynomials also have 
distinct zeros. We are led to the following class of polynomials in 
R[X]. Let J denote the set of all polynomials f in R[X] such that 
/if has distinct zeros in the algebraic closure of k. The class / has 
been utilized briefly by some researchers in combinatorial theory (for 
example, see [8] ) for the case of the polynomial ring (Z/Zp')[X] but 
appears to have escaped explicit study. We first show that each poly
nomial in / has a monic "representative". We will then examine local 
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extensions of R of the form R[X]l(f) and illustrate how the 
existence of prime polynomials in / characterizes finite fields. Finally 
we show a polynomial in / has distinct zeros in local extensions of 
R, R[X]l(f) (where / is monic) is a separable local extension 
if and only if / is an irreducible polynomial in / , and the polynomials 
in / admit unique factorizations into irreducible polynomials. 

LEMMA 3.2. Let f be in J. Then there exists a sequence {f} of 
monic polynomials in J with 

deg(Jj) = deg(/i/), fj = fj+ ! (mod m?\ 

and for some gjinm[X] and unit Uj in R 

ujf=f} + gjfj (modmO. 

PROOF. Let / = ^"=o fyX* where bn ^ 0 and deg(/i,/) = 
£ = n. Choose gx = Oand/x = bt~

l(^^=0biX
i). 

By induction assume {f}Ji=i have been selected to satisfy the 
lemma. Then Ujf = f + gj§ + h where h is in m? [ X]. Since 
fj is monic we may select q and r in R[X] with h = qf -f r where 
deg(r) < deg(j5) = deg(/t/) or r = 0. Set jÇ+i = J} + r and g,+1 

= & + 9-
We claim that g^+1 is in m[X] and r is in m>[X]. If r = 0 this 

statement is trivial. Otherwise suppose^ = a 0 - f a 1 X + • • • + at_lX
t~l 

+ X* and q = c0 + cxX + • • • + csX
s. In the product fq the co

efficient of X s + t is cs, of X ' + s - 1 is csat_i + cs_i, etc. Since h = 
0 (mod m>) and deg(r) < deg(jÇ) = t, it is easy to see that cs, then 
c s_i, then cs_2> e t c ' a r e m ^ anc^ consequently g is in mJ[X]. Then 
r = fo — 9j5 is in m> [ X]. 

Then 

%f = j5 + &fi + * = G & + ' ) + (& + 9)05 + r) - rg,- rq 
= J5+1 + &+iJ5+i " r ( g ; + 9) = J5+1 + gj+iJS+i ( m o d m J + 1 ) -

THEOREM 3.3. Le£ / foe in / . Then there is a monic polynomial 
f* in J with fif= nf* and, for an element a in R, f(a) = 0 
if and only iff*(a) = 0. 

PROOF. Let i>(R) = ß. Then by the lemma fißf = fß + g^/^ = 
(1 + gp)/^ where /^ is monic, bß and 1 + gß (since gß is in m[X] ) 
are units and pf = nfß. Thus let / * = fß. 

It is interesting to note that the sequence in (3.2) terminates in at 
most v(R) = ß steps and that the unit Uj does not depend on j . 
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PROPOSITION 3.4. If f is in J then f is irreducible if and only if 
fxf is irreducible. 

Observe that for the polynomials / = X2 + X + 1 and g = X2 + 
3X + 1 in (Z/4Z)[X], / is irreducible but (/) is not a maximal 
ideal (hence / is not prime) and that / and g are distinct irreducibles 
but are not coprirne. 

LEMMA 3.5. Let f and g be monte irreducible polynomials in J. 
Then fify^fig if and only if fand g are coprirne. 

PROOF. By (3.4) fif and /ig are irreducible; thus, if fiff^ fig 
there exist h and j in k[X\ with h(fif) + 7 (fig) = 1. Hence there 
are h and j in R[X] with fi(hf + jg) = 1. Consequently, hf + jg is 
a unit and / and g are coprirne. The converse is similar. 

The following lemma is due to Azumaya [2, §E, Lemma 3] and is 
surprisingly difficult to prove. 

LEMMA 3.6 (AZUMAYA's LEMMA). Let f be a monic polynomial in 
R[X]. Then R[X]l(f) = 7 0 / where I and J are ideals in R[X\l(f) 
if and only if there exist monic coprirne polynomials h and gin R[X] 
with f=ghandl= (g)l(f) and J = (h)l(f). 

A polynomial / in R[X] is called local if R[X]l(f) is a local 
ring. 

THEOREM 3.7. A monic polynomial f in R[X] is local if and only 
if nf is a power of an irreducible polynomial ink[X\. 

PROOF. If pf is not a power of an irreducible polynomial in k[X\ 
then by Hensel's Lemma / is not local. Conversely, if / is not local 
then R[X]/(/) decomposes as a direct sum of ideals. Thus, by 
Azumaya's Lemma, / and, consequently, fif factor into monic co-
prime polynomials. 

Edwin Clark has noted that the above may be proved directly with
out reference to Azumaya's Lemma. However we need this lemma 
later and so introduce it at this point. We have immediately the fol
lowing corollary. 

COROLLARY 3.8. If f is a monic irreducible polynomial in R[X] 
then R[X] l(fn) is a local ring for any positive integer n. 

Before examining local extensions further we note in the next 
several results how the existence of monic irreducible prime poly
nomials characterize finite fields. Recall Rad(R[X] ) = m[X] and 
that prime polynomials in R[X] are irreducible; however, irreducible 
polynomials need not be prime. 
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LEMMA 3.9. Let f be a monic irreducible polynomial in J. Then 
f is prime if and only if m Ç (f). 

PROOF. I f / is prime then R[X]l(f) is a finite field. But for an 
element a in m the coset a + (/) is nilpotent and hence zero. Thus 
a is in f 

Conversely, if m Q (/) then rn[X] Q (f). Suppose that the coset g + 
(/) is nilpotent. Then / divides gn for some n and thus \if divides 
(/utg)n. Since / is irreducible and in / we have that [if divides /mg; 
i.e., fxg = h(tif). Let / i b e a preimage of h. Then hf = g + j where 
j is in m [ X] . Thus g is in (/) and R [ X] /(/) is a field. 

THEOREM 3.10 (CHARACTERIZATION OF FINITE FIELDS). Let R be a 

finite local ring. The following are equivalent: 

(a) Ris a finite field. 

(b) Every monic irreducible polynomial in R[X] is prime. 

(c) There exists at least one monic irreducible polynomial in J which 
is prime. 

PROOF. Clearly (a) implies (b) and (b) implies (c). We need only 
show that (c) implies (a). Suppose that R is not a field and let / be 
any monic irreducible polynomial in / . Let a / 0 be in m. If a is in 
(/) then f divides a which is impossible by observing their degrees 
and that / is monic. Thus m is not in (/), and by (3.9) / is not prime. 

COROLLARY 3.11. Let R be a finite local ring which is not afield. 
Then 

(a) R[X] has no principal prime ideals generated by monic poly
nomials. 

(b) / contains no monic irreducible polynomials which are prime. 

An alternate approach to (3.10) and (3.11) and interesting in its 
own right is provided by the following observations. 

If N is a maximal ideal in R[X] then N D R = m and the image of 
IV under n : R[X\ —> fc[X] is (/) w h e r e / is an irreducible polynomial 
in k[X]. From this it is easy to deduce that every maximal ideal of 
R [ X] is of the form (m, / ) where fjifis an irreducible polynomial in k [ X] ; 
i.e., the maximal ideal is generated by m and / in R[X]. Conse
quently, / is an irreducible polynomial in/. Then, for an irreducible poly
nomial / in / , the ideal (/) is maximal if and only if m = (0), i.e., R 
is a finite field. 

Azumaya [2, §6, Lemma 4] has proven the following about the roots 
of a polynomial in R [ X]. 
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THEOREM 3.12. Let fbea monic polynomial inR[X\. Iffif has a root 
äink of multiplicity one then f has exactly one root ainR with yui = ä. 

COROLLARY 3.13. A polynomial in J has no multiple roots in any 
local extension of R. 

PROOF. Replace the polynomial in / by its monic 'representative' 
(3.3) and then apply (3.12). 

Let S and R be finite local rings with R a subring of S. The exten
sion S or R is said to be R-separable if S is projective over its envelop
ing algebra S ®R S. A polynomial / in R[X] is called separable if 
/ is monic and ß[X]/ ( / ) is a separable extension of R. Finally, an 
element s of S is called separable over R if s is the root of a separable 
polynomial in R [ X]. 

Let / b e a monic polynomial of degree n in R [ X]. The free R-module 
R[X]l(f) has a natural basis X° = 1, X, • • -, X""1. Let m denote the 
projection of R[X]l(f) onto the coefficient of X\ Then the trace map 
tr : R [ X] 1(f) -> R is defined by 

tr(g) = S T,(gX«) 

for g in R[X]l(f). The following is due to Janusz [13, Theorem 2.2, 
part (5)]: 

THEOREM 3.14. Let f be a monic polynomial in R[X]. Then f is 
separable if and only if the determinant of the matrix ,[tr(X'X;')], 
0 ^ i,j= deg fis aunit ofR. 

THEOREM 3.15. Amonicpolynomial jin R[X] is separable if and only 
if fif is square-free. 

PROOF. Let tr : R[X\l(f) -+ R and tr :_fc[X]/(/xf) -> k be the trace 
maps. Note that /ü^det[tr(X»XO] ) = det [tr(X*')] and recah that a is a 
unit of R if and only if \m ^ 0. By direct computation det [.t̂ X'X*')] ^ 
0 if and only if fif is square-free. The last statement follows from the 
well-known relationship between [ti^X'Y*)] and the discriminant (for 
example see [9, pp. 29-31] ). 

The following provides the connection between separable poly
nomials, irreducible polynomials and / . 

THEOREM 3.16. Let f be a monic polynomial in R[X]. The follow
ing are equivalent: 

(a) / is separable and local. 

(b) / is irreducible and in J. 

(c) fif is irreducible in k [ X]. 
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PROOF. This follows from (3.4), (3.7), and (3.15). 
We now undertake to show that separable polynomials admit unique 

factorizations as products of irreducible polynomials in / . By Hensel's 
Lemma it is easy to show that if / = ffi • • • fikr and fi— gi1 ' ' ' g/s 

where fi and g,- are monic, pairwise coprirne and irreducible poly
nomials in / then for each i there is a j with deg fi = deg gj and 
M/i = MO-

LEMMA 3.17. Let f he a monic polynomial in R[X]. Suppose that 
f = fxf2 ' ' ' fi where the fi are monic, irreducible and pairwise co-
prime polynomials in J. Suppose, in addition, f = g^1 • • • g/ s where 
the gi are monic irreducible polynomials in R[X] . Then t{= l , l ê i 
^ s, s = r and the g{ may be ordered so that [xfi = fig{. 

PROOF. Clearly fifi ^ fifi for i ^ j and the fifi are irreducible 
thus fxf is square-free. Hence t{= 1,1 ^ i ^ s, and the pig» and thus 
the gi are irreducible. Also figi ^ fxgj for i ^ j so s = r and the 
result follows. 

THEOREM 3.18. Let f be a separable polynomial in R[X\. Then 
(a) f factors uniquely as a product of distinct monic irreducible poly

nomials in R[X\. Further these factors lie in J. 
(b) / has distinct zeros in any local extension ofR. 

PROOF. Since / is separable by (3.15) pf is square-free. Then /&/ = 
f\ ' ' ' fi where fi are monic, pairwise coprirne and irreducible ir 
k [ X]. By Hensel's Lemma there exist preimages fi of fi for 1 ^ i ^ r ir 
/ with f — f\ ' ' ' fi- The fi are monic and irreducible. Suppose / = 
gi'1 ' ' ' gsts is a second factorization of f into monic irreducible poly 
nomials in R[X]. By (3.17) r = s, t{ — 1 and we may suppose thai 
fi = /Agj. Since fi and (ttg2) * • * (jßgr) are coprirne in k[X\ there exis' 
hx and h2 in R[X] with hjx + h2{g2 • • • gr) = 1. Thus gx = fe^gi •+ 
Mgig2 • ' * gr) and since/; d iv ides /= gY • • • g r then / i divides g^ Bi 
symmetry fiy = gx. The proof follows by induction. Part (b) follow 
since fi"/ fi (i Ti) a n d (3.12) imply the roots are distinct in any loca 
extension of R. 

To analyze the method of solution of a polynomial in R[X] w< 
extend the classical theory of higher order congruences. 

If ß = TJ(R) we have the natural sequence 

R = Rlm^Rlmß-1 -> • •• - ^ R / m ^ O 

where the kernel of a* = m*-1/™* is a fc-vector space. Denote o^ b; 
a and /Xj : Rim1 -» fc by pt. Note that the action of k on m i _ 1/w' i 
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given by am = can where yjx= ä. Let cUmfc(m'~Vm') = t and 
{€>!, • • -, vt} be a fixed fc-basis for mx~llm%. We now construct solutions 
of/ in (R/ro<)[X] from solutions of a / i n (R/m^^fX]. 

Let 5 in Rim*'1 be a solution of erf and let era = â. Let A= a + p 
for some p in m%~llm\ The object is to select p so that /(A) = 0 in 
Rim*. 

Since (m'-Vwi')2 = 0, 

/(A) = / (a + p) = /(a) + p / ' ( a ) + p2Ç> = f(a) + pf'(a) 

w h e r e / ' is the formal derivative o f / a n d Ç is in R/m\ 
Requiring that/(A) = 0 implies 

f(a) = -pf'(a)=p[f'(a)]p 

since p is in rri~llrri. Further, since (o/)(5) = 0, /(a) is in m^'^lm1. 
Thus, relative to the fc-basis {t^, • • -, vt}, 

f(a) = X bivi a n d P = X ö ^ i 
i i 

where a^ and fo; are in k. Hence 

0 = 2feA + n[f'(o)] ( 2>< ) 

Thus, for each i we must have 

o = f o i + A 4 / ' ( 0 ) K 

Three cases arise: 
(a) / ' ( a ) is a unit. In this case, //>[/'(#)] 7̂  0 and each a{ is uniquely 

determined. Thus there is exactly one solution A of/ with a A = â. 
(b) / ' ( a ) is in mim1 and there exists a fy ^ 0. In this case there are 

no solutions A of/ with a A = 5. 
(c) / ' ( a ) is in mlm1 and by = 0 for a l l / In this case/(A) = 0 for any 

A with a A = a. Thus there exist |fcp= I^Mm'"1/™*) = Im^^m^ 
solutions A o f / w i t h a ö = a. 

Observe we obtain all solutions of / in this manner since iff(a) = 0 
for / in (Rim1) [X] and a in Rim1 then era satisfies af in Rim*-1. 

THEOREM 3.19. Let f be a separable polynomial in R[X]. If jxf has 
zeros äi, • • -, ât in k, then we may construct zeros a1? • • -, at of f in R 
with fjuii = äi. 

PROOF. Observe for each i, 1 ̂  i ^ i?(R), in the previous discussion 
the element / ' (a) is a unit for any preimage a of a root â. 
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4. The Galois Theory — Part I. Throughout the remaining sections 
R denotes a finite local ring with maximal ideal m and residue field 
k = Rim. We let S denote a finite local ring with maximal ideal M 
and residue field K = SIM. We further assume that R is a subring oJ 
S. The purpose of this section is to describe the standard results con
cerning S and its R-automorphisms when S is a Galois extension of R. 

If S is a separable R-algebra then S/rnS is a separable field extension 
of Rim [1]. The local ring S is called unramified if M = raS; i.e., rr 
generates M in S. We have the following adaptation of a result bj 
Auslander and Buchsbaum [ 1]. 

THEOREM 4.1. The local ring S is a separable extension ofR if ant 
only if S is unramified over R. 

THEOREM 4.2 (PRIMITIVE ELEMENT THEOREM). If S is separable ove 
R, then S is a simple extension ofR; i.e., S has a primitive element. 

PROOF. By (4.1) M = raS. Since S/raS is a finite field it has a cycli 
group of units with generator a. Let a be a preimage of ä in S 
Since S/raS = (Rlm)[a\ we have S = R[a] + mS. By Nakayama 
Lemma S = R[a]. 

We note that for most classes of commutative rings there is not 
Primitive Element Theorem available. However, the presence of 
primitive element permits separable polynomials to play a central rol 
in the Galois theory (for discussion and example in the general case 
see [12, p. 113]). 

Let H be a group of R-ring automorphisms of S. Then 

S H = { x E S | p ( x ) = x f o r a l l p i n H } 
is called the fixed ring of H in S. If G is the group of all R-ring autc 
morphisms of S and SG = R, then S is called a normal extension of I 
A normal separable extension S of R is called a Galois extension an 
the group of all R-automorphisms of S is called the Galois group of 
over R and is denoted by ^ R ( S ) . 

The local case provides information about the automorphism grou 
of any finite commutative ring. Suppose S = © X*"1 *̂ where \ 
is a local extension of a local ring R̂ . Let e{ be the identity of Si an 
R = © ^Ri. Let Y\j : S —* S, be the natural projection an 
Xj : Sji -> S satisfying [[Ka{i) = 0 , K ^ i, and n* f l ( i ) = <± I f P i s a 

R-automorphism of S then pa(i) = p(^( i)a). But e^ is in R thus pa{i) = 
ei{i)p(a{i)) is in S* and since p is an isomorphism pS{ = S{. If p{ = \\iP 
then pi is an Ri-automorphism of S( and p = px 0 • • • ©pn . Furtht 
S is separable over R if and only if for each i, 1 ^ i ^ n, Ŝ  is h 
separable. A similar remark holds for normality. Thus <~?R(S) -
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We now state the fundamental theorem of Chase, Harrison, and 
Rosenberg [3, Theorem 2.3], on the Galois theory of commutative 
rings in the form we need. A ring S is a free extension of R if S is free 
as an R-module. 

THEOREM 4.3 (CHASE, HARRISON, ROSENBERG). Let S be a Galois ex
tension ofRwith^ = ^ R ( S ) . Then 

(a) S is a free extension ofR and Ì0\ = dimRS. 
(b) There is a lattice inverting bisection between the subgroups of 

<3 and the set S of R-separable subrings of S containing R. Normal 
subgroups of<3 correspond to normal extensions ofR in S. 

(c) The correspondence of(b) is given by 

H *-> SH = {x in S | px = xfor all pin H}, 

T *-» {p in G | px = xfor all x in T} 

where H is a subgroup of ^ and T is in S. 

Any free local separable extension of R may be embedded in a 
normal extension. Precisely, 

LEMMA 4.4 (JANUSZ). Let S be a free separable extension ofR. Then 
there exists a finite normal local extension T ofR with S in T. 

LEMMA 4.5. If S is a Galois extension of R with group <3, then 
10\= [SIM, Rim]. 

PROOF. The set {i^, • • *, vn} is a free R-basis for S if and only if 
{vi + M, • • -, vn + M} is an R/m-basis for SIM. 

5. The Galois theory — Part II. This section is devoted to a sharpen
ing of the results in (4); in particular, we improve (4.3) to (5.11). 

THEOREM 5.1 (AZUMAYA). Let S be a free separable extension of R. 
Then if p is an Rim-automorphism SIM there exists exactly one R-
automorphism p of S which induces p. 

_ PROOF. Note SIM is a finite field and SIM = (Rlm)[a]. Let 
/ = Irr(R/m,ö) and suppose n = d e g / = [SIM, Rim]. Let / be a 
preimage of f in / . By (3.12) there is precisely one element a in S 
which is a preimage of a and a root of/. The set {1, a, • • -, än~1} is an 
R/m-basis of SIM. Since S is R-free and thus minimal R-generating 
sets are free, the set {1, a, • * - ,a^ - 1 } is a free R-basis of S. Let 
p(5) = 50. Then ö0 is a root of / . There is exactly one preimage 
a0 of a0 which is a root of / . Define p : S —> S by pa = a0. Since 
{l,ö, • • -,an~1} is R-free,p extends to a unique R-morphism of S. Clearly 
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p is a ring morphism. The set {1, a0, • • -, a0
n~1} also forms a free R-basis 

for S so p is surjective. Surjective R-morphisms of finitely generated 
modules are injective so p is an R-ring automorphism of S. Uniqueness 
follows from (3.12). 

THEOREM 5.2. (a) S is a free separable extension of R if and only if 
S is a Galois extension ofR. 

(b) If S is a Galois extension of R, then ^ R ( S ) is isomorphic to 
^R/m(SIM) and thus is a finite cyclic group. 

PROOF. Galois extensions are free separable extensions. Conversely, 
let H denote the group of R-automorphisms of S. If p is in lì, then pa 
is a unit (resp., nilpotent) if and only if a is a unit (resp., nilpotent). 
Thus M is characteristic under H, and hence p induces naturally an 
R/m-ring morphism p which is obviously an R/m-automorphism. 
Let IT : H —>^R/m(S/M) be given by np = p. Then ir is a group 
morphism and injective by (5.1) thus an isomorphism. Hence H is 
cyclic. By (4.4) S may be embedded in a local Galois extension T of R. 
By the same argument ^ R (T) is cyclic with normal subgroup H. Thus 
by (4.3) S is normal and thus a Galois extension of R. 

The proof of the above result utilizes the full strength of the Chase-
Harrison-Rosenberg Galois theory. There appears to be no simple 
way to provide a direct proof (short of redeveloping the Galois theory) 
as in other results. 

In (5.2) "free and separable" is equivalent to "Galois". We now show 
that "free" may be omitted. This is a significant departure from the 
standard Galois theory of commutative rings. 

THEOREM 5.3. The following are equivalent: 
(a) S is unramified over R. 
(b) S is separable over R. 
(c) S is a Galois extension ofR. 

PROOF. By (4.1), (a) and (b) are equivalent. Further (5.1) shows 
that (c) implies (b). It rémains to show that either (a) or (b) imply 
(c). Let K= k[a\ and / be the minimal polynomial of ä in k[X]. 
Let / b e a monic preimage of / in R[X] with n = deg(/) = [K:k], 
Then, if a is a preimage of ä, since S = R[a] we have/(a) = 5)"Jo m*a* 
= g(a) where W; are in M. Set h(X) = f(X) — g(X), then h(a) = 0 and 
fjih = f so h is monic and irreducible. We have a natural ring morphism 
R[X] —> S by X —> a which induces a surjective R-algebra morphism 
0 : R[X]l(h) -> S. We claim that |S| = \R[X]l(h)\. If this is so, then 
<f) is also injective, hence <j> is an isomorphism, and since R[X\l(h) is 
R-free, so is S. 
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We now show that if S is unramified over R then |S| = \R[X]l(h)\. 
Note \R[X]l(h)\= |R|deg(fe)= \R\IK*\ Let ß denote the nilpotency 
of M. We have the following natural sequence of surjective ring 
morphisms af. 

S = S / M ^ ^ S / M ^ - 1 ^ • • - ^ S / M = K 

where kerfo) = Af'-VM*. Clearly 

| S | = | K | n I M ^ i ) l = |K| n |W-VM'|. 
i=2 i=2 

Using the facts that M = Sra and mS ®R m* C S <8>R ra* we have 
Mi~lIMi= Smf-1/Smi 

=* (S ®R ro'-^mS ®R mi + S ®R m*) 

— (S/mS) ®fc (mf-Vm*) ^ K <8>fe (m*"1/™')-

Thus 

and 

| S | = | K | ( n K - V m ' | YKk] 

= ( \k\ n |mÄ-Vm* ) [K:fe] = | R p f e ] 

and we are done. 
The following result by Janusz [ 13, Corollary 2.8] is useful in finding 

Galois extensions. 

LEMMA 5.4. Let S be a Galois extension ofR and suppose for some a 
in S the subring R[a] is a separable extension of R. Leta= ax,a2, * * \an 

be the distinct images of the element a under ^R(S). If g is in R[X] 
and g(a) = 0 then g is divisible by f(X) = (X — ax) • • • (X — an). 

Using (5.2) and the observation that R[X] —> R[a] is a surjective 
R-ring morphism the following is immediate. 



534 G. GANSKE AND B. R. MCDONALD 

COROLLARY 5.5. Let S be a Galois extension of R. Then 
(a) The Galois group 0R(S) permutes the roots of a separable poly

nomial f in R[X] where f is satisfied by a primitive element a gen
erating S over R. 

(b) In addition to (a), d e g / = dimR S and S = R[a] — R[X\l(f). 

Thus, by (3.16), 

THEOREM 5.6. Let S be an extension of R. Then S is a Galois exten
sion of R if and only if S is R-algebra isomorphic to R[X]l(f) where 
fisa monic irreducible polynomial in J. 

The next two results generalize a remark by Janusz. 

THEOREM 5.7. Let S be a Galois extension of R with dimR S = n. 
Let t denote the number of monic irreducible polynomials of degree 
n in J and r denote the number of primitive elements of S over R. 
Then tn = r. 

PROOF. Note that t = t \m\n and r = J\M\ where t and ? are the 
analogous values for the extension SIM over Rim. It is well known 
that£ [SIM : Rim] — tn = J. Thus, it is necessary to show \m\n = \M\. 
If a is a primitive element for S, then {1, a, • • -, an~1} is an R-basis for 
S and their images {1, • • -,an~1} form an R/m-basis for SIM. If 
d0 + dia + • • • + dn_ian~l is in M where the d{ are in R, then d0 + 
• • • 4- Jn_lä

n~l = 0 and d{ = 0, 0 ^ i ^ n — 1. Thus the d{ are in 
R H M = m. Conversely any element of the above form is in M. Hence 
\M\ = \m\n. 

THEOREM 5.8 (UNIQUENESS OF GALOIS EXTENSION). For each positive 
integer n there exists exactly one (up to R-algebra isomorphism) Galois 
extension SofR with dimR S = n. 

PROOF. The existence follows from (5.6). Observe a standard argu
ment shows that the uniqueness of the Galois extension is equivalent 
to (5.7). 

It is well known that if v(n, k) denotes the number of monic ir
reducible polynomials of degree n = px

ei • • • ps
6s in k[X\ then 

v(n, fc) = — F \k\« - Y |fc|"ty + Y |Jfc|^/'j 
n L 

_ . . . + (-l)*|fc|n/Plp2-ps~| . 

Thus, by (3.4), there exist 
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v(n,R) = v(n,k)\m\n 

= i|R|«ri-2|fc|1/"' + SW1/p",J n L 

- • • • + (-l)*|fc|^r-^l 

monic irreducible polynomials in / of degree n. Hence nv(n, ft) primi
tive elements for a Galois extension S of ft with dimR S = n. 

Preliminary to two examples it is useful to note that if S is an exten
sion of R and a is an element of S, then the sub ring R[a] is a separable 
extension of R if and only if a is separable over ft. 

EXAMPLE. Let ft = Z/(4) and f(X) = X3 + X + 1 in ft[X]. Since 
ixf is irreducible, / is irreducible. Hence S = R[X\l(f) is a Galois 
extension of ft, dimR S = 3, ^ R ( S ) is cyclic of order 3 and there are no 
proper R-separable sub rings of S. 

For finite local rings, although the Galois group is cyclic, the gen
erating automorphism of the Galois group cannot be described as a 
power map on all the elements. 

EXAMPLE. Let ft = Z/(4) and S = ft [a] where a satisfies X2 + X 
+ 1. Then ^R(S) = {l,p} where pa = 3a + 3. Note that no power 
of 2a is 2a + 2 = p(2a). Also p(3a + 1) = a + 2 and it is easy to 
check that a + 2 is not a power of 3a 4- 1. However, pa = 3a + 3 
= a2. Thus ^ R ( S ) is generated by an automorphism which takes a 
primitive element to its square. 

LEMMA 5.9. Let S be a Galois extension of ft and f a monic irreduc
ible polynomial in J. If a and b are roots of f in S, then there exists 
a monic irreducible polynomial g in J such that a'*' and b^ are roots 

PROOF. It is easy to see that we may select a monic polynomial g 
in / with g(a'fcl) = 0. Consider the polynomial h(X) = g(Xlfcl). Note 
that a satisfies h. By (5.4) h is divisible by / . Since b satisfies / , b must 
be a root of h. Hence b^ is a root of g. 

THEOREM 5.10. Let S be a Galois extension of ft with dimR S = n. 
Then there exists a primitive element a of S over ft such that the ft-
automorphism pofS given by pa = alfcl is a generator of^R(S). 

PROOF. Let / b e a monic irreducible polynomial of degree n in J 
and a be a root of / Set A = {g in / | g is monic and /xg = pf}, 
B = {b in S | b is a root of some polynomial in A}, and let # = 
{V | b in B} for j = 1, 2, • • •. Clearly B D ftlfel D Bl*l2 D • • \ Since 
/x/(X) = (X - 3)(X ~ äl*l) • • • (X - al*!""1 ) where fxa = a and 
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each element of B is a preimage of one of {ä, a'*', • • -, ö'*'""1 }, each 
element ofB has the form aj' + c where c is in M and; = 1, |fc|, • * #, | fc | n l . 
Hence there exists an s such that Bs = Bs+l = • • • and Bs has only n 
elements. Raising each element of Bs to the \k\th power results only in 
a reshuffling. By (5.1) and previous lemma there is an R-automorphism 
p of S given by pt = fl*l where X is in Bs. Consider p, p2, • • •, pn in 
^R/m(S/M). These R/ra-automorphisms are distinct since the map 
b —> fol*l generates^R/m(S/M). Thus p generates^R(S). 

The integer s in the above proof may easily be bounded. If TJ(R) = ß 
and a> = c is in B with c in M then (a* + c)\k\ft = a••>'*'" since all other 
terms in the binomial expansion are zero. 

A Galois extension S of R is a splitting ring for a separable polynomial 
/ in R[X] if / is the product of linear factors in S[X] and S is gen
erated over R by the roots of/ 

We summarize with 
THEOREM 5.11. Let S be a Galois extension of R. Then 
(a) S is unramified over R? R-free, and | ^ R ( S ) | = dimR S = d e g / 

where f is a monic irreducible polynomial in J. Further, S = R[a] 
where a is a root of fS = R[X]/(/), S is a splitting ring off and 
S is the unique Galois extension ofR of this dimension. 

(b) €ÌR(S) is cyclic, isomorphic to <^R/m(S/M) and generated by the 
power map 

(c) There is a lattice preserving bisection between the subfields of 
K containing k and the separable subrings of S containing R. If T is a 
separable extension ofR in S, then T is a Galois extension ofR and 

1 ^ R ( T ) ^ R ( S ) ^ „ ( S ) - > 1 

is exact. 
(d) There exists an element a in S such that {aa | a G^ R (S)} is a 

free R-basis of S, i.e., S has a normal basis over R. 

The parts above which we have not shown are immediate. 

6. The Cohen Structure Theorem. The purpose of this short section 
is to sketch a simple proof of the Cohen Structure Theorem. Standard 
proofs (for example, Nagata [16] or Cohen [7] ) necessitate the intro
duction of concepts which are not needed for the finite case. Indeed 
the theorem for complete local rings may be sharpened in this setting. 

file:///k/th
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THEOREM 6.1 (COHEN). Let R be a finite local ring with X(R) = pk. 
Let the maximal ideal m of R have minimal generating set{tii, • • -, un}. 
Then there exists a subring T of R such that 

(a) T is a separable (hence simple) extension of the prime ring Z/Zp\ 
(b) T/(mn T)^Rlm. 
(c) Ris the ring homomorphic image of T[Xi, • • *,Xn] andhenceby 

(a)of(ZIZp*)[X1,--;Xn,Xn+l]. 
Finally, the subring T (called the coefficient ring of R) is unique 

(absolutelyl) and is the largest Galois extension ofZJZpk in R. 

PROOF. Let v be the generator of the group of units of Rim and let 
f be the Irr(ü, ZIZp) in (Z/Zp)[X]. Let / be a monic preimage of 
f in / . By (3.12) R contains an element v with f(v) = 0 and \xx> = v. 
Since v is separable, (ZIZpk)[v] — (ZJZpk)[X]l(f) is a separable 
extension of Z/Zpx. Let T = (Z/Zpx)[tr|. Note there exists a natural 
injective ring morphism Tl(m f l T ) - > Rim. Since v generates the 
units of Rim, the map is a surjection and Tl(m fi T) — Rim. It now 
suffices to show that T[uu • • ',un] = R. Obviously T[uY, • • ',un\ is 
a subset of R. Let c be in R. By the above c = a mod m for some a 
in T. Construct {Cj}fj0

l(ß = 7)(R)) such that c = c / m o d r a > + 1 and 
Cj is in T[ul9 - - ',un]. This is done by letting c0 = a, and, if j = 1, 
Cj= c — ^ biWi where u^ is a power product of {uY, • • -, wn}. There 
is an a{ in T with fo4 = â  mod m, thus 

c — ^ = X ^ i ^ mod ra>+2. 

Then set cJ+1 = Cj H- ^ 0 ^ ^ . Since m^ = 0, c = cß_i and c is in 
r[t*i, • • -,un]. 

Note properties (a) and (b) of (6.1) together with the natural bijec-
tion between the lattice of separable subrings of T and the subfields 
of Rim imply that T is the largest separable, and thus, Galois extension 
of Z/Zpx in R. Uniqueness, in the sense that there is only one such 
ring T in R, is given by [16, (31.10), p. I l l ] . 

The emphasis of the above is on the maximal ideal of R. If instead 
we examine the units R* of R a second semitrivial "structure" theorem 
is possible. 

THEOREM6.2. Let Rbe a finite local ringwithX(R) = px. If{au • • -,as} 
are the generators of the group of units of R, then R is a ring homo
morphic image of(Z/ZpK)[XlJ - • \, Xs]. 

PROOF. Consider the subring (Z/Zpx)[al5 • • \as] of R. Clearly this 
subring contains each unit of R. Let a be in the maximal ideal m. 
For b a unit, a — b = c is a unit. Thus a— b + c is in 
(Z/Zpx)[a1? •••,<!,]. 
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We note several special cases. Hungerford [11] showed that if the 
maximal ideal is principal, then R is the homomorphic image of a 
principal ideal domain S and thus has the form S/Spn for some prime 
p of S. 

The Galois extensions of the quotient rings of the rational integers 
Z/Zpn (p prime) are particularly interesting: We let GR(pn, r) denote 
the Galois extension of Z\Zpn of degree r and call this the Galois 
ring of degree r over Z\Zpn. These rings were perhaps first noticed 
by Krull in 1924 [ 14]. They were rediscovered by Janusz [ 13] (and 
we recently noted also by Raghavendran [20] ). Note that GR(pn, r) 
is a principal ideal ring and thus a homomorphic image of a principal 
ideal domain, GR(pn, 1) = Z/Zpn and GR(p, r) = GF(p$. They are 
proving useful since finite noncommutative rings may be naturally 
considered as algebras over Galois rings. 

7. Units of finite rings. Let R* denote the group of units of a local 
ring R. The decomposition of a finite commutative ring into local 
rings induces a natural decomposition of the group of units; hence, 
our interest will be in the units of the local ring R. 

All local rings R with R* cyclic were determined by Gilmer [10] 
(also proofs are given in [20], [17]). Pearson and Schneider have 
found all R where R* is generated by two elements. Clark has investi
gated R* where the ideals form a chain and has shown that if p ^ 3, 
n ^ 2 and r ^ 2, then the units of the Galois ring GR(pn, r) are a direct 
sum of a cyclic group of order pr — 1 and r cyclic groups of order 
pn~l (this was also done independently by Raghavendran [20] ). 

Let R have maximal ideal m of nilpotency ß and let <fo = \mi~llmi\, 
1 = i = j8, where R = ra°. Then it is easy to see that 

|R*I = ( I l * W i - 1) = (power of p) (|fl/ro| - 1). 
X i=2 ' 

Thus R* — (Abelian p-group) X (cyclic group of order |R/ra| — 1). 
We conjecture that the p-group is intimately connected with the R/m-
spaces ra*-1//?!* for 1 ^ i ^ ß. Below we provide a solution for ß = 2 
(of interest to some). 

Denote the order of a unit u by o(u) and consider the natural ring 
morphism a( : Rim1 -» Rim*'1 for some U e « = ß-

LEMMA 7.1. If u is a unit in Rim*'1 with o(u) = t and <JiW = u 
then wis a unit in RJm1 and o(w) = tor o(w) = pt. 

PROOF. Suppose t' = o(w). Then t divides t'. But a^w*) = 1, so 
wl = 1 + v for some v in ra^Vm*. Then 
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(wiy = (i + v)p = l + pQ = i 

where Q is in ra^Vra* (thus pQ = 0). Thus o(w) divides pt. Hence 
o(w) = t or o(u?) = p£. 

Letc(ti) denote the cyclic group of order u. 

PROPOSITION 7.2. Let R be a finite local ring withr)(R) = 2. 77i£n 

R*= ( e 2 «(p))©«(i*i-i) 

where n = dimfc(m/m2) and |fc| = p*. 

PROOF. Let A denote the p-group summand of R*. The group A 
is a direct sum of cyclic p-groups. Suppose the generators of A are 
{ex, • - *,es}. Since o(^) is a power of p and p does not divide |fc| — 1, 
we must have o-2(^) = 1, 1 = i = s. Hence, by (7.1), o(^) = p. Thus 
A is a direct sum of cyclic groups of order p. Finally, 

\A\ = Ker(a2)| = \mlm2\ = |fc|n = ptn. 
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