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ASYMPTOTIC APPROXIMATIONS TO THE 
SOLUTION OF THE HEAT EQUATION 

JOHN F. POLK* 

ABSTRACT. In one-dimensional problems of diffusion or 
heat conduction where discontinuities or steep gradients occur 
in the initial or boundary conditions a singular perturbation 
analysis can give accurate estimates of the solution when 
numerical methods prove inefficient or inadequate. In fact, 
the discontinuities can be exploited in the singular perturbation 
analysis to obtain an asymptotic series representation of the 
solution. 

Several different problems of increasing complexity can be 
explicitly solved when the boundary and initial data are given 
in piecewise polynomial form: (a) infinite region or pure initial 
value problem, (b) semi-infinite region, and (c) finite region. 

The approximate methods also apply to the case when no 
discontinuities occur in the prescribed data or its derivatives. 

1. Introduction. It is frequently stated in regard to heat conduction 
and diffusion problems that "discontinuities are immediately damped 
out". In some problems arising in engineering, however, this view is 
too over-simplified to be realistic because the damping out process 
itself is the heart of the problem. Typically, such problems exhibit a 
behavior usually referred to as "very steep gradients" which present 
severe difficulties to attempted solution by numerical techniques; viz., 
very small mesh sizes and excessive roundoff errors. We shall examine 
in this paper how such problems are most suitably handled by a 
singular perturbation analysis. The analysis will show how very 
accurate estimates of the solution can be obtained with just a few 
easily calculated terms. 

We first wish to give an example of the type of problem we have in 
mind, namely, heat conduction in rifle barrels. We assume circular 
symmetry and independence of the axial coordinate. The phenomenon 
is then described by the heat conduction equation in radial coordinates: 

ut = a[urr + (Ur)ur]. 

The radial coordinate varies from r0 = interior radius of the barrel 
to rx = exterior radius. The initial and boundary (radiation) condi
tions are 
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u(r9 0) = ambient temperature. 

w(r0, t) + h0ur(r0, t) = propellant gas temperatures at time t, 

u(fi, t) + hlur(rl, i) = ambient temperature, 

where h0 and hx are heat transfer coefficients. The coefficient of 
thermal diffusivity, a, for mild steel is 0.12 cm2/sec. A typical length 
scale in this problem is r1 — r0 which is on the order of 1 cm. A typical 
time scale is the duration of the phenomenon which is on the order of 
1 millisecond. In non-dimensional form then the coefficient a is on 
the order of 10 ~4. Although one usually thinks of metal as being a 
good conductor this problem is one in which the conductivity may be 
considered as very poor due to the short duration of the heat pulse. 

An analysis of the behavior of solutions of equations of the general 
form 

ut = e[a(x)uxx + b(x)ux + c(x)u] 

has been undertaken by the author and explicit formulas for such 
problems have been obtained through singular perturbation tech
niques. However, in the present paper we shall deal only with the 
diffusion equation ut = euxx due to space limitations. The behavior for 
this case is simpler than the general case but typical. At first only the 
Cauchy problem (infinite rod) will be analyzed. Later it will be 
shown how extensions to mixed initial-boundary problems are easily 
accomplished. 

There has been some treatment of this type of problem in the litera
ture—see, for example, references [1, 2, 3, 5]. All of these only 
develop the first order approximations, however, and require more 
stringent conditions on the data than we have found necessary. In 
particular the case where discontinuities arise between the 
boundary data and the initial data has not been analyzed. The 
present treatment is very direct in its approach and all of the approxi
mations will be explicitly obtained. The precise effect of discon
tinuities in the data and its derivatives will be clear from the asymp
totic representations obtained. 

The results presented here are only partial and give an indication of 
the general approach. A full development for the more general case 
will be available in the author's thesis [6] which is currently being 
completed at the University of Delaware. 

2. Cauchy Problem for the Diffusion Equation. Consider the fol
lowing problem in the region — <*> < x < oo, 0 ^ t < T: 
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(1) ut = €UXX> for t > 0, 

(2) iimitt_^u(x, t) = $(x), wherever <f>(x) is continuous, 

(3) \u(x, t)\ g M exp[ax2], for 0 g t < T 
and — oo < x < oo 9 

where M and a are positive constants. 
The existence and uniqueness of the solutions of this type of prob

lem are thoroughly discussed by A. Friedman in [4]. In the present 
discussion we shall be more concerned with the computational 
aspects of the problem. However, in passing, we should make a few 
remarks about those more fundamental questions: (a) The existence of 
a solution is guaranteed provided 4eaT < 1. (b) Condition (3) is 
sufficient to guarantee uniqueness. It is much weaker than the usual 
boundedness condition specified for such problems from physical 
reasoning, (c) Condition (2) should be replaced by a more general 
requirement if <£(x) is only locally integrable. However, we will con
sider only <f>(x) which are continuous except at certain isolated points 
where it has well defined jumps. In such cases condition (2) is suf
ficient, (d) Condition (3) applies in particular to <j>(x) = u(x, 0). 

The solution of problem (1), (2), (3) can be written in the well known 
integral representation form 

u(x,t)=\ F(x-y,€t)(j)(y)dy, 
(4) j - °° 

where F(x, t) = ( l /Vïrf) exp[ -x2l4t]. 

This integral is not always easy to evaluate explicitly or even numeri
cally so we proceed with a singular perturbation analysis to obtain 
easily calculated solutions. We wish to emphasize here that the singu
lar perturbation technique can be extended to more general equations 
where the fundamental solution is not known a priori. 

3. The Functions Hn, Hn* and vn. In this section we introduce cer
tain functions which will be convenient later in the discusssion. 

Define the initial value functions hn(x) and hn* for n = 0, 1, • • • 

rxnln\, f o r x > 0 
n ( x ) " 10, for*<0,and 

h * / x ) = TO forx>0 
\xnln\ f o r x < 0 . 

The functions Hn(x, t) and Hn*(x, t) are then defined as the (unique) 
solutions of ut = uxx which satisfy the growth condition (3) and the 
respective initial conditions 
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Hn(x, 0) = hn(x) 

Hn*(x, 0) = hn*(x) 

Let the two auxiliary functions E(x, t) and F(x, t) be 

E(x,t)= l / 2 e r f c ( - ^ V ¥ i ) , 

F(x, 0 = (1/V4^) exp[ -x2l4t], 

where 

erfc (j/) = (2/VTÖ f °° exp [ - z 2 ] dz. 

It is easy to show by induction that Hn satisfies the recursive formula 

H0=E, 

Hx = xE + 2tF, 

Hn = (l/n)(xHn_! + 2tHn_2\ for n é 2. 

Another useful formula for Hn is Hn = (Hn\)[vnE + 2unF], where 
un and t?n are polynomials in x and t defined by the recursive formulas 

u0 = 0, v0= 1, 

wx = £, üL = x? 

vn = xvn_l + 2(n - l)tvn_2, 

un = xun_l + 2(n - l)^n-2-

Similarly, define E* and F* by 

E*(x,t) = E(-x,t) 

F*(x,*) = -F(x,t). 

Then we can show 

H0* = E*, 

H i * = xE* + 2fF*, 

Hn* = (l /nJlxH^x* + 2*tfn_2*],and 

H n * = (l /n!)[ünE*+ 2wnF*]. 

The proof of all of these is routine so we omit it. The importance 
of the recursive relations is that they reduce all calculations to the 
evaluation of the well-known functions exp [ — x2] and erfc(x). 
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We note here that the polynomials vn(x, t) coincide with the heat 
polynomials discussed by Rosenbloom and Widder in [7]. Because 
vn(x, t) is a solution of the diffusion equation ut = uxx and has initial 
values vn(x, 0) = xn, then 

(5) vn(x, t) = n! [Hn(x, t) + Hn*(x, t)]. 

Let L$ = <f>xx. Then another convenient representation is 

(6) vn(x, t) = 2 Lk(x»)l*lk\, 
k=0 

where n ' is the smallest integer not less than n/2. Note that n ' can be 
replaced by any larger integer since Lk(xn) — 0 for any k > n/2. 

4. Outer Solution. The solution of (1), (2) and (3) is assumed to 
have the asymptotic representation 

u(x, t) = 8Q(€)U0 H- 8i(e)ul + • • -, where 

8()(€) = 1, and 

8 * - H ( * ) = o(8k(e)) ase-*0 + , fo r /c = 0 ,1 , 2, • • • • 

by standard procedures one easily can show that the only reasonable 
choice for the asymptotic sequence is 8fc(e) = ek. The equations for 
the uk are then obtained by substituting into (1) 

Mt = o, 

(uk)t= (uk_{)xx, (k^ 1), 

with initial conditions 

u0(x, 0) = 0(x), 

uk(x,0) = 0, (fc^ 1). 

these are easily solved when </>(x) is sufficiently differenti able, 

uk(x, t) = tkLk<f>(x)lk\ (k ^ 0). 

The n-term outer expansion of solutions to (1), (2), (3) is therefore 
given by 

(7) u(x, t) = S (ct)kLk<l>(x)lk\ + 0((ct)n + l ) , 
k=0 

where Lk is the operator L applied k times. 
This representation is very advantageous for computations since it 
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reduces the problem of finding u at a point (x0, t) to the evaluation of 
(f) and its derivatives at x = x0. The error is of order (Vëf)2n + 1 pro
vided <f> has 2n + 1 continuous derivatives in a neighborhood (x0 — ft, 
x0 + ft), where ft ^> Vêï. This claim is not difficult to prove using 
the integral representation for u(x, t) and growth properties of F(x, t). 
We shall not include a proof here. 

In passing we note that for more general operators such as Lu = 
a(x)uxx + b(x)ux + c(x)u the outer solution of ut = e Lu is given by the 
exact same formula, (7). In fact, this representation is a formal solution 
if n = oo and is a true solution whenever the series is defined and con
vergent for all x. 

5. Interior Layer. In the usual singular perturbation problem the 
outer solution fails to satisfy some of the data specified in the original 
problem and an inner solution is derived to correct any discrepancies. 
In the present case, however, the outer solution satisfies the prescribed 
data, given by (2), so an inner solution is not required for the usual 
reason. This is a rather unique feature of the pure initial value prob
lem under consideration and should not be expected in general. In 
contrast, if we were concerned with a mixed BVP-IVP problem, then 
the usual difficulties would arise. 

There is, however, another source of singularities in the behavior 
of a perturbation solution, namely the presence of discontinuities in the 
prescribed data and its derivatives. It is apparent that this type of 
difficulty occurs with the representation (7) since any discontinuity in 
<f)(x) or its derivatives are propagated into the solution domain along 
the sub-characteristics x = constant. Solutions to the diffusion equa
tion are known to be infinitely differentiable except at the boundaries, 
but (7) does not have that property. We are therefore led to the need 
for "interior layers" to correct the outer solution in the neighborhood 
of sub-characteristics. In general there can be many points at which 
0(x) or its derivatives up to a given order do not exist. Our analysis 
will assume only one such point, namely x = x0, but the results are 
easy to extend to the more general situation because of the linearity of 
solutions of (1). 

There is another motive for studying the effect of discontinuities in 
the initial data for the Cauchy problem which is really the more 
important reason. In § 8 we shall show how mixed boundary-initial 
value problems can be transformed into Cauchy type problems with 
discontinuous data. The results we develop now will thus be directly 
applicable to that case and will lead to a proper understanding of the 
influence of the boundary data on the solution. 

To proceed with an analysis of the Cauchy problem we assume that 
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in some neighborhood (x0 — h, x0 + h), <f>{x) satisfies jump conditions 
in the form 

(8) fa) = { 
]£ (aklk\)(x - x0)

k + K2m for* > x0 

fc=0 

2n 
X (bklk\)(x - x0)

k + R2n*, for x < xo, 
k=0 

where the Taylor remainders Z^ and Z^* are 0((x — x0)2n + 1). 
To understand the behavior of u(x9 t) near to the sub-characteristic 

x = x0, we introduce an inner variable of the form 

x = (x — x0)/Vë, 

and an inner solution 

(9) U(x, t) = u(Vex + x0, t\ 

which is assumed to have an asymptotic form 

(10) U(x, t) = C70(x, t) + SfàUiix, t) + 

where 8i(«) = O(l), and 

** + l(*) = 0(8fc(6)), fc^l. 

Rewriting equation (1) in terms of x gives the equation for 17 as 

(11) Ut = e(UV^rU-xi. 

Substitution of (10) into (11) leads to the following equation for U0: 

(12) (£/„)« = (Uo)B. 

Initial conditions for U(x, 0) follow from those for u(x, t): 

U(x, 0) = u( Vex, 0) = <£( Vex). 

Then from (8), 
r 2n 

(13) t / (x ,0)= J 

£ (afc/fc!)(VÏÏ)* + R2n, f o r x > 0 
fc=0 

2n 
S {bklk\){Vlxf + K2n*, forx<0. 
fc=0 

This indicates that the proper choice for the asymptotic sequence in 
8fc(€) = ( Vc)* a n d the asymptotic series for U is 

C7(x, t) = (70(x, *) -f VeC/^x, *) + e(72(x, *) + 
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Substituting this expression into (11) and comparing with (13) we 
obtain equations and initial conditions for Uk: 

(Vk), = (Uk)s, 

U(x0)= fWW' f o r * > 0 
k{ ' ' \(bklk\)xk, fo r%<0. 

Solving for Uk in terms of Hk and Hk* we have: 

Uk(x, t) = akHk(x, t) + bkHk*(x, t), and 

2n 

(14) U(x, t)= 2 (V^)k[akHk(x, t) + bkHk*(x, t)] 
k=0 

+ 0((V^)2"+ I) . 

Relating u and U by (9) we then set x = x — x0 and obtain 

u(x, t) = U(xlVê, t) 

(15) = § (V*nakHk(xlV-e, t) + bkHk*(xl\^, t)] 

+ O((Ve)2n + 1 ) 7 ase -^0 . 

This representation has been derived only in a formal way, but it 
can be rigorously justified for |x — x0| < h. We now wish to indicate 
how (15) can be written in the form of the "outer solution" (7) plus a 
correction term (which we call an "interior layer") to account for the 
discontinuities in </>(x) or its derivatives at x = x0. Letting dk = ak — 
bk, (15) can be rewritten 

u(x, t) = f (V~t)kak[Hk(xlVe, t) + Hk*(xjV~e, t)] 
k=0 

- f (VÏ)kdkHk*(xlVÏ,t) + 0( (Vi) 2 « + l ) 

k=0 

2n 

= 1 (Ve)k(aklk\) vk(xlVe, t) 
k=0 

- £ (Vì)kdkHk*(xlyfe,t)+ 0( (Vi) 2 " + I). 

But ^(x/Vë, t) is a solution to ut = euxx, and similar to (6) we have 
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t?fc(S/V£, 0 = 2 ieLYixlVifmi 

Hence, 

2n / k' v 

"(*,0 = S (V^(afc/fc!) ( E W(xlVÏ)kM\ ) 

2n 

- 2 (V€)fcdfcHfc*(x/V^,*)+ 0((V^)2" + 1). 
fc=0 

Because k S= 2n implies fc ' = n, fc ' can be replaced by n. Then revers
ing the order of the summation gives 

n •- Zn - | 

u(x,t) = E ( W W | S (a*/*!)**] 
t=0 L fc=0 J 

2n 

- 2 (V~e)kdkHk*(xlV€,t) + 0((V^)2« + ') 

fc=0 

n r 2n -| 

= S (««*)'# f 2 (aklk\)x*\ 
i=0 L k=0 J 

- S (VefdkHk*{xlVl,t) + 0((Vi)2" + 1)-
fc=0 

The expansion (13) of the initial value function can be used to 
simplify this for x > x0: 

u(x, 0 = 2 (etyV(<l>(x))li\ 

2n 

- 2*(Vï)fcHfc*(ï/vï,o 
(16) fc=o 

+ 0((V€)2"+1 

where x = x — x0. 

By similar derivation the corresponding formula for x < x0 can be 
obtained: 
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u(x, t) = J (etyVMxïïlil 
i=0 

(17) + J dk(VÏ)kHk(xlVÏ9t) 
k=0 

+ 0((Ve)2" + 1)-

In this form it is apparent how the inner solution given by (16) for 
x > x0 and by (17) for x < x0 is just the outer solution plus a correction 
for the interior layer. An analysis of the functions Hn and Hn* would 
show that Hn(x, t) becomes negligible faster than any power of (1/x) 
as x—» — °°, and similarly, Hn*(x,1) becomes negligible as x—> — °° . 
The correction terms in (16) and (17) are therefore negligible except in 
a neighborhood of the subcharacteristic x = x0. 

6. Mixed Boundary-Initial Value Problems. One of the techniques 
for solving mixed boundary-initial value problems is to convert the 
problem into an appropriate pure initial value problem for which the 
fundamental solution is known. The solution of the new problem is 
then shown to satisfy all of the conditions of the original problem. 
This approach is particularly useful in the present case since we have 
developed all of the necessary tools for solving the Cauchy problem. 

Unfortunately, there does not seem to be any standard reference for 
this technique, and we do not have space here for discussing the mat
ter. Therefore we shall only indicate the proper initial value problem 
which can be used to solve certain mixed boundary initial value prob
lems. Greater detail will be included in [6] and will be submitted for 
publication in a separate paper. 

The following list is valid for the equation ut = euxx. 

A. Semi-infinite domain, zero boundary condition. 

Mixed BVP-IVP: 

Corresponding IVP: 

Corresponding IVP: 

u(x, 0) = <j)(x), 
u(0, t) = 0, 

u(x, 0) = <£(x), 

x > 0, 
t> 0. 

x > 0, 
x < 0. u(x, 0) = -</>(-x), 

B. Semi-infinite domain, zero initial condition. 

Mixed BVP-IVP: u(x, 0) = 0, 
u(0, t) = hn(t\ 

, zero initial condition. 

u(x, 0) = 0, x > 0, 
w(0, t) = hn(t), t > 0. 

u(x, 0) = 2h2n*(xlVi). 
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C. Finite domain, zero boundary conditions. 

Mixed BVP-IVP: u(x, 0) = hn(x\ 0 < x < x0, 
u(0, t)=0, * > 0, 

u(x0, t) = 0, t> 0. 

Corresponding IVP: u(x, 0) = hn(x — 2kx0) — \hn*(x — 2fac0)|, 

for (2k - l)x0 < x < (2k + l)x0. 

D. Finite domain, one non-zero boundary condition. 

Mixed BVP-IVP: u(x, 0) = 0, 0 < x < x0, 
u(0, t) = hn(t), t > 0, 

u(x0, 0 = 0 , t > 0. 
oo 

Corresponding IVP: u(x, 0) = 2 ^ /i2n*((^ + 2jxo)lVë) 
i=o , 

- 2 2 ^2n((^ - 2fcx0)/V^). 
k = l 

These correspondences combined with the theory developed in 
previous sections for the Cauchy problem allow us to solve the heat 
conduction problem in a finite rod explicitly when the data is given in 
the form of sufficiently smooth functions plus piecewise polynomials 
which can be discontinuous between pieces. The analysis developed 
in §§ 4 and 5 which assumes only one point where the data can be dis
continuous can be directly applied to Examples A and B. By super
position the analysis can also be extended to problems where the data 
is discontinuous at a finite number of points. Furthermore the case of 
an infinite number of such points can be directly handled provided 
certain general growth conditions are satisfied by the data in particular 
asymptotic estimates can be developed for Examples C and D. A 
more detailed treatment can also be found in [6]. 

7. Conclusions. Basically what we have developed in this discus
sion is an alternative to the Fourier method for solving the diffusion 
equation. The present method, based on asymptotic analysis, is 
accurate for small et and is particularly advantageous when any sort 
of discontinuities are present in the initial and boundary data. In 
general very few terms are needed to give accurate estimates of the 
solution. To contrast this with the Fourier approach one should note 
how many terms are required to resolve a discontinuous function into 
sines and cosines with reasonable accuracy. Although the higher fre
quency modes tend to cancel out and become insignificant with time 



708 J . F . POLK 

this is not helpful in describing the early development of the solution. 
In our opinion the present method is a far more natural approach 

to diffusion problems when steep gradients are present. It also has 
the advantage of providing formulae rather than numbers for describ
ing the physical behavior. 
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