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ON SUMMING SEQUENCES OF O'S AND TS 

J. J. SEMBER AND A. R. FREEDMAN 

1. Introduction. It is known that if an infinite matrix sums all sequences 
of O's and l's, it must sum all bounded sequences. At the other extreme, 
it is clear that the convergence field of a matrix will contain the set of 
finitely nonzero sequences of O's and l's if and only if the columns of the 
matrix are convergent sequences. In this paper we investigate certain 
intermediate situations. Classes 0 of subsets of the positive integers called 
full (Definition 1) are studied, and necessary and sufficient conditions are 
found for a matrix to sum the set %$ of characteristic functions of the sets 
in$ . 

Full classes include the class of all subsets, classes of sets of density 
zero, and the class of lacunary sets (Definition 2). In §2 we give several 
equivalent formulations of fullness and observe that there is no minimal 
full class. 

Our main result (Proposition 6) includes the fact that cA ü cQ whenever 
cA ü %0, where A is any matrix and 0 is full. By specifying 0 = 21 in 
Proposition 6 we obtain the theorem, first proved by Hahn in 1922 ([3] 
Satz V), that a matrix sums all bounded sequences if it sums all sequences 
of O's and l's. By taking 0 to be the class of sets of density zero (respec­
tively, uniform density zero) we obtain a new characterization of those 
matrices that sum the set of bounded strongly Cèsaro summable sequences 
(respectively, the strongly almost convergent sequences). These latter 
applications improve upon several of the results contained in [5], [6], and 
[7]. 

2. Full classes. 

DEFINITION 1. A class 0 of subsets of the positive integers lis full in case 
(a) \J{S: Se0} = I (covering), 
(b) S e 0 whenever S E T for some T e 0 (hereditary), and 
(c) if (tk) is a sequence of real numbers for which S Ä S S W

 < + 0 0 

for each S e 0, then E ï U W < + oo. 

PROPOSITION 1. Let 0 be a covering, hereditary class of subsets of I. The 
following are equivalent: 
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(i) 0 is full; 
(ii) if(tk) is a sequence of real numbers for which Txk^sh converges for 

each Se09 then 2*°=i W < + °° Î 
(iii) if (ank) is an infinite matrix for which sup„J^k=s\ank\ < +00 for 

each S e 0, then supnJ^f=1\ank\ < + 00 ; and 
(iv) if (ank) is an infinite matrix for which {Tik^sank: n = \, 2, .. .} is 

bounded for each S e 0, then supnJ^f=1\ank\ < + 00. 

PROOF, (i) => (ii). If 2£=il'*l = + 00, then at least one of 2*U'*" = + 00 
or 2ÏLif/T = +00, say 2!S=i'2" = + 00- s i n c e $ is full, there exists T e $ 
for which 2*er**" = + °°- Letting S = {k e T: t£ > 0}, it follows that 
2*=s'* = +00. 

(i) => (iii). Assume 0 is full and suppose that supn2ë=ilA»*l = + °° 
for some infinite matrix (ank). We may assume that supJaWÄ| < 4- 00 for 
each k = 1, 2, . . . (if supw|tfwJ = + 00 and kQeSe0, then supw2*es 
\ank\ = + 00). We can find strictly increasing sequences («,•) and (&,-) of 
positive integers for which 

Mj= 2 \anj,\ >j\ j= 1,2, . . . . 
i=*y-l+l 

Let 7; = {/: k^x + 1 S i ^ Jfc,-} and define 6 = (6,) by 

ö ' jM/ r 

Then 2iejyl(ô,-)l = 1// and 2£il**l = + °°- s i n c e $ i s f u l 1» t h e r e e x i s t s 

S e0 with 2»ssl*»l = + 00. Consequently, we must have 

S V>i\ > 1//2 

le/yflS 

for infinitely manyy and, for these/, 

It follows that (i) => (iii). 
(iii) => (i). If 2£=iW = + 00, the matrix (ank) defined by 

ank = tk if k ^ «, and aw* = 0 otherwise, satisfies supn2*Li|tf»*l = +00. 
By hypothesis there exists Se0 such that supnJ^kŒS\ank\ = +00. Thus 
2*es|f*l = +00. 

(iii) => (iv). Assume that (iii) holds and let (ank) be any matrix satisfying 
sup„2j&ilfln*l = +00. We find a set S e 0 for which { 2 ^ s ^ - « = 
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1, 2, . . . } is unbounded. We may assume that £T=i\ank\ < +00, « = 
1,2, . . . , and s u p j a j < + 00, k = 1, 2, Define (bnk) by 

1 00 00 

a~̂  otherwise, 
and note that (bnk) is a nonnegative matrix satisfying supn^=lbnk = + 00. 
By hypothesis there exists Te0 for which s u p ^ S ^ r ^ = +00. We can 
then find strictly increasing sequences (nj) and {kt) of positive integers 
satisfying 

kj-i 

Zbnjk >j + 2 + 2 2>* 

and L ^ H - I I ^ I < 1 (where ak = supja J , k = 1, 2, . . .). 

Define S by S = {k e T: if k e Ij9 then bn.k # 0}. Then S e $ and 

A7-I 00 

E *»,* = E *»/* ± E bn/k + E *»,* 

Observe that \RX\ < S ì a 1 « * \R3\ < 1 and 

m = E Kjk ̂  E *M - 1 - E «*. 
k^ijtxr ter *=i 

From 

| S anjk\ = |J?X ± tf2 + R3\ 

^ i*2i -m- \R3\ 

^Ebnjk-2-2kf:ak>j 

it follows that {Hkesank: « = 1 , 2 , } is unbounded. 
The implications (ii) => (i) and (iv) => (iii) are immediate, and this 

completes the proof. 

Recall that a lacunary sequence is a strictly increasing sequence (kr) 
of positive integers such that kr — kr_x -» +00 (cf. [4, p. 174]). 

DEFINITION 2. A lacunary set is a set of positive integers that is finite or 
the range of a lacunary sequence. We denote the class of lacunary sets 
by A. 

PROPOSITION 2. The class A is full. 
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PROOF. Let (tk) be a sequence of real numbers for which 2Jg=il**l = 
+ oo. We can find ij < j \ < i2 < h < h < h < " ' satisfying /Ä — ik = k 
and 

E M = i. 

For each k subdivide the interval Jk = {jk + 1, jk + 2, . . . , /Ä+1} into 
(at most) k sets as follows : 

Bl = {A + 1, (Jk + 1) + *, 0* + 1) + 2*, . . . } PI ^ 

^ t = {7* + 2, (jk + 2) + *, (A + 2) + 2*, . . .} fi J» 

BÌ = Uk + *, 0* + *) + *, (jk + *) + M,...} n J» 

Then for each £ = 1 , 2 , . . . there exists rk, I ^ rk <^ k9 such that 

2 W = i/*. 

Finally, it is clear that L = [JT=ißrk *
s a lacunary set and ZI,eL |^| = 

One of the motivations for this paper was interest in classes of subsets 
of the positive integers that properly contain the class of finite sets, but 
with the property that each set in the family is still, in some sense, small. 
The class A discussed above fits this general description. So also do classes 
of sets of zero density. 

DEFINITION 3. A subset S E /has density zero in case 

d(S) = l im(2 Xs(i))/n = 0. 

DEFINITION 4. A subset S g / has uniform density zero in case 

( m+n \ 

uniformly in m = 0, 1, 2, . . . 

These concepts have appeared in various places in the literature. For a 
study of the precise relationship between density functions and sum-
mability spaces, the reader is referred to [2]. We let yß and jfu denote the 
classes of sets of density zero and uniform density zero, respectively. 

PROPOSITION 3. A = yl = vfô. 

PROOF. We need only prove that A = Vu s m c e t n e other containment is 
immediate. Clearly u(S) = 0 if S is finite. Let S = {kr}, where (kr) is a 
lacunary sequence, and let 0 < e < 1. We then choose 
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(i) T > 0 such that 2/T < e/2, 
(ii) W > 0 such that kr+1 - kr > T + 1 whenever kr ^ W, 

and we let N = max{2»7s, T/2}. Then, if n ^ N and m ^ 0, we can 
write 

(iii) ^ESS+ijtsO') ^ »7« + S^/Zs(0/w, 
where / denotes the interval / = [max{ra + 1, W^+ 1}, wi + 4 Note 
that W\n ^ e/2. With regard to the second term on the right-hand side of 
(iii), note that the length of / is g n and / E [W + 1, +oo). Letting 
^ = Z]»e/Zs(0andrf = Sie/O — %s(/)), we consider two cases. 

Case 1. 6 = 1. In this case 6//i = 1/« ^ 2 / r < e/2. 
Case 2. ò > 1. In this case we have, by (ii), that d }t (b — \)T and, 

therefore, n ^ length of J ^ d ^ (b - 1)7". Thus é//i è 2/T < e/2. It 
follows that w(S) = 0. 

Since subsets of sets of density zero have density zero, and finite sets 
have density zero, Propositions 2 and 3 give the following result. 

PROPOSITION 4. The classes rpu and rfd are full. 

It seems worthwhile to observe here that A is not a minimal full class. 

PROPOSITION 5. There is no minimal full class. 

PROOF. Let S0 be any infinite subset of a full class 0, and define A = 
{Se 0: S0 ^ S}. Then A is covering, hereditary, and properly contained 
in 0. If (tk) is any sequence with Se=iK*l = +oo, there exists We0 
such that 2*ewl**l = +00. It follows that L^^\s0l^l = + 0 0 o r 

2jfewnso\tk\ = + oo. In the first case T = W\S0 e A and satisfies J^^rìhì 
= +00, and in the second case we can let T = S0\{s} for any s e SO. 
Again 2J*=TI*AI = + oo, and it follows that A is full. 

3. Applications to matrix summability. 

PROPOSITION 6. Let 0 be any full class of subsets of the positive integers, 
and let A = (ank) be any infinite matrix. Then cA ü ^0 if and only if 

(i) lim,,..«/*»* = ak exists, k = 1,2, . . . .; 
(ii) supaSJLilflJ < + oo ;and 

(iii) l im^ooS^sIa^ - ak\ = 0 for each Se0. 

PROOF. Necessity. If cA ü ^0, then (i) holds since all singleton sets 
belong to 0, and (ii) follows from Proposition 1. Assume now that (iii) 
does not hold so that there exists a set S e 0 for which the limit in (iii) 
is not zero. Define a matrix B = (bnk) by bnk = ank — ak. We know that 
condition (i) and (ii) hold for B. By a standard gliding hump argument 
we can find an e0 > 0 and strictly increasing sequences («,-) and (Kt) of 
positive integers for which 
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and 

S \hik\ > e09 

S IM < so/»-
k=Ki+l 

Letting I{ = {./: Af,_i < y ^ #,-} and defining the sequence y = (yk) by 

I sgn /3W/Ä if / is even and k e S f| /,-, 
- sgn &w iAr if z is odd and & e S fi A-» 

0 otherwise, 

it follows that £kLibnikyk > e^l for / even and < - e0/2 for / odd so that 
y <£ cB. However cA = cB and y is the difference of two sequences in 
%0; so it follows that cA § %0. 

Sufficiency. Conditions (i) and (ii) imply that ZÜ&iKI < + 0 0 which, 
together with (iii), shows that l i m ^ ^ ^ s ^ * exists (and is equal to 
Tik^sak) for e a c n Se0. 

COROLLARY 6.1. (Hahn's Theorem) Let A = (ank) be any infinite matrix. 
The convergence field cA of A contains all sequences of O's and l's if and 
only if it contains all bounded sequences. 

PROOF. Let 0 = 21 in Proposition 6. Conditions (i), (ii), and (iii) (with 
S = I) are well-known (by Schur's Theorem) to be necessary and sufficient 
for cA to contain all bounded sequences. 

We denote by |Ö"I|° the space of bounded sequences that are strongly 
Cesàro summable to zero, and by \AC\° the space of sequences that are 
strongly amost convergent to zero. (The space \AC\ was introduced in 
[1] and, independently, in [6], where it is denoted by [/]). By letting 0 be 
rfô and rpu in Proposition 6 we then have the following corollaries. 

COROLLARY 6.2. Let A — (ank) be any infinite matrix. A necessary and 
sufficient condition for cA ü l^l0 is thatXim^^J^k^a^ exists for every 
Se~& 

COROLLARY 6.3. Let A — (ank) be any infinite matrix. A necessary and suffi­
cient condition for cA g \AC\° is that limn_oo2*es

a»* exists for every Serft. 

PROOF. The limit conditions in these corollaries mean that cA ü %0 

where 0 = rf§ and rfu respectively. Thus, in each case, conditions (i), 
(ii) and (iii) hold. It follows from the proof of [5, Theorem 1, p. 210] and 
[7, Theorem 5, Corollary] that these conditions are equivalent to cA 3 
|<7i|°andc,4 ü \AC\° respectively. 
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We note that in Corollaries 6.2 and 6.3 there is no prior requirement 
that the matrix be conservative and, in addition, there is no need to have 
Ti\ank\ m t n e li1™* conditions in place of %ank. These are to be compared 
with the results in [5] and [7]. 

Requiring that the convergence field contain the constant sequences 
leads to corresponding statements concerning the spaces |<7il and \AC\. 
For example, we have the following corollary. 

COROLLARY 6.4. Let A = (ank) be a regular matrix. A necessary and 
sufficient condition for A to sum every strongly almost convergent sequence 
is that limM_002fees^w^ = Ofor every set S of uniform density zero. 

The conditions (i) and (ii) of Proposition 6 are clearly equivalent to the 
requirement that cA ü c0, and this condition is also known to be the 
same as the requirement that %0Q be bounded in the FÄ>space topology 
of cA, where 0O is the class of finite subsets of / (see [9, p. 597] or [8, 
p. 704]). Note that 0Q is not a full class. It is interesting to observe that, 
for any full class 0, the inclusion cA g %0 itself guarantees the bounded-
ness of %0. This follows from (ii) and the manner in which the FAT-topology 
is generated. 
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