# FOURIER COEFFICIENTS OF NON-ANALYTIC AUTOMORPHIC FUNCTIONS OF SEVERAL VARIABLES 
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1. Introduction. A well known theorem of H. Hamburger [2] states that the Riemann zeta function can be determined from its functional equation, under certain conditions of regularity. This result has been generalized by E. Hecke [3] to the zeta function of an imaginary quadratic field, over the field of rational numbers. Since then the general problem of determining all meromorphic functions, $\phi(s)$, which are expressible as a Dirichlet series absolutely convergent in some right half plane and satisfying functional equations of the type $\xi(s)=\xi(k-s)$, with

$$
\xi(s)=\left(\frac{2 \pi}{\lambda}\right)^{-s}(\Gamma(s))^{a}\left(\Gamma\left(\frac{s}{2}\right)\right)^{b}\left(\Gamma\left(\frac{s+1}{2}\right)\right)^{c} \phi(s)
$$

has been studied. This problem has been solved for the functional equations of the type satisfied by the Dedekind zeta function for a real quadratic field over the field of rational numbers by H. Maass [5]. For this purpose Maass has introduced analogues of analytic automorphic functions, which he called non-analytic automorphic functions. Such functions are defined as complex valued functions, $f(\tau)$, of the two real variables $x$ and $y$, with $\tau=x+i y$, satisfying the wave equation

$$
\left[y^{2}\left(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right)+\mu^{2}\right] f(\tau)=0
$$

in the upper half plane $y>0$ and possessing transformation properties for the transformation group generated by the mappings $\tau \rightarrow \tau+\lambda, \tau \rightarrow-1 / \tau$ (similar to analytic automorphic forms in the classical sense), and with the further requirement that $f(\tau)$ has growth restrictions as $\tau$ approaches the boundary of the upper half plane $\tau=x+i y, y>0$. Later, Maass [6] generalized these functions of two real variables to functions of several variables and he called these functions non-analytic automorphic functions of several variables. The precise definition of these functions is as follows.

We consider the $k+1$ dimensional hyperbolic space as a subspace of
the euclidean space $\left(x_{0}, x_{1}, \ldots, x_{k}\right)$, with $x_{k}>0$, is endowed with the fundamental metric form

$$
d s^{2}=\frac{d x_{0}^{2}+d x_{1}^{2}+\cdots+d x_{k}^{2}}{x_{k}^{2}}
$$

The wave equation corresponding to this metric takes the form

$$
\begin{equation*}
\left[x_{k}^{k+1} \sum_{j=0}^{k} \frac{\partial}{\partial x_{j}}\left(x_{k}^{1-k} \frac{\partial}{\partial x_{j}}\right)+\left(r^{2}+\frac{k^{2}}{4}\right)\right] f=0 \tag{1}
\end{equation*}
$$

Here we have replaced the usual wave parameter $\mu^{2}$ by $r^{2}+k^{2} / 4$, where $r$ is, like $\mu$, an arbitrary parameter which we hereafter assume to be real. The motions of this hyperbolic space have been characterised by K. Th. Valen [8] using the Clifford number system. Let $C_{k}$ denote the Clifford number system of rank $2^{k+1}$ generated over the field of real numbers by the hypercomplex units $i_{1}, i_{2}, \ldots, i_{k}$, satisfying the relations

$$
i_{p}^{2}+1=0, i_{p} i_{q}+i_{q} i_{p}=0(p, q=1,2, \ldots, k ; p \neq q)
$$

Let $V_{k}$ denote the subspace of vectors

$$
u=u_{0}+u_{1} i_{1}+u_{2} i_{2}+\cdots+u_{k} i_{k} \quad\left(u_{p} \text { real, } p=0, \ldots, k\right)
$$

of $C_{k}$. Then, to every point $\left(x_{0}, x_{1}, \ldots, x_{k}\right)$ of the hyperbolic space, there corresponds a unique vector $x=x_{0}+x_{1} i_{1}+\cdots+x_{k} i_{k}$, with the $(k+1)^{\text {th }}$ component positive.

The proper motions of the hyperbolic space can be represented as linear fractional transformations

$$
x \rightarrow(\alpha x+\beta)(\gamma x+\delta)^{-1}
$$

with suitable coefficients $\alpha, \beta, \gamma, \delta \in C_{k-1}$. We consider the hyperbolic motions represented by the vector transformations $x \rightarrow x+\alpha, x \rightarrow-x^{-1}$, where $\alpha \in V_{k-1}$. We choose a fixed lattice $T$ in $V_{k-1}$.

By a non-analytic automorphic function of the $k+1$ variables, $x_{0}$, $x_{1}, \ldots, x_{k}$, we mean a complex valued function, $f(x)=f\left(x_{0}, x_{1}, \ldots, x_{k}\right)$, defined in the upper half space $x_{k}>0$ (which is a subspace of $V_{k}$ ), satisfying the following conditions:
(a) $f(x)$ is a twice continuously differentiable function in the subspace $x_{k}>0$ and is a solution of the wave equation (1);
(b) $f(x)$ satisfies the growth conditions $f(x)=O\left(x_{k}^{\lambda_{1}}\right)$ as $x_{k} \rightarrow \infty$ and $f(x)=O\left(x_{k}^{-\lambda_{2}}\right)$ as $x_{k} \rightarrow 0$, uniformly in $x_{0}, x_{1}, \ldots, x_{k-1}$ for some positive constants $\lambda_{1}$ and $\lambda_{2}$;
(c) $f(x+\alpha)=f(x)$ for all $\alpha$ in $T$, where $T$ is a fixed lattice in $V_{k-1}$;
d) $f(x)$ satisfies the transformation formula $f\left(-x^{-1}\right)=f(x)$.

The conditions a), b), and c) yield [6], for $f(x)$, the Fourier expansion

$$
\begin{equation*}
f(x)=u\left(x_{k}\right)+\sum_{\substack{\beta \in S \\ \beta \neq 0}} a(\beta) x_{k}^{k / 2} K_{i r}\left(2 \pi|\beta| x_{k}\right) e^{2 \pi i \operatorname{Re}(\beta x)} \tag{3}
\end{equation*}
$$

The summation on the right side of (3) is over all the vectors $\beta$ of a lattice $S$ determined uniquely by the given lattice $T$ as follows. Let $\alpha_{1}$, $\ldots, \alpha_{k}$ be an arbitrary basis of $T$. Let $\beta_{1}, \ldots, \beta_{k}$ be vectors satisfying $\operatorname{Re}\left(\alpha_{\mu} b_{\nu}\right)=\delta_{\mu \nu}$, for $\mu, \nu=1,2, \ldots, k, \delta_{\mu \nu}$ being the Kronecker symbol. The lattice $S$, then, is generated by the vectors $\beta_{1}, \ldots, \beta_{k}$. $S$ can be characterized as the set of all vectors $\beta \in V_{k-1}$, satisfying $\operatorname{Re}(\alpha \beta) \equiv 0(1)$, for $\alpha \in T$. The relation between the lattices $T$ and $S$ is symmetric. Further, $|\beta|$ denotes the length of the vector $\beta$, $\operatorname{Re} a$ denotes the real part of the element $a \in C_{k}$, and $K_{\nu}(z)$ the Bessel function of "purely imaginarý argument" usually so denoted [11] and which is a solution of the differential equation

$$
z^{2} \frac{d^{2} w}{d z^{2}}+z \frac{d w}{d z}-\left(z^{2}+\nu^{2}\right) w=0
$$

having the asymptotic behaviour $K_{\nu}(z) \sim \sqrt{\pi / 2 z} e^{-z}$ as $z \rightarrow \infty$. Further,

$$
u\left(x_{k}\right)= \begin{cases}a_{1} x_{k}^{k / 2+i r}+a_{2} x_{k}^{k / 2-i r}, & \text { for } r \neq 0  \tag{4}\\ a_{1} x_{k}^{k / 2}+a_{2} x_{k}^{k / 2} \log x_{k}, & \text { for } r=0\end{cases}
$$

$a_{1}, a_{2}$ being constants.
Our aim here is to consider the averages $\sum_{0<|\beta|^{2} \leq x, \beta \in S} a(\beta) P_{n}(\beta)(x-$ $\left.|\beta|^{2}\right)^{r}$, and express them as a convergent series of analytic functions for suitable positive real numbers $\gamma$. Here, $a(\beta)$ denotes the Fourier coefficient occurring in (3) and $P_{n}(\beta)=P_{n}\left(b_{0}, b_{1}, \ldots, b_{k-1}\right)\left(\beta=b_{0}+b_{1} i_{1}+\cdots+\right.$ $\left.b_{k-1} i_{k-1}\right)$ is an arbitrary spherical function of order $n$ in $k$ variables in the sense of E. Hecke [4] and $x$ is a positive real number. Problems of the type mentioned here, namely to express $\sum_{0<a_{n} \leq x} a_{n}(x-n)^{r}$ as a series of analytic functions, $a_{n}$ being an arithmetical function or the Fourier coefficient of an analytic modular form in the classical sense, have been considered by various authors like Voronöi, Hardy, Landau, Walfisz, Wilton and others. For instance, it is well known that if $a_{n}$ denotes the number of ways of expressing the integer $n$ as the sum of $m$ squares, then

$$
\sum_{0<n \leq x} a_{n}(x-n)^{r}=c_{0} x^{\gamma+m}+P_{r}(x)
$$

where $P_{\gamma}(x)=-x^{\gamma}+\pi^{-\gamma} \Gamma(\gamma+1) \sum_{n=1}^{\infty} a_{n}(x / n)^{m / 4+\gamma / 2} J_{m / 2+\gamma}(2 \pi \sqrt{n x})$, $J_{\mu}(x)$ being the Bessel functional of the first kind, with the series on the right converging absolutely for $\gamma>(1 / 2)(m-1)$, conditionally for $\alpha>$ $(1 / 2)(m-3)$ and summable by Riesz typical means $(R, n, \iota)$ for $0 \leqq \gamma \leqq$
$(1 / 2)(m-3)$, where $/>(1 / 2)(m-3)-\gamma$. We adopt the usual convention that in $\sum_{0<n \leq x} a_{n}(x-n)^{\tau}$, if $\gamma=0$ and $x$ is an integer representable as a sum of $m$ squares, the last term in the sum is to be multiplied by $1 / 2$. Thus, in this classical case of "number of representations of $n$ as the sum of squares", the series of analytical functions is a series involving Bessel functions of the first kind. If $a_{n}$ denotes the number of positive divisors of $n$ then the series involve the Bessel functions $Y_{\nu}(x)$ and $K_{\nu}(x)$ and the functions become more and more complicated as the Fourier coefficients $a_{n}$ become more "complicated". The author has earlier considered two such cases. In the first instance [9], $a_{n}$ represents the "measure of representation" of integral representations of $n$ by an indefinite, integral guadratic form in $m$ variables, and in the second instance [10], $a_{n}$ is the Fourier coefficient of a non-analytic automorphic form of a certain type considered by Maass [7]. In the second case the analytic functions occurring are very complicated and can be identified in terms of known functions only in special cases. In the present paper, we express $\sum_{0<|\beta|^{2} \leq x, \beta \in S} a(\beta)$ $P_{n}(\beta)\left(x-|\beta|^{2}\right)^{r}$ as a series of analytic functions and we will identify the analytic function as a Meijer function of the type $G_{5,1}^{1,2}\left(\left.y\right|_{b_{1}} ^{a_{1}, a_{2}, a_{3}, a_{4}, a_{5}}\right)$ or as $G_{4,0}^{0,2}\left(y \mid a_{1}, a_{2}, a_{3}, a_{4}\right)$, depending on the parameter $r$ being non-zero or zero respectively.
2. Non-analytic automorphic functions of several variables and their associated Dirichlet series. For every vector $\beta=b_{0}+b_{1} i_{1}+\cdots+$ $b_{b-1} i_{k-i}$ in $C_{k}$, we define its conjugate vector $\beta^{\prime}$ as $b_{0}-b_{1} i_{1}-\cdots-$ $b_{k-1} i_{k-1}$ and, for any spherical function $P_{n}(\beta)=P_{n}\left(b_{0}, b_{1}, \ldots, b_{k-1}\right)$, we define its conjugate function $P_{n}^{\prime}$ by $P_{n}^{\prime}(\beta)=P_{n}\left(\beta^{\prime}\right)$. We define $P_{0}(\beta)=1$. Let $f(x)=f\left(x_{0}, x_{1}, \ldots, x_{k}\right)$ be a non-analytic automorphic function, as defined by (2), with the Fourier expansion (3). Let

$$
\begin{equation*}
F_{n}\left(y, P_{n}\right)=u_{n}(y)+\sum_{\substack{\beta \in S \\ \beta \neq 0}} a(\beta) P_{n}(\beta) y^{k / 2+n} K_{i r}(2 \pi|\beta| y) \tag{5}
\end{equation*}
$$

where

$$
u_{n}(y)= \begin{cases}u(y), & \text { for } n=0  \tag{6}\\ 0, & \text { for } n>0\end{cases}
$$

with $u(y)$ as defined in (4). Then it follows [6] that

$$
F_{n}\left(\frac{1}{y}, P_{n}\right)=(-1)^{n} F_{n}\left(y, P_{n}^{\prime}\right)
$$

for $n=0,1,2, \ldots$ and for any spherical function $P_{n}$ of order $n$ in $k$ variables. Further, Maass has shown [6] that to every such non-analytic automorphic function, one can associate a meromorphic function, $\phi\left(s, P_{n}\right)$, having the following properties:

$$
\begin{align*}
& 4 \int_{0}^{\infty}\left(F_{n}\left(y, P_{n}\right)-u_{n}(y)\right) y^{2 s-n-k / 2-1} d y  \tag{7}\\
& \quad=\pi^{-2 s} \Gamma\left(s+\frac{i r}{2}\right) \Gamma\left(s-\frac{i r}{2}\right) \phi\left(s, P_{n}\right)
\end{align*}
$$

and

$$
\begin{equation*}
\left(s-\frac{k+i r}{2}\right)\left(s-\frac{k-i r}{2}\right) \phi\left(s, P_{0}\right) \text { and } \phi\left(s, P_{n}\right) \tag{8}
\end{equation*}
$$

for $n>0$, are entire functions of $s$ of finite genus.
The functional equation

$$
\begin{equation*}
\xi\left(\frac{k}{2}+n-s, P_{n}\right)=(-1)^{n} \xi\left(s, P_{n}\right) \quad(\text { for } n \geqq 0) \tag{9}
\end{equation*}
$$

is valid, where

$$
\begin{equation*}
\xi\left(s, P_{n}\right)=\pi^{-2 s} \Gamma\left(s+\frac{i r}{2}\right) \Gamma\left(s-\frac{i r}{2}\right) \phi\left(s, P_{n}\right) . \tag{10}
\end{equation*}
$$

The functions $\phi\left(s, P_{n}\right)$ can be expressed as Dirichlet series

$$
\begin{equation*}
\phi\left(s, P_{n}\right)=\sum_{\substack{\beta \in S \\ \beta \neq 0}} \frac{a(\beta) P_{n}(\beta)}{|\beta|^{2 s}}, \tag{11}
\end{equation*}
$$

with a finite abscissa of absolute convergence. Conversely, to every such system of functions, $\phi\left(s, P_{n}\right)$, it is possible [6] to associate a non-analytic automorphic function of the type described by (2). The coefficients $a_{1}, a_{2}$ in $u(y)$ are determined by the conditions that

$$
\phi\left(s, P_{0}\right)-\frac{2 a_{1}}{M_{r}\left(s-\frac{k+i r}{2}\right)}-\frac{2 a_{2}}{M_{-r}\left(s-\frac{k-i r}{2}\right)}
$$

and

$$
\phi\left(s, P_{0}\right)-\left[\frac{2 a_{1}}{M_{0}}-\frac{2 a_{2}}{M_{0}}\left(\frac{\Gamma^{\prime}\left(\frac{k}{2}\right)}{\Gamma\left(\frac{k}{2}\right)}-\log \pi\right)\right] \frac{1}{s-\frac{k}{2}}-\frac{a_{2}}{M_{0}\left(s-\frac{k}{2}\right)^{2}}
$$

are entire functions of $s$, according as $r \neq 0$ or $r=0$ respectively, where

$$
M_{r}=\pi^{-k-i r} \Gamma\left(\frac{k}{2}\right) \Gamma\left(\frac{k}{2}+i r\right) .
$$

3. Proof of the main result. We consider the Dirichlet series

$$
\phi\left(s, P_{n}\right)=\sum_{\substack{\beta \neq S \\ \beta \neq 0}} \frac{a(\beta) P_{n}(\beta)}{|\beta|^{2 s}},
$$

which converges absolutely for $\operatorname{Re} s>\sigma_{0}=\left(n+\lambda_{2}\right) / 2+(3 k) / 4$. By Perron's formula in the theory of Dirichlet series, it follows that (for $x>$ 0 and $\alpha \geqq 0$ )

$$
\begin{align*}
& \sum_{\substack{0 \leq\left. 1 \beta\right|^{2} \leq x \\
\beta=S}}^{s_{0}} a(\beta) P_{n}(\beta)\left(x-|\beta|^{2}\right)^{\alpha}  \tag{13}\\
& \quad=x^{\alpha} \Gamma(\alpha+1) \frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} \frac{x^{s} \Gamma(s) \phi\left(s, P_{n}\right)}{\Gamma(\alpha+1+s)} d s
\end{align*}
$$

( $c>0, c \geqq \sigma_{1}$ ) where the dash on the left of the summation sign in (13) indicates that if $\alpha=0$ and $x=|\beta|^{2}$, where $\beta \in S$, the last term in the summation has to be multiplied by $1 / 2$ and the line $\operatorname{Re}(s)=\sigma_{1}$ lies in the half plane of absolute convergence of the Dirichlet series (11). We now choose $\sigma_{1}$ so that $\sigma_{1}>0$ and then we can choose $c$ to be $\sigma_{1}$. We wish to transform the integral on the right of (13) to an integral taken on the line $\operatorname{Re}(s)=k / 2+n-\sigma_{1}$, and for this purpose we need an estimate for the integrand on the right of (13) in the strip $k / 2+n-\sigma_{1} \leqq \operatorname{Re}(s) \leqq \sigma_{1}$. Since the Dirichlet series $\phi\left(s, P_{n}\right)$ converges absolutely for $\sigma \geqq \sigma_{1}$, it follows that

$$
\phi\left(s, P_{n}\right)=\mathrm{O}(1) \text { for } \sigma \geqq \sigma_{1} .
$$

(We are assuming as usual that $s=\sigma+i t, \sigma$ and $t$ real.) Since $\phi\left(s, P_{n}\right)$ satisfies the functional equation (9), it follows that

$$
\begin{aligned}
\phi\left(s, P_{n}\right)= & (-1)^{n} \pi^{4 s-k-2 n} \frac{\Gamma\left(\frac{k}{2}+n-s+\frac{i r}{2}\right) \Gamma\left(\frac{k}{2}+n-s-\frac{i r}{2}\right)}{\Gamma\left(s+\frac{i r}{2}\right) \Gamma\left(s-\frac{i r}{2}\right)} \\
& \times \phi\left(\frac{k}{2}+n-s, P_{n}^{\prime}\right) .
\end{aligned}
$$

We set $s=k / 2+n-\sigma_{1}+i t$ in the above and, using the Sterling approximation,

$$
\Gamma(\sigma+i t) \sim \sqrt{2 \pi} e^{-\pi / 2|t|}|t|^{\sigma-1 / 2} \quad \text { as }|t| \rightarrow \infty
$$

we obtain

$$
\phi\left(\frac{k}{2}+n-\sigma_{1}+i t, P_{n}\right)=\mathrm{O}\left(|t|^{4 \sigma_{1}-k-2 n}\right)
$$

Since $\phi\left(s, P_{n}\right)$, for $\left.n>0\right)$ and $(s-(k+i r) / 2)(s-(k-i r) / 2) \phi\left(s, P_{0}\right)$ are entire functions of finite genus, it follows by the principle of Phrag-mén-Lindelöf, that

$$
\phi\left(\sigma+i t, P_{n}\right)=0\left(|t|^{\tau(\sigma)}\right)
$$

as $|t| \rightarrow \infty$, uniformly in the strip $k / 2+n-\sigma_{1} \leqq \sigma \leqq \sigma_{1}$, where $\tau(\sigma)$ is the linear function passing through the points $\left(k / 2+n-\sigma_{1}, 4 \sigma_{1}-\right.$ $k-2 n)$ and $\left(\sigma_{1}, 0\right)$ and we obtain $\tau(\sigma)=2\left(\sigma_{1}-\sigma\right)$. We thus obtain

$$
\begin{equation*}
\phi\left(s, P_{n}\right)=\mathrm{O}\left(|t|^{4 \sigma_{1}-k-2 n}\right), \quad \text { for }|t| \rightarrow \infty, \tag{14}
\end{equation*}
$$

uniformly in $k / 2+n-\sigma_{1} \leqq \sigma \leqq \sigma_{1}$.
We consider the integral of $\left(x^{s} \Gamma(s) \phi\left(s, P_{n}\right)\right) /(\Gamma(\alpha+1+s))$ over the rectangle with vertices at $\sigma_{1} \pm i T$ and $k / 2+n-\sigma \pm i T$ described in the positive sense. For $|T|$ large, there are, at most, poles at $k \pm i r / 2$ and the poles of $\Gamma(s)$ in the rectangle. We denote the sum of the residues in the rectangle by $Q_{\alpha}(x)$. We prove that the integral on the horizontal lines $\sigma \pm i T, k / 2+n-\sigma_{1} \leqq \sigma \leqq \sigma_{1}$ tends to zero, as $|T| \rightarrow \infty$, if $\alpha$ is large. Using Sterling's approximation for $\Gamma(s)$ and the estimate (14), it follows that

$$
\begin{align*}
& \int_{k / 2+n-\sigma_{1} \pm i T}^{\sigma_{1} \pm i T} \frac{x^{s} \Gamma(s) \phi\left(s, P_{n}\right)}{\Gamma(\alpha+1+s)} d s=O\left(x^{\sigma_{1}}|T|^{4 \sigma_{1}-k-2 n-\alpha-1}\right)  \tag{15}\\
& \quad=0(1) \text { as }|T| \rightarrow \infty, \text { if } \alpha>4 \sigma_{1}-k-2 n-1 .
\end{align*}
$$

We assume that $\alpha$ satisfies this condition. We then obtain

$$
\begin{aligned}
& \sum_{\substack{0<1 \beta 1 \leq 2 \leq x \\
\beta \in S}} a(\beta) P_{n}(\beta)\left(x-|\beta|^{2}\right)^{\alpha} \\
& = \\
& =\Gamma(\alpha+1) x^{\alpha}\left\{Q_{\alpha}(x)+\frac{1}{2 \pi i} \int_{\sigma=k / 2+n-\sigma_{1}} \frac{x^{s} \Gamma(s) \phi\left(s, P_{n}\right)}{\Gamma(\alpha+1+s)} d s\right\} \\
& = \\
& \quad \Gamma(\alpha+1) x^{\alpha}\left\{Q_{\alpha}(x)+(-1)^{n} \frac{1}{2 \pi i} \int_{\sigma=\sigma_{1}} \frac{x^{k / 2+n-s} \Gamma\left(\frac{k}{2}+n-s\right)}{\Gamma\left(\alpha+1+\frac{k}{2}+n-s\right)}\right. \\
& \left.\quad \times\left[\pi^{-4 s+k+2 n} \frac{\Gamma\left(s+\frac{i r}{2}\right) \Gamma\left(s-\frac{i r}{2}\right)}{\Gamma\left(\frac{k}{2}+n-s+\frac{i r}{2}\right) \Gamma\left(\frac{k}{2}+n-s-\frac{i r}{2}\right)} \phi\left(s, P_{n}^{\prime}\right)\right] d s\right\}
\end{aligned}
$$

on using the functional equation (9) for $\phi\left(s, P_{n}\right)$. Since $\phi\left(s, P_{n}\right)$ can be represented as a Dirichlet series for $\sigma \geqq \sigma_{1}$, we write $\phi\left(s, P_{n}^{\prime}\right)=$ $\sum_{\beta \neq 0}\left(a(\beta) P_{n}^{\prime}(\beta)\right) /\left(|\beta|^{2 s}\right)$ in the above integral and obtain, for the right side of (13),

$$
\begin{gather*}
\Gamma(\alpha+1) x^{\alpha}\left\{Q_{\alpha}(x)+(-1)^{n} x^{k / 2+n} \pi^{k+2 n} \frac{1}{2 \pi i} \int_{\sigma=\sigma_{1}} \frac{\Gamma\left(\frac{k}{2}+n-s\right)}{\Gamma\left(\alpha+1+\frac{k}{2}+n-s\right)}\right.  \tag{16}\\
\left.\quad \times \frac{\Gamma\left(s+\frac{i r}{2}\right) \Gamma\left(s-\frac{i r}{2}\right)}{\Gamma\left(\frac{k}{2}+n-s+\frac{i r}{2}\right) \Gamma\left(\frac{k}{2}+n-s-\frac{i r}{2}\right)} \pi^{-4 s} x^{-s} \sum_{\substack{\beta \in S \\
\beta \neq 0}} \frac{a(\beta) P_{n}^{\prime}(\beta)}{|\beta|^{2 s}} d s\right\} .
\end{gather*}
$$

The order of summation and integration in (16) can be interchanged if the series

$$
\begin{align*}
& \sum_{\substack{\beta \in S \\
\beta \neq 0}} a(\beta) P_{n}^{\prime}(\beta) \times \\
\times & \frac{1}{2 \pi i} \int_{\sigma=\sigma_{1}} \frac{\Gamma\left(\frac{k}{2}+n-s\right) \Gamma\left(s+\frac{i r}{2}\right) \Gamma\left(s-\frac{i r}{2}\right)\left(\pi^{4} x|\beta|^{2}\right)^{-s}}{\Gamma\left(\alpha+1+\frac{k}{2}+n-s\right) \Gamma\left(\frac{k}{2}+n-s+\frac{i r}{2}\right) \Gamma\left(\frac{k}{2}+n-s-\frac{i r}{2}\right)} d s \tag{17}
\end{align*}
$$

converges absolutely.
Let

$$
\begin{align*}
& G\left(\alpha, k, n, r, \sigma_{1} ; x\right)= \\
& \frac{1}{2 \pi i} \int_{\sigma=\sigma_{1}} \frac{\Gamma\left(\frac{k}{2}+n-s\right) \Gamma\left(s+\frac{i r}{2}\right) \Gamma\left(s-\frac{i r}{2}\right) x^{-s}}{\Gamma\left(\alpha+1+\frac{k}{2}+n-s\right) \Gamma\left(\frac{k}{2}+n-s+\frac{i r}{2}\right) \Gamma\left(\frac{k}{2}+n-s-\frac{i r}{2}\right)} d s \tag{18}
\end{align*}
$$

where the line of integration $\sigma=\sigma_{1}$ is so chosen that none of the poles of the integrand lie on it. Using Sterling's approximation for $\Gamma(s)$, we obtain for the integrand the estimate

$$
O\left(\frac{x^{-\alpha_{1}}}{|t|^{\alpha+1+k+2 n-4 \sigma_{1}}}\right) \quad\left(s=\sigma_{1}+i t\right)
$$

and hence the integral $G\left(\alpha, k, n, r, \sigma_{1} ; x\right)$ converges absolutely if $\alpha>$ $4 \sigma_{1}-k-2 n$. The series (17) then becomes

$$
O\left(\sum_{\substack{\beta \in S \\ \beta \neq 0}} \frac{|a \beta|\left|P_{n}^{\prime}(\beta)\right|}{\left(\pi^{4} x|\beta|^{2}\right)^{\sigma_{1}}}\right) a(\beta)
$$

and hence converges absolutely, since $\sigma=\sigma_{1}$ lies in the half plane of absolute convergence for the series $\sum_{\beta \in S \beta \neq 0} a(\beta) P_{n}^{\prime}(\beta) /|\beta|^{2 s}$.
The series (17) then becomes

$$
\begin{equation*}
\sum_{\substack{\beta \in S \\ \beta \neq 0}} a(\beta) P_{n}^{\prime}(\beta) G\left(\alpha, k, n, r, \sigma_{1} ; \pi^{4} x|\beta|^{2}\right), \tag{19}
\end{equation*}
$$

absolutely convergent for $\alpha>4 \sigma_{1}-k-2 n$.
The function $G\left(\alpha, k, n, r, \sigma_{1} ; x\right)$ can be expressed in terms of the Meijer $G$ function defined by
(2)

$$
\begin{aligned}
& G_{p, q}^{m, n}\left(x \left\lvert\, \begin{array}{l}
a_{1} \ldots, a_{p} \\
b_{1} \ldots, b_{q}
\end{array}\right.\right) \equiv G_{p, q}^{m, n}\left(x \left\lvert\, \begin{array}{l}
a_{r} \\
b_{s}
\end{array}\right.\right) \\
& \quad=\frac{1}{2 \pi i} \int_{L} \frac{\prod_{j=1}^{m} \Gamma\left(b_{j}-s\right) \prod_{j=1}^{n} \Gamma\left(1-a_{j}+s\right)}{\prod_{j=m+1}^{q} \Gamma\left(1-b_{j}+s\right) \prod_{j=n+1}^{p} \Gamma\left(a_{j}-s\right)} x^{s} d s
\end{aligned}
$$

where an empty product is interpreted as $1,0 \leqq m \leqq q, 0 \leqq n \leqq p$ and the parameters are such that no poles of $\Gamma\left(b_{j}-s\right), j=1, \ldots, m$ coincide with any pole of $\Gamma\left(1-a_{k}+s\right), k=1, \ldots, n$. There are several choices for the path of integration $L$ and we shall choose the path to run from $-i \infty$, ot $i \infty$ so that all the poles of $\Gamma\left(b_{j}-s\right), j=1, \ldots, m$ are to the right and all the poles of $\Gamma\left(1-a_{j}+s\right), k=1, \ldots, n$ lie to the left of $L$. See [1] for the properties of Meijer's $G$ function. We now will express the function $G\left(\alpha, k, n, r, \sigma_{1} ; x\right)$ in terms of the Meijer function. The poles of $\Gamma(k / 2+n-s)$ are at $k / 2+n+m$ and the poles of $\Gamma(s \pm(i r) / 2)$ are at $\mp($ ir $) / 2-m, m=0,1,2, \ldots$ We accordingly will choose $L$ as the straight line running from $c-i \infty$ to $c+i \infty$, where $0<c<k / 2+n$. The path of integration for the integral representing $G\left(\alpha, k, n, r, \sigma_{1} ; x\right)$ is $\operatorname{Re}(s)=\sigma_{1}$, where $\sigma_{1}$ is lying in the region of absolute convergence for the Dirichlet series $\phi\left(s, P_{n}^{\prime}\right)$. We now assume that $\sigma_{1} \geqq k / 2+n$. We consider the integral of the integrand of (20) over the rectangle $R$ with vertices at $\sigma_{1} \pm i T$ and $c \pm i T$ and show that the integral on the horizontal lines from $\sigma_{1}+i T$ to $c+i T$ and $\sigma_{1}-i T$ to $c-i T$ tends to zero as $|T| \rightarrow \infty$, if $\alpha>4 \sigma_{1}-k-2 n$.

By the Sterling approximation for $\Gamma(s)$, it follows that

$$
\begin{aligned}
& \left.\int_{c \pm i T}^{\sigma_{1 \pm i T}} \frac{\Gamma\left(\frac{k}{2}+n-s\right) \Gamma\left(s+\frac{i r}{2}\right) \Gamma\left(s-\frac{i r}{2}\right)}{\Gamma\left(\alpha+1+\frac{k}{2}+n-s\right) \Gamma\left(\frac{k}{2}+n-s+\frac{i r}{2}\right) \Gamma\left(\frac{k}{2}+n-s-\frac{i r}{2}\right)^{\sigma^{-s}} d s} x^{x^{-c}}\right)=O\left(\frac{x^{-c}}{|T|^{\alpha+1+k+2 n-4 \sigma}}\right)=0(1) \quad \text { as }|T| \rightarrow \infty
\end{aligned}
$$

since $\alpha>4 \sigma-k-2 n$.
Hence,

$$
\begin{aligned}
& G\left(\alpha, k, n, r, \sigma_{1} ; x\right) \\
& \quad=G_{5,1}^{1,2}\binom{1-\frac{i r}{2}, 1+\frac{i r}{2}, \alpha+1+k+2 n, \frac{k}{2}+n+\frac{i r}{2}, \frac{k}{2}+n-\frac{i r}{2}}{\frac{k}{2}+n}
\end{aligned}
$$

+ sum of the residues of the integrand of the integral (18) at its poles in the rectangle $R$. The poles of the integrand are at $k / 2+n+m, m=0,1$,
$1,2, \ldots, p$, where $p$ is an integer such that $k / 2+n+p<\sigma_{1} \leqq k / 2+$ $n+p+1$. Since the residue of $\Gamma(s)$ at $s=-m$ is $(-1)^{m} / m!$, it turns out that the sum of the residues at the poles in the rectangle $R$ is

$$
\sum_{m=0}^{p} \frac{(-1)^{m}}{m!} \frac{\Gamma\left(\frac{k}{2}+n+m+\frac{i r}{2}\right) \Gamma\left(\frac{k}{2}+n+m-\frac{i r}{2}\right)}{\Gamma(\alpha+1-m) \Gamma\left(-m+\frac{i r}{2}\right) \Gamma\left(-m-\frac{i r}{2}\right)} x^{-k / 2-n-m}
$$

We examine the special case of $r=0$. In this case,
(21) $G\left(\alpha, k, n, 0, \sigma_{1} ; x\right)=\frac{1}{2 \pi i} \int_{\sigma=\sigma_{1}} \frac{\Gamma^{2}(s)}{\Gamma\left(\alpha+1+\frac{k}{2}-n-s\right) \Gamma\left(\frac{k}{2}+n-s\right)} x^{-s} d s$,
and we can take $L$ as $\sigma=\sigma_{1}$. We then obtain

$$
G\left(\alpha, k, n, 0, \sigma_{1} ; x\right)=G_{4,0}^{0,2}\left(x^{-1} \mid 1,1, \alpha+1+\frac{k}{2}-n, \frac{k}{2}+n\right) .
$$

If $r \neq 0$, we obtain

$$
\begin{aligned}
& G\left(\alpha, k, n, r, \sigma_{1} ; x\right) \\
& \quad=\sum_{m=0}^{p} \frac{(-1)^{m}}{m!} \frac{\Gamma\left(\frac{k}{2}+n+m+\frac{i r}{2}\right) \Gamma\left(\frac{k}{2}+n+m-\frac{i r}{2}\right)}{\Gamma(\alpha+1-m) \Gamma\left(-m+\frac{i r}{2}\right) \Gamma\left(-m-\frac{i r}{2}\right)} x^{-k / 2-n-m} \\
& \quad+G_{5,2}^{1,2}\left(x^{-1} \left\lvert\, \begin{array}{l}
a_{r} \\
b_{1}
\end{array}\right.\right)
\end{aligned}
$$

where, for brevity,

$$
G_{5,1}^{1,2}\left(x \left\lvert\, \begin{array}{l}
a_{r} \\
b_{1}
\end{array}\right.\right)
$$

$$
=G_{5,1}^{1,2}\left(x \left\lvert\, \begin{array}{l}
1-\frac{i r}{2}, 1+\frac{i r}{2}, \alpha+1+k+2 n, \frac{k}{2}+n+\frac{i r}{2}, \frac{k}{2}+n-\frac{i r}{2}  \tag{23}\\
\frac{k}{2}+n
\end{array}\right.\right)
$$

In view of (21) and (22), the series (19) can be written as

$$
\begin{align*}
& \sum_{\substack{\beta \in S \\
\beta \neq 0}} a(\beta) P_{n}^{\prime}(\beta) G_{4,0}^{0,2}\left(\pi^{-4} x^{-1}|\beta|^{-2} \mid 1,1\right.  \tag{24}\\
&\left.\alpha+1+\frac{k}{2}-n, \frac{k}{2}+n\right), \quad \text { if } r=0
\end{align*}
$$

and as

$$
\begin{align*}
& \sum_{m=0}^{p} \frac{(-1)^{m}}{m!} \frac{\Gamma\left(\frac{k}{2}+n+m+\frac{i r}{2}\right) \Gamma\left(\frac{k}{2}+n+m-\frac{i r}{2}\right)}{\Gamma(\alpha+1-m) \Gamma\left(-m+\frac{i r}{2}\right) \Gamma\left(-m-\frac{i r}{2}\right)} \sum_{\beta \in S} \frac{a(\beta) P_{n}^{\prime}(\beta)}{\left(\pi^{4}|\beta|^{2 k / 2+n+m}\right.} \\
& \quad+\sum_{\substack{\xi S \beta \\
\beta \neq 0}} a(\beta) P_{n}^{\prime}(\beta) G_{5,2}^{1,2}\left(\pi^{-4} x^{-1}|\beta|^{-2} \left\lvert\, \begin{array}{l}
a_{r} \\
b_{1}
\end{array}\right.\right), \quad \text { if } r \neq 0  \tag{25}\\
& =\sum_{m=0}^{p} \frac{(-1)^{m}}{m!} \frac{\Gamma\left(\frac{k}{2}+n+m+\frac{i r}{2}\right) \Gamma\left(\frac{k}{2}+n+m-\frac{i r}{2}\right)}{\Gamma(\alpha+1-m) \Gamma\left(-m+\frac{i r}{2}\right) \Gamma\left(-m-\frac{i r}{2}\right)} \frac{\left(\frac{k}{2}+n+m, P_{n}^{\prime}\right)}{\left(\pi^{4} x\right)^{k / 2+n+m}} \\
& \quad+\sum_{\substack{\beta \in S \\
\beta \neq 0}} a(\beta) P_{n}^{\prime}(\beta) G_{5,2}^{1,2}\left(\pi^{-4} x^{-1}|\beta|^{-2} \left\lvert\, \begin{array}{l}
a_{r} \\
b_{1}
\end{array}\right.\right) .
\end{align*}
$$

In the expression (25), $\phi\left(k / 2+n+m, P_{n}^{\prime}\right)$ is meaningful, as when $r \neq$ 0 , the only possible singularities of $\phi\left(s, P_{n}^{\prime}\right)$ are at $k \pm$ (ir)/2.

We now obtain the final result of this paper by substituting (24) and (25) for the series (19).

Theorem. Let $\sigma=\sigma_{1}$ lie in the half plane of absolute convergence of the Dirichlet series $\phi\left(s, P_{n}\right)$ and $\phi\left(s, P_{n}^{\prime}\right), \sigma_{1} \geqq k / 2+n, \alpha \geqq 0, x>0$ and $\alpha>4 \sigma_{1}-k-2 n$. Then, for $r=0$,

$$
\begin{align*}
& \sum_{0<\left.|\beta|\right|^{\leq} \leq x, \beta \in S}^{\prime} a(\beta) P_{n}(\beta)\left(x-|\beta|^{2}\right)^{\alpha}=\Gamma(\alpha+1) x^{\alpha} Q_{\alpha}(x) \\
& \quad+(-1)^{n} \Gamma(\alpha+1) x^{\alpha+k / 2+n} \pi^{k+2 n} \sum_{\substack{\beta \in S \\
\beta \neq 0}} a(\beta) P_{n}^{\prime}(\beta)  \tag{26}\\
& \quad \times G_{0,4}^{0,2}\left(\pi^{-4} x^{-1}|\beta|^{-2} \mid 1,1, \alpha+1+\frac{k}{2}-n, \frac{k}{2}+n\right),
\end{align*}
$$

and, for $r \neq 0$,

$$
\begin{aligned}
& \sum_{0<|\beta| 2 \leqq x, \beta \in S}^{\prime} a(\beta) P_{n}(\beta)\left(x-|\beta|^{2}\right)^{\alpha} \times x^{\alpha+k / 2+n} \pi^{k+2 n} \\
& =\Gamma(\alpha+1) x^{\alpha} Q_{\alpha}(x)+(-1)^{n} \Gamma(\alpha+1) \\
& \left\{\sum_{m=0}^{p} \frac{(-1)^{m}}{m!} \frac{\Gamma\left(\frac{k}{2}+n+m+\frac{i r}{2}\right) \Gamma\left(\frac{k}{2}+n+m-\frac{i r}{2}\right) \phi\left(\frac{k}{2}+n+m, P_{n}^{\prime}\right)}{\Gamma(\alpha+1-m) \Gamma\left(-m+\frac{i r}{2}\right) \Gamma\left(-m-\frac{i r}{2}\right)\left(\pi^{4} x\right)^{k / 2+n+m}}\right. \\
& \left.+\sum_{\substack{\beta \in S \\
\beta \neq 0}} a(\beta) P^{n}(\beta) G_{5,1}^{1,2}\left(\pi^{-4} x^{-1}|\beta|^{-2} \left\lvert\, \begin{array}{l}
1-\frac{i r}{2}, 1+\frac{i r}{2}, \alpha+1+k+2 n, \frac{k}{2} \\
+n+\frac{i r}{2}, \frac{k}{2}+n-\frac{i r}{2} \frac{k}{2}+n
\end{array}\right.\right)\right\},
\end{aligned}
$$

where the dashes on the left sides of the formulas (26) and (27) indicate that the last term on the summation is to be multiplied by $1 / 2$, if $\alpha=0$ and $x=|\beta|^{2}$, for some $\beta \in S, Q_{\alpha}(x)$ is the sum of the residues of $\left(x^{s} \Gamma(s) \phi\left(s, P_{n}\right)\right) /$
$\Gamma(\alpha+1+s)$ at its singularities in the strip $k / 2+n-\sigma_{1} \leqq \sigma \leqq \sigma_{1}$, and the series on the right of (26) and (27) converge absolutely.

In conclusion, we remark that, in special cases, the Meijer function may be expressible as a combination of more elementary transcendental functions like the Bessel functions and the Whittakker functions. Such attempts may be useful even though at times frustrating.

## References

1. Bateman Manuscript Project, Higher Transcendental Functions, I, McGraw-Hill, 1953.
2. H. Hamburger. Über die Riemannsche Funktionalgleichung der $\zeta$-Funktionen, I, II, III, Math. Zeit. 10 (1921), 240-254; 11 (1922), 224-245; 13 (1922), 283-311.
3. E. Hecke, Über die Bestimmung Dirichletscher Reihen durch ihre Funktionalgelichung, Math. Ann. 1 (1936), 664-699.
4. -_, Analytische Arithmetik der positiven quadratische Formen, Dansk. Vidensk. Selsk. Mathemfsy. Meddel XVIII, 12 (Kobenhavn 1940), §5.
5. H. Maass, Über eine neue Art von nichtanalytischen automorphen Funktionen und die Bestimmung Dirichletscher Reihen durch Funktionalgleichungen, Math. Annalen 121 (1949), 141-183.
6. -, Automorphe Funktionen von mehreren Veränderlichen und Dirichletsche Reihen, Abh. Math. Seminar Hansischen Univ. 16 Heft 3/4 (1949), 72-100.
7. -_, Die Differentialgleichungen in der Theorie der elliptischen Modulfunktionen, Math. Annalen 125 (1953), 235-263.
8. K. Th. Vahlen, Über Bewegungen und Komplexe Zahlen, Math. Annalen 55 (1902), 585-593.
9. V. Venugopal Rao, The lattice point problem for indefinite quadratic forms with rational coefficients, Jour. Indian Math. Soc. 21 (1957), 1-40.
10. -, Averages involving Fourier Coefficients of non-analytic automorphic forms, Canad. Math. Bulletin, 13 (1970), 187-198.
11. G. N. Watson, A treatise on the theory of Bessel functions, Cambridge, 1922.

Department of Mathematics and Statistics, University of Regina, Regina, Saskatchewan, Canada S4S 0A2

