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TWO CONCRETE NEW CONSTRUCTIONS 
OF THE REAL NUMBERS 

ARNOLD KNOPFMACHER AND JOHN KNOPFMACHER 

ABSTRACT. Two new methods are put forward for con­
structing the complete ordered field of real numbers out of the 
ordered field of rational numbers. The methods are motivated 
by some known theorems on so-called Engel and Sylvester se­
ries. Amongst advantages of the methods are the facts that 
they do not require an arbitrary choice of "base", or any equiv­
alence classes or similar constructs. 

Introduction. By old theorems of Lambert (1770) and Engel (1913) 
(see Perron [2]), every real number A has a unique representation as 
the sum of a series 

1 1 1 , 
A = o0 H 1 1 1 1 = ( a o , a i , a 2 , . . . ) » 

a l CL\Q>2 CL\Q<2 • • • Q»n 

say, where the ai are integers such that a;+i > a; > 2 for i > 1. 
Further, A is rational if and only if a?;+i = a?; for all sufficiently large i. 

An analogous representation (see [2]) of Lambert (1770) and Sylvester 
(1880) states that every real 

1 1 1 
A = a0-\ 1 1 h 1 = ( ( a 0 , a i , a 2 , . . . ) ) » 

a\ Ü2 an 

say, where the a?; are integers defined uniquely by A, such that a\ > 2 
and â _|_i > ai{ai — 1) + 1 for i > 1. Further, A is rational if and only 
if a^+i = üi(üi — 1) + 1 for all sufficiently large i. 

In certain ways, these representations may be compared with that by 
"simple" continued fractions, and are even simpler than the latter. The 
main purpose of this note is to justify this remark by deriving some 
elementary further properties of the Engel-Lambert and Sylvester-
Lambert representations, and (with these and the above-mentioned 
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results as initial motivation) then developing two new methods for 
constructing the real number system from the ordered field of rational 
numbers. These methods are partly similar to one recently introduced 
by G.J. Rieger [3] for constructing the real numbers via continued 
fractions, but in certain respects they are less complicated than that of 
present methods. However, an important advantage which the present 
methods do share with that of Rieger over other standard ones is that 
they do not require an arbitrary choice of a "base", or the use of 
(infinite) equivalence classes or similar construct. 

In principle, one could adapt the methods below so as to use proper­
ties of so-called Liiroth series (cf. [2]) as yet another starting motiva­
tion, but the latter series are perhaps less elegant than the above ones 
and so will not be treated at this stage. 

1. Further properties of the representations. For the reader's 
convenience, we recall the algorithms which lead to the series represen­
tations considered above: 

Given any real number A, write it as A = CLQ + A\ where ao is an 
integer and 0 < A\ < 1. Then inductively define the "digit" 

(in = 1 + — > 2, for n > 1, 

where 

^4n+l 
J anAn - 1 i in the Engel-Lambert case, 

in the Sylvester-Lambert case. 

In particular, when a n + i = an for n > m in the Engel-Lambert case, 
we may write 

A = (a0 ,a i , ---) = (ai,--- , a m _ i , a m ) , say 

1 °° 1 

J—y± 
1 1 1 

= a0 + — + + • • • + + 
a\ CL\CL2 a\Ü2 • ' • CLm-l a\Q>2 ' ' ' am 

r=0 

1 1 1 1 
ao + — + + • • • + + a\ CLiCi2 a\ü2 • • • am_i aia2 • • -a m _i(a m — 1) 
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On the other hand, when an+i = an(an — 1) + 1 for n > m in the 
Sylvester-Lambert case, we shall write 

A = ( a 0 , a i , . . . ) = ( a 0 , . . . , a m _ i , ä m ) , say 

1 i - i 
= ao + — + ••• + + V — 

«1 «rn-l n t ^ On 
1 1 1 

= ao + — + ••• + + 
since, here, l / (a n — 1) — l / a n = l / ( a n + i — 1) for n > m. It may be 
verified that an integer k has the representation (k — 1,2), or ((fc — 1,2)), 
according to the case being considered. 

PROPOSITION (1.1). Let A = (a0 ,ai, . . .) ^ B = (60,6i,...), or 
A = (ao,a i , . . . ) T̂  JB = (fco,fci,...)- ^n fc°^ °/ ^ e 5 e cases, the 
condition A < B is equivalent to: 

(i) a0 < bo, i f ao r=- fco, 

(ii) a« > òi for the first i > 1 such that a; ^ fc;, if ao = fco-

PROOF. In both cases, if ao < fco, then 

A = a0 + Ai < a0 + 1 < fc0 < b0 + # i = 5 , 

using the initial notation for the two algorithms above. Therefore part 
(i) follows in both cases. 

Now suppose that ao = fco» and â  > bi for the first i > 1 such that 
ai ^ bi. In the Engel-Lambert case, we then have 

1 1 / , 1 1 \ 
,4 = a0 + — + ••• + 11 + + + • • • I 

a\ a\ü2 - - - ai \ Q>i+i ai+ia<i+2 / 

= Xi + J_(1 + JL + _ J _ + ...), 
ra^ \ a i + i a^+iaj+2 / 

say, where m\ — 1 and m^ = aia2 • • • a^-i for i > 1. Since â  > bi + 1 
and an+i > an, we then have 

1 1 1 
A < Xi + V = Xi + —r-

m»(6» + 1) JzJ (fti + *) m*fc* 

—rU + z—+ z—r— 
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In the Sylvester-Lambert case, it is easier to proceed with the defining 
algorithm for the digits (a method which could also have been used 
above): 

From an = 1 + [-£-] for n > 1, we get an — 1 < -j- < an, and thus 
l/(on — 1) > An > l/an. Then the equation An+\ = An — \jan gives 

1 1 . 1 1 . 
> — + An+1 = — + + An+2 = • • • . an — l an an an+i 

Since 4̂fc —> 0 as k —• oo, it follows that 

> ^ + - 1 
CLJI 1 Ö72 Ö72 

and so 

+1 

1 1 1 1 
— > > 1 + • 
bi ai - 1 ai a i + i 

Therefore 

1 1 1 1 1 1 
A = a0 + — + ••• + — + + • • • < a0 + — 4- + r 

1 1 
= 0̂ + 7- + -- + -T <B. 

b\ bi 

Thus part (ii) follows in both cases. D 

Note that the uniqueness of the digits in the above representations is 
established in Perron [2]; however, the above argument also re-proves 
this in the Engel-Lambert case. 

2. Constructions and order properties. In the constructions 
below, standard facts about the ordered field Q of all rational numbers 
are taken as understood. With the above representations and Propo­
sition 1.1 as initial motivation, now define two sets E and S and order 
relations on them as follows: 

Let E be the set of all formal infinite sequences A = (a05 ai> «2, • • • ) 
of integers ai such that ai+\ > ai > 2 for i > 1. Also, let S be the set 
of all formal infinite sequences A = (ao,ai,ö2> • • • ) of integers a; such 
that a\ > 2 and a;+i > ai(ai — 1) + 1 for i > 1. 
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In both cases, we shall use corresponding lower-case letters to denote 
the "digits" of elements of £ and S, and we define A < B if and only if 

(i) a0 < 60, if a0 T" 60, or 

(ii) ai > bi for the first i > 1 such that â  ^ bi, if ao = bo. 

LEMMA 2.1. In both casesj < is a "total ordering" relation, i.e., it is 
transitive and satisfies the trichotomy law. 

PROOF. The same argument works for both cases. Firstly, trichotomy 
is obvious. Next, let A < B and B < C. If ao < 60 < co, or 
ao = bo < Co, ao < 6o = co, it follows directly that A < C. 

Now suppose that ao = bo = Co, and that ar = br for r < i,ai > bi, 
and br = cr for r < j , bj > Cj. Then: 

(i) If i < j , then ar = cr for r < i and â  > bi — Ci. 

(ii) If i = j , then ar = cr for r < j and â  > bi > C{. 

(iii) If i > j , then a r = br = cr for r < j and â  = òj > Cj. 

Thus A > C in each case, a 

We may now introduce symbols <, > and >, and define (least) upper 
bounds and (greatest) lower bounds, in the usual way. 

LEMMA 2.2. Every non-empty subset of £ (respectively, S which is 
bounded above has a least upper bound (supremum). 

PROOF. First consider a non-empty subset X of E, which is bounded 
above by a sequence B = (60,61,... ). Then A < B and ao < 60 for 
all A G X, since otherwise A > B. If do is the maximum value of ao 
for A € X, we may then assume do = 60 since otherwise (do, 2) will 
also be an upper bound for X, where à denotes the constant infinite 
sequence a, a, We may also assume that B £ X, since otherwise 
there is nothing to prove. 

Now A < B for every A € X, and there is a largest index k such 
that every A € X with ao = 60 has ai = 61 , . . . ,au = 6&. Then de­
fine Co = 60, . . . , e*; = 6fc, and let c^+i be the least possible value for the 
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digit afc+i of any A G X with ao = bo. 

Next let Cfc+2 be the least possible value for the digit a&+2 of an 
element of X of the form ( c o , . . . , Cfc+i, a^+2, a ^ + 3 , . . . ). Continue 
inductively, to define Ck+i+i as the least possible value for the digit 
dk+i+i of an element of X of the form ( c 0 , . . . , c^+i, a^+i+i, afc+i+2, • • • )• 
This process then defines a sequence C = (co,ci ,C2, . . . ) with Q + I > 
Ci > 2 for i > 1. Also, if C ^ A G X, then C > A, since either Co > ao, 
or Co = ao and Ci < ai for the first i > k such that c$ ^ â  (by the 
minimality of Q ) . 

Lastly, C = supX, since otherwise X has an upper bound D < C. 
In tha t case, d0 = Co, since otherwise JD < A for some A G X , by 
the method of definition of Co above. Thus dm > cm for the first 
m > 1 such tha t d m ^ c m . Hence every element of the form A = 
( co , . . . c m , a m + i , a m +2, • • • ) in X satisfies D < A < D, a contradiction. 

The argument for S is almost identical, except that at an early stage 
we need to consider ((do, 2)), where à denotes the infinite sequence 
£ i , ^2 , . . . with t\ = a and £;+i = Ufa — 1) + 1. Also the sequence 
C = ( (co,Ci , . . . )) defined inductively will now satisfy c\ > 2 and 
Ci+i > Cifa — 1) H- 1 for i > 1, since it is now define via suitable 
elements of S. n 

3 . E m b e d d i n g and dens i ty of rationals. We now consider 
natural embeddings of Q into £ and S: 

PROPOSITION 3.1. The Engel-Lambert and Sylvester-Lambert algo­
rithms define 1 — 1 order-preserving maps 

PE • Q —* £ and Ps : Q —> <S, 

whose images are dense in E and <S, respectively. 

PROOF. It is an immediate consequence of the results quoted earlier 
that the two algorithms define 1-1 maps pE ' Q —• S and ps : Q —• S. 
By Proposition 1-1 and the definition of order in £ and 5 , these maps 
are then order-preserving. 

Now let A < B in £. If ao < 6o, let C = (&o,c) where c = b\ + 1. 
Then A < C < B and C G PE(Q)- On the other hand, if ao = 6Q, then 
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am > bm for the first m such that am ^ bm. In that case, A < D < B 
where D = (60,. • -, òm, ò), b = òm+i + 1. Thus PE(Q) is dense in £. A 
similar argument works for <S, using à instead of a. 

It may be noted that the earlier rewriting of the series for rationals 
as finite sums suggests a way of expressing elements of PE(Q) and 
ps(Q) as finite sequences. Although this is possible and intuitively 
quite desirable, it involves some extra formalities with the meaning of 
order for finite sequences, which can be avoided if we continue to work 
only with infinite sequences at this stage. 

From now on, we shall regard Q as an actual subset of £ or <S, 
whenever convenient. 

APPROXIMATION LEMMA 3.2. Given any element A of £ (respec­
tively, S, there exist rationals A^n\ A^ for n > 1 such that 

(i) A{m) < A{n) <A< A^ < A^for m < n, 

(ii) A = supA{n) = mfA(n\ 

(iii) A^ - A(n) < 2~n. 

PROOF. Given A = (ao ,a i , . . . ) G £, define the upper and lower 
rational approximation to A by A^ = (ao, . . . ' , a n_i ,aa n ) , and A(n) = 
(ao,. . . ,an_i,ô4) where af

n — an + 1, n > 1. Then part (i) follows. 
Next suppose that A < B < A^ for all n. In that case, we must have 
ao = bo and am > bm for the first m such that am ^ òm. This gives 
the contradiction A<m> < B < A^. Thus A = inf A^n\ Similarly 
suppose that A(n) < C < A for all n. Then we must have ao = CQ 
and cm > am for the first m such that cm ^ am. This yields the 
contradiction ^4(m+i) < C < ^4(m+1). Hence A = sup A^ny 

The same argument leads to parts (i) and (ii) for <S, except that we 
now use än and ä'n in order to define A^ and A^ny 

For part (iii) in £, a formula for Engel-Lambert series of rationals in 



820 CONSTRUCTIONS 

§1 leads to 

AW _ A _ \ l 

a\a2 • • -an_i(an - 1) a\a2 • • • an-ian 

aia2 '-an(an - 1) 2n ' 

since üi > 2. For 5, the corresponding formula for Sylvester-Lambert 
series of rationals gives instead 

A(n) _ A(n) = _ J _ _ J_ = 1 < 1 
an - 2 an an(an - 1) 2n ' 

since ai > 2 and a^+i > a;(a^ — 1). D 

In passing, we note that the representation (k — 1,2) or ((k — 1,2)) 
for any integer k shows that (in both £ and S) an element A > 0 if and 
only if ÜQ > 0. Also A < 0) if and only if: ao < — 1, or else ao = — 1 
and some a; is not in the sequence 2 (or 2). 

4. Algebraic operations in £ and S. In defining algebraic 
operations on £ and 5, it is particularly convenient to regard Q as 
an actual subset of each of these sets. It also simplifies the discussion 
considerably if we now re-define. 

A^ = A(n) = A ( n > l ) 

for any rational A. 

For any A,B G S (or any A, B € S) now define 

A + B = sup(A{n) + B ( n )) , -A = sup(-A ( n)), 

which exist in £ (respectively, S) because 

A{n) + B(n) < A™ + B«1), -A<B> < - 4 ( 1 ) . 

LEMMA 4.1. 77ie a6ove operations make £ (respectively, S) into an 
abelian group containing (Q,+) as a dense subgroup. Further, 

(i) A<B=>A + C<B + C, 
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(ii) A < B < <£> -A < -B. 

PROOF. Obviously, A + B = ß + A and A + 0 = A. Also, 
the definition of order and rational approximations shows that A < 
B => A{n) < B(n), A^ < B^ for n sufficiently large. Hence 
A<B=ïA + C<B + C (with strict inequality to be shown later). 

If addition is not associative, we now obtain a contradiction as follows: 
Suppose that X = A + (B + C), Y = (A + B) + C and X < Y. Then, 
by Proposition 3.1, there exist rationals r, s such that X < r < s < Y. 
Hence, by the weak monotone law above, xn < r < s < yn where 

xn = A{n) + B{n) + C{n),yn = A<n> + B<n> + C<n>. 

Thus 
3 

0 < s-r < yn -xn < —, 

by Lemma 3.2 (iii). This is impossible since n is arbitrary. Similarly, 
X > Y is impossible. 

Next note that -A^ < -A{m) for all m,n. Thus 

-A^ < sup(-A ( n )) < -A{rn) for all m. 

Hence the weak monotone law gives A(m) - A^ < A + {-A) < 
A^ - A{m) for all m. Therefore - 2 ~ m < A + (-A) < 2~m for all 
ra, by Lemma 3.2 (iii). This leads to a contradiction if A + {—A) ^ 0, 
because in that case Proposition 3.1 implies that there exists a rational 
r independent of m such that 0 < r < A + (—A), or A + (—A) < r < 0. 

It now follows that £ (respectively, S) forms an abelian group with 
(Q,+) as a dense subgroup. Then A + C — B + C => A = B, and hence 
the strict monotone law (i) now follows from the weak one. 

Lastly, let A < B. Then ;4<n> < B^n\ or -A^ > -£< n ) , for n 
sufficiently large. Thus -A = sup(A(n)) > sup(-jB (n)) = -B, giving 
-A > —B since A^ B. Hence (ii) follows, since -(—X) = X. 

Next, for any A, B € £(respectively,<S), define 

r sup(AM.BM) if A>0, £>0, 
4 R J (-^).(-fl) if ̂  < 0, £<0, 

~ | -((-A).B) if A < 0, B > 0, 
1 - ( A ( - J B ) ) i f A > 0 , £ < 0 . 
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Also define 
j - i = f s u p « ^ ) ) - 1 ) i f 4 > 0 , 

\ -{{-A)-1) if A < 0. 

These definitions are unambiguous, because firstly 

A{n).B{n) < AW.BW, (A^r1 < (A(1))-\ 

when A > 0, B > 0, since then ao > 0, 6o > 0 and all the rational 
approximations are positive. Secondly, in order to cover all cases, we 
use the fact that A < 0 if and only if —A > 0, by Lemma 4.1 (ii). D 

LEMMA (4.2) The above, together with the earlier operations, make £ 
(respectively, S) into a field containing Q as a dense sub field. Further, 

A<B, C > 0 => A C < B.C. 

PROOF. Clearly A.B = B.A and A.l = A. Then, in order to 
show that £(S) forms a field, it remains only to verify that • is 
associative, and distributive relative to +, and that A~1.A = 1 for 
A ^ 0. After dealing first with positive elements only, this reduces 
the problem to straightforward algebraic manipulation of the different 
"sign" cases. For the sake of brevity, we shall therefore consider only 
positive elements. Further, since the associative and distributive laws 
are quite similar, we consider only the latter. 

Firstly note that earlier remarks on rational approximations lead 
easily to the weak monotone law 

0 <A < £ , C > 0 => A.C < B.C 

(with strict inequality to be shown later). 

For positive A, B, C, now suppose that X = A.(B + C), Y = A.B + 
A.C and X < Y. Then there exist rationals r, s with X < r < s < F , 
and thus the weak monotone laws imply that xn < r < s < yn, where 
xn = A{n).{B{n) + C{n)) and yn = A^.£(») + 4<n>.CK Now, Lemma 
3.2 implies that 

0<s-r<yn-xn 

< (4(n) + 2"n)£(n) + C(n) + 2 ~n) - A(n) ' (S(n) + C(n)) 

< 2" n (2^ ( 1 ) + B ( 1 ) + C (1 ) + 21~n). 
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This is impossible since n is arbitrary. Similarly, X > Y is impossible. 

Next, for A > 0, note that 0 < A{m) < A^ for all ra, n. Thus 
(i4(m))"l > (A^)~l for all ra,n, which implies that A~l < {A(m)) 
for all ra. Hence 

- l 

i(m) 

A(m) + 2" i(m) 

< ^ A < ( A ( m ) ) - ^ m ) 

2-m + + i ( m ) 
< 

A(m) 

for all m. Therefore, for all ra, 

o—ra o—-m n—m o—ra 

< < A _ 1 . i 4 - l < - : < 
,1(1) + 2-m - A(rn) +2-m~ ' - A{m) - A{1) ' 

This leads to a contradiction if A X.A ^ 1, in the same way as 
A + (—A) 7̂  0 led to a contradiction earlier. 

The strict monotone law for multiplication of positive elements now 
follows from the weak one and the law A.C = B.C => A = B (for 
positive elements). Then Lemma 4.2 follows after suitable (tedious) 
algebraic checking of the various "sign" cases. 

The above discussion has shown that both £ and S form ordered fields 
with the least upper bound property. By standard theorems, treated for 
example in Chapter 5 of Cohen and Ehrlich [1], it then follows that £ 
and S form concrete new models for the real number system R. 

5. Another new construction of R. By using some known 
theorem [2] on so-called Cantor products as a new initial motivation, 
it is possible to construct another concrete but quite different model 
for R. This is treated in [4]. 
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