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A NOTE ON PI INCIDENCE ALGEBRAS

EUGENE SPIEGEL

ABSTRACT. The question when the incidence algebra of
a locally finite partially ordered set over a commutative ring
with identity is a polynomial identity algebra is discussed.
When the incidence algebra is a PI algebra, all its minimal
degree, linear, homogeneous identities are determined.

Let R be a commutative ring with identity and R[X;, X2, ...] the ring
of polynomials in the noncommuting indeterminates X, Xo,... over R.
A polynomial of the form rXi'X;>--- Xi", with r € R, i; a positive
integer and e; a nonnegative integer for j = 1,2,... ,n, and 4; # ij41
for j =1,2,... ,n — 1, is called a monomial. It has coefficient r and
degree 2?21 ej. An element f € R[X7, Xa,...] is called a polynomial.
It is the sum of monomials and has degree, deg (f), the maximal degree
of the monomials in f. If all monomials in f have the same degree, then
f is a homogeneous polynomial. If none of the indeterminates X; for
i > n appear in any monomial of f, we write f = f(X1, Xa,... ,X,).
If A is an algebra over R, we write p(r1,r2,...,7,) for the element of
R obtained when r; is substituted for X;, for j =1,2,... ,n.

If Ais an algebra over R, a nonzero polynomial f=f(X;, Xs,... ,X,)
€ R[X;,Xs,...] is an identity for A if for every ay,as,...,a, € A
we have f(ay,a9,...,a,) = 0. If in addition, a monomial of f of
highest degree has coefficient the identity of R, then f is a polynomial
identity for A. The algebra A is a polynomial identity algebra, PI
algebra, if A has a polynomial identity. If f is a polynomial identity
for A, then from a result of Kaplansky [4], A satisfies a homogeneous
polynomial identity of the form X; X5 ---X,, + p, where p is the sum
of monomials of the form r, X,1)Xs(2) - Xo(n), With r, € R, 0 a
nonidentity element of the symmetric group S, and n < deg(f). The
polynomial s(X1, Xa,... ,Xpn) =3 cg 580 (0)Xo1)Xo(2) ** Xo(n) I8
called the standard polynomial of degree n. Here sgn (o) denotes the
sign of 0. The famous Amitsur-Levitzki theorem [1] tells us that
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M, (R), the algebra of n X n matrices over R, is a PI algebra and
satisfies the standard polynomial of degree 2n.

In this note we are concerned with PI incidence algebras. Recall that
a partially ordered set X is locally finite if [{y € X|z <y < z}| < 00
foreach z,z € X. f I(X,R) = {f: X x X — R|f(z,y) =0if z <y}
with the operations

(f+9)(z,y) = f(z,y) + g(z,y)
fe(e,y) = > flz,2)9(2,y)

(rf) (@) = rf(2,)

for
fr9€I(X,R), r€R, =zyclkX,

then I(X, R) is an R algebra, called the incidence algebra of X over R.

If X = {z1,22,...,2,} is a set of cardinality n, then the map
p: I(X,R) - My(R) given by p(f) in the (4,j) position has value
f(zs,x;), is an injective homomorphism. We then see that, for | X| = n,
I(X, R) satisfies the standard polynomial of degree 2n. If we had listed
the elements of X so that when z; < x, then j < k, then p(f) is an
upper triangular matrix for each f € I(X, R).

If X is a partially ordered set, call xy,z2,...,x, € X a chain of
length n if 1 < 3 < -+ < x,. The poset X is bounded if for some
positive integer n it has a chain of length n and does not have any
chain of length n + 1. In that case we will say X has bound n. By
making use of the Amitsur-Levitzki theorem, Feinberg [3], Leroux and
Sarraillé [5] and Nacev [6] have each shown that the incidence algebra
of a bounded locally finite poset of bound 7 satisfies the standard
polynomial of degree 2n and does not satisfy any polynomial of lower
degree. The standard polynomial of degree 2n is a homogeneous
polynomial having (2n)! terms. We show that this incidence algebra
will satisfy a homogeneous polynomial, g, of degree 2n having only
2™ terms and that all minimal homogeneous polynomials satisfied by
the incidence algebra are obtained from the polynomial ¢q. Farkas
[2] considers when the incidence algebra is algebraic and utilizes a
polynomial allied to q. We define ¢ in the following theorem.

If y1,y2 € X with y; < yo, let d,,,, denote the element of I(X, R)
given by dy,4,(y1,%2) = 1 and zero otherwise.
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Theorem 1. Let X be a locally finite partially ordered set and R a
commutative ring with identity. Then I(X, R) is a PI algebra if and
only if X is bounded. If X has bound n, then

n

H(X2i71X2i - X2iX2i71)
=1

q(Xl,Xz, N ,Xn)

is a polynomial identity of degree 2n for I(X,R), and no nonzero
polynomial identity of lower degree is a polynomial identity for I(X, R).

Proof. Suppose that y; < y2 < -+ < Y, is a chain in X and there
exists a polynomial identity for I(X, R) of degree k, with k < 2m.
By the theorem of Kaplansky, I(X, R) then satisfies a homogeneous
polynomial identity of degree at most k£ and hence a homogeneous
polynomial identity of degree 2m — 1. If p(Xy, Xa,...,Xom—1) de-
notes such an identity, we can assume that p(Xi, Xo,...,Xom-1) =
X1X2 s X2m71 +ﬁ(X1, XQ, ce ,szfl) where ﬁ(Xl, Xz, ey Xgmfl)
is a homogeneous polynomial of degree 2m — 1 which does not contain
a monomial of the form rX; X5+ Xs,,_1 for a nonzero r € R. Then

P(Oyry1s Oyryas Oynyns -+ 5 Oy 115 O 1m s Oyymmym )
= 5y1y1 5y1yz 5yzyz T 5ymym
+ (0115 Oyryas Oynyzs + - + s Oy )-

Since the product of the delta functions is nonzero for the unique order
immediately following the equal sign in the above equation, it follows
that 5(0y,y>0yryss--- >Oymyn) = 0. This says that p(dy,y,,0y1ys»--- »
8y,ym ) (Y1, Ym) = 1, which contradicts the supposition of a polynomial
identity of degree 2m — 1. We conclude that, when X has a chain of
length m, any polynomial identity must be of degree at least 2m. In
particular, if X is unbounded, then I(X, R) is not a PI algebra.

To complete the proof, it suffices to show that, when X is of bound
n, then ¢(X1,X2,...,X2,) is a polynomial identity for I(X, R). Let
Z(I(X,R)) = {f € I(X,R) | f(z,z) = Oforallz € X}. Then
Z(I(X,R)) is an ideal of I(X, R). Further, since X is of bound n, any
product of the form g1gs - - - gn, with g; € Z(I(X,R)) fori =1,2,... ,n
is zero, and so Z(I(X, R)) is a nilpotent ideal with (Z(I(X, R)))"™ = 0.
If f,g € I(X,R), then fg—gf € Z(I(X,R)) and so q(f1, f2,--- , fan) =
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[T (f2i—1f2i — f2if2i—1) is the product of n elements of Z(I(X, R)),
and hence zero, for any fi,f2,...,fan € I(X,R). The result then
follows. O

We have seen that when X is finite of bound n, then both the
standard polynomial s(Xi,Xs,...,Xs,) and ¢(X;, X2,...,Xo,) are
each homogeneous, minimal degree polynomial identities for I(X, R).
The first of these polynomials is the sum of (2n)! monomials while the
second of these polynomials is the sum of only 2" monomials. We now
show that all homogeneous, minimal degree polynomial identities can
be generated from ¢(Xi, Xo,... , X2,). We will need to introduce some
notation.

Let n be a positive integer and A = ajas - - - ag,, B = bibs - - - by, per-
mutations of {1,2,...,2n}. Here {a1,az,... a2, } ={b1,b2,... ;b2 } =
{1,2,...,2n}. We will call the permutation A neighbor similar to the
permutation B if {(Lgi_l,a%} = {b2i_1,bi} for i = 1,2, cee N Nelgh—
bor similarity is an equivalence relation, and the equivalence class of A
contains a unique permutation A = @1as - - - G2, such that @gi_1 < @
for i = 1,2,... ,n. We refer to A as the canonical representative of
the equivalence class of A. Each equivalence class has 2™ elements and
there are (2n)!/2" classes. The permutation A can be associated with
the element o4 € So, given by c4(i) = a; for i = 1,2,...,2n. Dis-
tinct permutations are associated with distinct elements of So,. Let
C = {o5 | Ais a permutation of {1,2,...,2n}}. Further, for o € C,
we let ¢” denote the polynomial ¢(X,(1), X¢(2), -+ » Xo(2n))- Certainly,
as q(Xi,Xa,...,Xay,) is a polynomial identity for I(X,R) so is ¢°.
Since s(X1,Xo,...,Xan), the standard polynomial in 2n variables,
equals ) . sgn(0)q”, which is a linear combination of ¢ polynomi-
als, we have retrieved the result of Feinberg, Leroux and Sarraillé, and
Nacev. In this direction we consider which polynomials are linear com-
binations of ¢ polynomials. For the given incidence algebra I(X, R),
let LHP(Xy,Xs,...,Xa,) denote the set of all linear homogeneous
polynomials in X3, X5, ..., Xs,, which are identities for I(X, R).

Theorem 2. Let X be a locally finite, bounded, partially ordered
set with bound n, and R a commutative ring with identity. Then
LHP(X1,Xs,...,Xon) is a free R module with basis Q = {¢° | 0 € C}.
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Proof. Since the monomials in distinct elements of @ are lin-
early independent in R[X7, Xo,...,Xa,], we have that the elements
of @ are linearly independent. @We must check that they span
LHP(X;,Xs,...,Xo,). Let ¢(X1,Xs,...,X2,) € LHP(Xy,Xo,
..., Xapn). Then ¢ is a linear homogeneous polynomial of degree 2n,
and we can write

(X1, Xa, o, Xon) = D 12 Xr ) Xr(2) - Xr(2n),»

TES2n

where r, € R. Suppose that 71,7 € Sg, are associated with neighbor
similar permutations A; and A of {X;,Xs,...,Xa,}. Here A; =
X () Xr @) Xri2n), A2 = Xoy)Xry(2) - Xry(2n), with {71(2i —
1),7’1(2@)} == {T2(2l - 1),7’2(2i)}, for i = 1,2,... ,n. Let N(Tl,’]’g)
equal the number of integers ¢ with 1 < ¢ < n such that (27 —
1) # m(2¢ — 1). If ¢° € @ is the unique polynomial having a
monomial of the form c¢X, (1)X7, (2) -+ X7, (2n) With ¢ # 0 € R, then
(—l)N(TI’Tz)cXTZ(l)XTQ(Z) --- X7, (2n) is another monomial in ¢7. Since
c is a unit in R, in particular 1 or —1, in order to verify the theorem
it is sufficient to check that r,, = (—=1)N(m)r_ . We check this by
induction on N (7, 72).

Suppose that N(m,72) = 1 with 71 and 7» associated with the
neighbor similar permutations A; and Ay of {X3, Xs,..., X2,}. Then
there is a unique integer i, with 1 < i < n, such that X, (o;_1) #
X7y (2i—1)- 1t then follows that

T2(

T Xe )X @) Xn@n) T X)) Xne) - Xnen
= XrmXn@  Xn@i-2) (rn Xr @i Xr 20)
+ 7y Xy (20) Xy (20-1) ) X7y (2641) Xy 2041 Xy (2042) = - X7y (20) -

Let y1 < yo < -+ < y, be a chain in X. We will evalu-
ate ¢(X1,X2,... ,Xgn) when X'r1(1) = 5y1y17 X‘r1(2) = 6y1y27 .
X7y 2i-3) = Oysayioas Xr(2i-2) = Oyisyir Xry(2i-1) = Oyayir Xry(2i) =
5yi7yi7 XT1(2i+1) = 6yi7yi+1’ XT1(2i+2) = 6yi+1,yi+17 ey XT1(2n71) =
Oy, _1yn» Xri(2n) = Oy,y,- Because of the choice of the variables, if
T € Son, with 7 # 71 and 7 # 7o, then the value of the monomial
T+ Xr1)X7(2) "+ Xr(2n) 18 zero at this specification of the variables. It
then follows that the value of ¢, at this choice of variables, is r, +r,.
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Since ¢ is an identity for I(X, R), we have that r,, = —r,,. This
establishes the result if N(ry, ) = 1.

Suppose now that 7; and 75 are associated with neighbor similar
permutations A; and Az of {X1, Xo,..., X2, } and that N(71,72) > 2.
Proceeding by induction, we assume we know the result for smaller
values of N(A1, A2), where Ay and Ag are the elements of S, associated
to neighbor similar permutations of {Xj,...,Xs,}. Let ¢ be the
smallest positive integer such that (2 — 1) # 15(2¢ — 1), and let
Ajz be the permutation of {X7y, Xo,..., Xa,} given by

Xy (1) Xry(2) " Xy (2i-2) X (2i—-1) Xy (20) Xy (2041) Xy (2042)
e X71(2n—1)X7’1(2n)'
Further, suppose 73 is the element of S5, associated with As. Then
Ay, Az and Ajs are all equivalent permutations and N(ry,73) = 1,
N(3,72)=N(71,72)—1. By induction we have that r,, =(—1)N(v7)y_
and r,, = (—~1)NV ) and thus r,, = (~1)N 7). This estab-
lishes the result. u]

Corollary. In LHP(Xl, XQ, PN ,Xgn), q(Xl, XQ, e ,Xgn) is the
unique polynomial containing the monomial X1 Xz --- Xon and having
a minimal number of terms.
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