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#### Abstract

The classical families of orthogonal polynomials arise as eigenfunctions of Sturm-Liouville problems. In 1929, Bochner addressed the converse question: Which linear second order differential operators can have an infinite family of polynomials, $\mathcal{P}$, as their eigenfunctions? The classification that he gave showed that there were, up to a linear change of variables, a unique differential operator associated with each such family, and the argument did not even require that the members of $\mathcal{P}$ were orthogonal, only that there were "enough" polynomials in the family (indeed, in some cases, the polynomials are not orthogonal). In this paper it will be shown that certain families of bivariate polynomials satisfy not just one but a pair $L^{(1)}$ and $L^{(2)}$ of partial differential operators with bounds on the order of the operators determined by properties of $\mathcal{P}$. We also give a simple condition that the polynomials be completely determined by the pair of operators (up to multiplicative constants). This article includes detailed discussions of five examples of such polynomial families. We shall also discuss $\Delta(\mathcal{P})$, the algebra of operators which have $\mathcal{P}$ as eigenfunctions, and we give sufficient conditions that every member of $\Delta(\mathcal{P})$ is given uniquely as a polynomial in $L^{(1)}$ and $L^{(2)}$. This will be the case in all five examples.


1. Introduction. The classical families of orthogonal polynomials arise as eigenfunctions of Sturm-Liouville problems. In 1929, Bochner addressed the converse question [2]: Which linear second order differential operators can have an infinite family of polynomials, $\mathcal{P}$ as their eigenfunctions? The classification that he gave showed that there were, up to a linear change of variables, a unique differential operator associated with each such family, and the argument did not even require that the members of $\mathcal{P}$ were orthogonal, only that there were "enough"

[^0]polynomials in the family (indeed, in some cases, the polynomials are not orthogonal).

The condition that there be "enough" polynomials is given here in terms of bivariate polynomials.

Definitions. We order the pairs $\{(n, k): 0 \leq k \leq n\}$ by $(m, j)<(n, k)$ if either $m<n$ or $m=n$ and $j<k$. We say that the bivariate polynomial $p$ has bivariate degree $(n, k)$ if

$$
p(x, y)=\sum_{(m, j) \leq(n, k)} a_{m, j} x^{m-j} y^{j}
$$

with $a_{n, k \neq 0}$; in this case we also say that $p$ has degree $n$. Let $\Pi$ be the set of bivariate polynomials, and let $\Pi_{n}$ be the set of polynomials in $\Pi$ with degree not exceeding $n$.
If $\mathcal{P}$ is a collection of bivariate polynomials, let $\mathcal{P}_{n}=\mathcal{P} \cap \Pi_{n}$. We say $\mathcal{P}$ is algebraically complete if $\mathcal{P}$ is linearly independent and the elements of $\mathcal{P}_{n}$ span $\Pi_{n}$ for each $n$. An algebraically complete family $\mathcal{P}$ is a family of orthogonal polynomials if there is a positive Borel measure $\sigma$ on $\mathbf{R}^{2}$ such that $\int p \bar{q} d \sigma=0$ whenever $p, q \in \mathcal{P}$ with $p \neq q$.
Analogous definitions may be formulated for polynomials in any number of variables. But in this article, we will limit attention to bivariate polynomials.

Remark. Algebraic completeness is trivial for univariate polynomialsthere must be one polynomial of each degree. For bivariate polynomials algebraic completeness requires that $\mathcal{P}$ contain $n+1$ linearly independent polynomials of degree $n$. For polynomials in three variables, algebraic completeness requires $(n+1)(n+2) / 2$ linearly independent polynomials of degree $n$.

Bochner's classification for algebraically complete families of univariate polynomials was used to prove a converse to Gasper's theorem about the positivity of the product formula for Jacobi polynomials [3, 5]. Algebraic completeness for bivariate families was also useful in the classification of canonical Hermitian and canonical non-Hermitian hypergroups given in [4].

The problem we address is: given an algebraically complete family of bivariate polynomials $\mathcal{P}$, find a system of linear partial differential
operators which have the polynomials in $\mathcal{P}$ as a complete set of eigenfunctions. Except in the following lemma, all linear partial differential operators will have finite order. Actually we will show how to find a pair of linear partial differential operators which have exactly $\mathcal{P}$ as its set of joint polynomial eigenfunctions. A sufficient condition for the existence of such linear partial differential operators is that $\mathcal{P}$ have a product formula of the right sort.

The following lemma shows that the problem becomes interesting only when we bound the order of the linear partial differential operators. Theorem 1 finds a bound for the order of the linear partial differential operators. Theorems 2 and 3 address the issue of showing that $\mathcal{P}$ is a complete set of eigenfunctions for the linear partial differential operators. We write $D_{x}=\partial / \partial x$ and $f^{(j, k)}=D_{x}^{j} D_{y}^{k} f$.

Koornwinder proves a version of the following for a specific family of polynomials [10, II, Lemma 6.1], but the argument given here is valid in a more general context, see also [12, Lemma 0.1] and [13, Lemma 3.1 and Theorem 3.1].

Lemma 1.1. Let $\mathcal{P}$ be an algebraically complete family of bivariate polynomials, and let complex numbers $\left\{\lambda_{p}\right\}_{p \in \mathcal{P}}$ be given. Then there is a unique differential operator possibly of infinite order

$$
\begin{equation*}
M=\sum_{0 \leq j \leq m<\infty} \alpha_{m, j}(x, y) D_{x}^{m-j} D_{y}^{j} \tag{1.1}
\end{equation*}
$$

with $\alpha_{m, j} \in \Pi_{m}$ such that

$$
\begin{equation*}
M p=\lambda_{p} p, \quad p \in \mathcal{P} \tag{1.2}
\end{equation*}
$$

for every $(x, y) \in \mathbf{R}^{2}$.
Moreover, suppose $M$ is given by (1.1), and assume that (1.2) holds for $(x, y)$ belong to some open subset of $\mathbf{R}^{2}$. Then $\alpha_{m, j}$ are completely determined by $\mathcal{P}$ and $\left\{\lambda_{p}\right\}_{p \in \mathcal{P}}$ and (1.2) is valid on all of $\mathbf{R}^{2}$.

Proof. Let $\mathcal{P}$ and $\left\{\lambda_{p}\right\}_{p \in \mathcal{P}}$ be as in the hypotheses, and suppose $\alpha_{m, j} \in \Pi_{m}$ for $0 \leq j \leq m<k$. $\mathcal{P}$ contains exactly $k+1$ polynomials $p_{0}, p_{1}, \ldots, p_{k}$ of degree $k$. Let $\lambda_{j}=\lambda_{p_{j}}$. We can write

$$
p_{l}=\sum_{j=0}^{k} c_{l, j} x^{k-j} y^{j}+\text { l.o.t., } \quad l=0,1, \ldots, k
$$

Since $\mathcal{P}$ is algebraically complete,

$$
C_{k}=\left[\begin{array}{ccc}
c_{0,0} & \cdots & c_{0, k} \\
c_{1,0} & \cdots & c_{1, k} \\
\vdots & & \vdots \\
c_{k, 0} & \cdots & c_{k, k}
\end{array}\right]
$$

is nonsingular. Now the relation

$$
M\left[\begin{array}{c}
p_{0} \\
p_{1} \\
\vdots \\
p_{k}
\end{array}\right]=\left[\begin{array}{c}
\lambda_{0} p_{0} \\
\lambda_{1} p_{1} \\
\vdots \\
\lambda_{k} p_{k}
\end{array}\right]
$$

yields

$$
C_{k}\left[\begin{array}{c}
k!0!\alpha_{k, 0} \\
(k-1)!1!\alpha_{k, 1} \\
\vdots \\
0!k!\alpha_{k, k}
\end{array}\right]=-\sum_{0 \leq j \leq m<k} \alpha_{m, j} D_{x}^{m-j} D_{y}^{j}\left[\begin{array}{c}
p_{0} \\
p_{1} \\
\vdots \\
p_{k}
\end{array}\right]+\left[\begin{array}{c}
\lambda_{0} p_{0} \\
\lambda_{1} p_{1} \\
\vdots \\
\lambda_{k} p_{k}
\end{array}\right]
$$

Thus, since $C_{k}$ is nonsingular, $\alpha_{k, j}$ are determined and belong to $\Pi_{k}$ for $j=0,1, \ldots, k$.

The converse is a corollary of the above argument.

Definitions. Assume $H$ is a subset of $\mathbf{R}^{2}$, let $M(H)$ denote the regular complex-valued Borel measures on $H$, let $M_{+}(H)$ denote the positive measures in $M(H)$ and $M_{1}(H)$ the measures in $M_{+}(H)$ with unit total variation; these are called probability measures. If $\mu \in M(H)$, let supp $\mu$ be the support of $\mu$. For $z \in H, \delta_{z}$ is the unit mass concentrated on $z$. Let $C(H)$ be the Banach space of functions which are continuous on $H$ with the norm $\|f\|_{H}=\sup _{(x, y) \in H}|f(x, y)|$, and let $C_{c}(H)$ be the functions in $C(H)$ which have compact support in $H$.

We say an algebraically complete family of polynomials $\mathcal{P}$ has a product formula on $H$ if, for each $z, w \in H, \sigma_{z, w} \in M(H)$ exists such that

$$
\begin{equation*}
p(z) p(w)=\int_{H} p d \sigma_{z, w}, \quad p \in \mathcal{P} \tag{1.3}
\end{equation*}
$$

We say (1.3) is a strong product formula on $H$ with identity element $e$ if

$$
\sigma_{z, w} \in M_{+}(H), \quad z, w \in H
$$

and there is an element $e \in H$ which satisfies the following two conditions

$$
\begin{align*}
\sigma_{z, e} & =\delta_{z}, \quad z \in H  \tag{1.4}\\
\lim _{w \rightarrow e} \operatorname{diam}\left(\operatorname{supp}\left(\sigma_{z, w}\right)\right) & =0, \quad z, w \in H \tag{1.5}
\end{align*}
$$

$\sigma_{z, w}$ are called the product measures.
Some elementary observations are contained in the following

Lemma 1.2. Suppose $\mathcal{P}$ is an algebraically complete family of polynomials which has a strong product formula on $H$ with identity element $e$ and product measures $\sigma_{z, w}$.
(i) $p(e)=1$ for every $p \in \mathcal{P}$.
(ii) $\sigma_{z, w} \in M_{1}(H)$ for each $z, w \in H$.
(iii) If $H$ is a bounded set, then $\|p\|_{H}=1$ for every $p \in \mathcal{P}$.
(iv) $e$ is a boundary point of $H$.

Proof. (i) For $w=e$, (1.3) and (1.4) yield $p(z) p(e)=p(z)$.
(ii) Apply the product formula to the constant polynomial in $\mathcal{P}$ which because of (1) must be $p_{0} \equiv 1$.
(iii) From (1.3) and (ii) we have $\|p\|_{H}^{2} \leq\|p\|_{H}$, so $\|p\|_{H} \leq 1$. Equality follows from (i).
(iv) This follows from (iii) applied to $\mathcal{P}_{1}$.
(v) $H$ is bounded by (iii).
1.1 Strong product formulas and hypergroup product formulas. Suppose $\mathcal{P}$ is an algebraically complete family of polynomials with strong product formula on $H$ with identity $e$. This gives rise to a convolution * on $M(H)$ as follows. Let $\mu, \nu \in M(H)$ and define $\mu * \nu$ by its action on $C(H)$ by setting

$$
\int f d(\mu * \nu)=\iint\left[\int f d \sigma_{z, w}\right] d \mu(z) d \nu(w), \quad f \in C_{c}(H)
$$

The resulting convolution is easily shown to be commutative and associative, so $(M(H), *)$ is a commutative Banach algebra of measures with identity $\delta_{e}$ and in which a product of probability measures is also a probability measure. If $(M(H), *)$ satisfies a number of other conditions, it becomes a hypergroup (or in current usage, DJS-hypergroup); for more background on hypergroups, see $[\mathbf{4}, \mathbf{1 6}, \mathbf{8}]$ and the references cited there. We say that $\mathcal{P}$ has a hypergroup product formula on $H$ if $(M(H), *)$ is a hypergroup.

Now suppose (1.3) is a hypergroup product formula. Sometimes the set of characters of $(M(H), *)$ coincides with $\mathcal{P}$, and $\mathcal{P}$ becomes an orthogonal family. In this case we say that $(M(H), *)$ is a 2-variable continuous polynomial hypergroup. The work reported here was originally motivated by our goal of classifying the members of this category, see $[\mathbf{4}, \mathbf{5}, \mathbf{1 7}]$ and the references cited there. Theorem 1 provides a necessary condition that $\mathcal{P}$ be the characters of a hypergroup.
1.2 Differential equations. In order to find the differential operators, it is necessary to understand how the identity element $e$ is situated in $H$.

Definition. A path from $e$ to $H$ is a continuously differentiable function $f:[0,1] \rightarrow H$ with $f(0)=e$ and a unit speed parameterization, $\left|f^{\prime}(s)\right|=1$. H has a cusp of order $r$ at $e$ if $r$ is the smallest positive integer such that two $r$-times differentiable paths $f$ and $g$ exist such that $f^{(k)}(0)=g^{(k)}(0), 0 \leq k \leq r-1$ and $f^{(r)}(0)$ and $g^{(r)}(0)$ are linearly independent vectors. For instance, if $H=\left\{(x, y): 0 \leq y \leq x^{r} \leq 1\right\}$, then $H$ has a cusp of order $r$ at $e=(0,0)$ as can be seen by choosing $f$ and $g$ to be paths following the boundaries of $H$. The situation of $e$ in $H$ used in [4] is that $e$ is a two-dimensional accumulation point of $H$; this is slightly weaker than $H$ having a cusp of order 1 at $e$.

We can now state the result which guarantees the existence of linear partial differential operators with $\mathcal{P}$ as eigenfunctions. This generalizes our earlier result in [4]. By Lemma 1.1 any algebraically complete family of polynomials can be made to be eigenfunction with specified eigenvalues of a possibly infinite order differential equation. One important feature of this theorem is that it puts bounds on the orders of the linear partial differential operators.

Theorem 1. Suppose that $\mathcal{P}$ is an algebraically complete family of polynomials which has a strong product formula on $H$ with identity element $e$ and that $H$ has a cusp of order $r$ at $e$. Then the members of $\mathcal{P}$ are eigenfunctions for a pair $L^{(1)}$ and $L^{(2)}$ of commuting linear partial differential operators:

$$
\begin{equation*}
L^{(1)} p=\lambda_{p}^{(1)} p \quad \text { and } \quad L^{(2)} p=\lambda_{p}^{(2)} p, \quad p \in \mathcal{P} \tag{1.6}
\end{equation*}
$$

$L^{(1)}$ has order not exceeding 2 , and $L^{(2)}$ has order not exceeding $2 r$. Moreover, if $f=\left(f_{1}, f_{2}\right)$ and $g=\left(g_{1}, g_{2}\right)$ are paths from $e$ to $H$ as in the definition of cusp, we can take

$$
\begin{align*}
& \lambda_{p}^{(1)}=f_{1}^{\prime}(0) p^{(1,0)}(e)+f_{2}^{\prime}(0) p^{(0,1)}(e)  \tag{1.7}\\
& \lambda_{p}^{(2)}=\left[f_{1}^{(r)}(0)-g_{1}^{(r)}(0)\right] p^{(1,0)}(e)+\left[f_{2}^{(r)}(0)-g_{2}^{(r)}(0)\right] p^{(0,1)}(e)
\end{align*}
$$

If $r=1$ we can take

$$
\begin{equation*}
\lambda_{p}^{(1)}=p^{(1,0)}(e) \quad \text { and } \quad \lambda_{p}^{(2)}=p^{(0,1)}(e) \tag{1.9}
\end{equation*}
$$

The proof will be given in Section 2.

Definitions. Let $\mathcal{P}$ be an algebraically complete family of polynomials, and let $D(\mathcal{P})$ be the algebra of linear partial differential operators with polynomial coefficients which have all members of $\mathcal{P}$ as eigenfunctions. Suppose that $L^{(1)}, L^{(2)} \in D(\mathcal{P})$. We say that the pair $\left(L^{(1)}, L^{(2)}\right)$ determines $\mathcal{P}$ if every polynomial joint eigenfunction of $L^{(1)}$ and $L^{(2)}$ is a constant multiple of some polynomial in $\mathcal{P}$. In this case we also say that the pair $\left(L^{(1)}, L^{(2)}\right)$ is deterministic.

Remark. The definition could be extended to any set of linear partial differential operators; indeed, if $L^{(1)}$ and $L^{(2)}$ are real, $\mathcal{P}$ consists of real polynomials and the pair $\left(L^{(1)}, L^{(2)}\right)$ determines $\mathcal{P}$, then $L^{(1)}+i L^{(2)}$ determines $\mathcal{P}$.

Theorem 2. Suppose $\mathcal{P}$ is an algebraically complete family and suppose $L^{(1)}$ and $L^{(2)}$ belong to $D(\mathcal{P})$ with eigenvalues $\left\{\lambda_{p}^{(1)}\right\}_{p \in \mathcal{P}}$ and $\left\{\lambda_{p}^{(2)}\right\}_{p \in \mathcal{P}}$. Then $\left(L^{(1)}, L^{(2)}\right)$ determines $\mathcal{P}$ if and only if

$$
\begin{equation*}
p \longmapsto\left(\lambda_{p}^{(1)}, \lambda_{p}^{(2)}\right) \text { is injective on } \mathcal{P} . \tag{1.10}
\end{equation*}
$$

The proof will be given in Section 2. The theorem is analogous to [ $\mathbf{9}$, Lemma 2.4]; a discussion of the related idea of admissibility will be given in Sections 1.3 and 5 .

The question arises whether Theorem 2 can be strengthened to say that $\mathcal{P}$ is the totality of joint eigenfunctions of $L^{(1)}$ and $L^{(2)}$. The answer depends on the definition or "eigenfunction"; we will use the following and find that the question can often be answered in the affirmative if $\mathcal{P}$ is a family of orthogonal polynomials.

Definition. Let $\mathcal{H}$ be a Hilbert space with inner product $\langle\cdot, \cdot\rangle$; let $\Phi$ be a complete orthonormal system for $\mathcal{H}$; for $f \in \mathcal{H}$ and $\phi \in \Phi$, let $\hat{f}(\phi)=\langle f, \phi\rangle$. Suppose $L$ is a (possibly unbounded) linear operator on $\mathcal{H}$ defined at least on the space of finite linear combinations of elements of $\Phi$. Assume that for each $\phi \in \Phi$ there is a complex number $\lambda_{\phi}$ satisfying $L \phi=\lambda_{\phi} \phi$. Let $M$ be any extension of $L$ and suppose $f$ belongs to the domain of $M$. Then, for each $\phi \in \Phi$, $\langle M f, \phi\rangle=\left\langle f, M^{*} \phi\right\rangle=\left\langle f, \overline{\lambda_{\phi}} \phi\right\rangle=\lambda_{\phi} \hat{f}(\phi)$. It follows that

$$
\begin{equation*}
\sum_{\phi \in \Phi}\left|\lambda_{\phi} \hat{f}(\phi)\right|^{2}<\infty \tag{1.11}
\end{equation*}
$$

and

$$
\begin{equation*}
M f=\sum_{\phi \in \Phi} \lambda_{\phi} \hat{f}(\phi) \phi \tag{1.12}
\end{equation*}
$$

Thus the maximal extension $M$ of $L$ has domain $D=\{f:(1.11)$ holds $\}$ and $M$ is given by (1.12). We say that $f \in D$ is an eigenfunction of $L$ if there is a complex number $\lambda$ such that $M f=\lambda f$.

Theorem 3. Suppose $\mathcal{P}$ is a family of polynomials orthogonal with respect to $\sigma \in M_{1}\left(\mathbf{R}^{2}\right)$; let $H=\operatorname{supp} \sigma$ be compact. Suppose $L^{(1)}$ and $L^{(2)}$ are linear partial differential operators which determine $\mathcal{P}$. Let $f$ be a joint eigenfunction of $L^{(1)}$ and $L^{(2)}$. Then $f$ is a constant multiple of some polynomial in $\mathcal{P}$.

The proof is contained in the next section.
1.3 Admissibility in the sense of Krall and Sheffer. Krall and Sheffer introduce the notions of admissibility for ordinary [12] and partial linear differential operators $[\mathbf{1 3}]$ in order to study the relation between such operators and polynomial eigenfunctions. We review those two notions here.

Let $L=\sum_{k=1}^{\infty} M_{k}(x) D_{x}^{k}$ where each $M_{k} \in \Pi_{k}$ with leading coefficient $m_{k}$. Let $\lambda_{n}=n m_{1}+n(n-1) m_{2}+\cdots+n!m_{n}$. $L$ is admissible if $n \rightarrow \lambda_{n}$ is injective. (We use admissible- 1 to distinguish this from the term as used for linear partial differential operators below.) $L$ has a unique monic polynomial eigenfunction of every degree with $\lambda_{n}$ being the eigenvalue corresponding to the polynomial eigenfunction of degree $n$ if and only if $L$ is admissible- 1 [12, Lemma 0.1] and [9, Lemma 2.4].

In [13, Section 3], a linear partial differential operator is designated admissible (we use admissible-2) if there is a sequence of parameters $\left\{\lambda_{n}\right\}_{n=0}^{\infty}$ such that $L p=\lambda_{n} p$ has no nonzero solutions in $\Pi_{n-1}$, and it has exactly $n+1$ linearly independent solutions of degree $n$. They show that if $L$ is admissible- 2 , then $\lambda_{0}=0$ and $n \rightarrow \lambda_{n}$ is injective.

Our notion of a deterministic pair of linear partial differential operators is a natural extension of admissible- 1 to the bivariate case and Theorem 2 is analogue to [ $\mathbf{1 2}$, Lemma 0.1] and [ $\mathbf{9}$, Lemma 2.4]. Theorem 2 shows that when (1.10) holds the individual polynomials are determined (up to multiplicative constants).

The admissible-2 condition only leads to the determination of the space $V_{n}$ spanned by the $n$th degree polynomial eigenfunctions. An added disadvantage of admissible-2 is that there are orthogonal polynomial families (which are designated "classical" by Koornwinder [11]) which do not satisfy this criterion. We will return to this issue and related ones in Section 5.

The rest of the paper is organized as follows. Section 3 is devoted to five examples. In Section 4 we will give sufficient conditions on $\left(L^{(1)}, L^{(2)}\right)$ that every linear partial differential operator in $D(\mathcal{P})$ can be represented uniquely as a bivariate polynomial in $L^{(1)}$ and $L^{(2)}$. These sufficient conditions hold in four of the five examples; a separate argument will be presented for the fifth example. Section 5 is devoted to Krall and Sheffer's notion of admissibility, and Section 6 lists a few open questions.

## 2. Proof of Theorems 1, 2 and 3.

2.1 Proof of Theorem 1. Assume that $\mathcal{P}$ and $H$ are as in the hypothesis of Theorem 1, and that $\mathcal{P}$ has a strong product formula with identity $e$ and product measures $\sigma_{z, w}$. Before we turn to a proof, we introduce moments. We use the following notations: $z=(x, y)$, $w=(u, v)$ and $\zeta=(s, t)$. The moments are defined by

$$
M_{j, k}(z, w)=\frac{1}{j!k!} \int_{H}(s-x)^{j}(t-y)^{k} d \sigma_{z, w}(\zeta), \quad j, k \in \mathbf{N}_{0}, z, w \in H
$$

Lemma 2.1. If $n \in \mathbf{N}_{0}$ and $j+k>2 n$, then for each fixed $z$,

$$
M_{j, k}(z, w)=O\left(|w-e|^{n+1}\right), \quad w \rightarrow e, \quad w \in H
$$

Proof. Note that there are polynomials $c_{p}(z)$ such that

$$
\frac{1}{j!k!}(s-x)^{j}(t-y)^{k}=\sum_{p \in \mathcal{P}_{j+k}} c_{p}(z) p(\zeta)
$$

so

$$
M_{j, k}(z, w)=\sum_{p \in \mathcal{P}_{j+k}} c_{p}(z) p(z) p(w)
$$

is a polynomial. Let $z$ be fixed. If $j+k>0, M_{j, k}(z, e)=0$, so if $m_{j, k}(w)=M_{j, k}(z, w)$,

$$
m_{j, k}(w)=O(|w-e|), \quad j, k \in \mathbf{N}
$$

since $m_{j, k}(e)=0$ and $m_{j, k}(w)$ is a polynomial. This establishes the lemma for $n=0$.

Now proceed by induction on $n$. Assume that whenever $j+k>2 n$

$$
m_{j, k}(w)=O\left(|w-e|^{n+1}\right)
$$

Assume $j, k \in \mathbf{N}_{0}$ and $j+k>2(n+1)$; we will show

$$
m_{j, k}(w)=O\left(|w-e|^{n+2}\right)
$$

Let $\mu$ be the greatest even integer such that $\mu \leq j$, and let $\nu=2 n+2-\mu$. Then either $j>\mu$ or $k>\nu$, and since $\mu$ and $\nu$ are both even $(s-x)^{\mu}(t-y)^{\nu} \geq 0$, so

$$
\left|m_{j, k}(w)\right| \leq \sup _{\zeta \in \operatorname{supp} \sigma_{z, w}}|s-x|^{j-\mu}|t-y|^{k-\nu} m_{\mu \nu}(w)
$$

and $\mu+\nu=2 n+2>2 n$ so $m_{\mu, \nu}(w)=O\left(|w-e|^{n+1}\right)$. Now $j-\mu>0$ or $k-\nu>0$ so

$$
m_{j, k}(w)=o\left(|w-e|^{n+1}\right)=O\left(|w-e|^{n+2}\right)
$$

since $m_{j, k}$ is polynomial.

We now turn to the proof of the theorem. Assume the hypotheses of the theorem hold, and let $f=\left(f_{1}, f_{2}\right)$ and $g=\left(g_{1}, g_{2}\right)$ be paths from $e$ to $H$ as in the cusp definition. We compute $p(z)[p(f(s))-p(g(s))]$ two different ways. First we expand the second factor in a Taylor series to obtain, see (1.8),

$$
\begin{equation*}
p(z)[p(f(s))-p(g(s))]=\frac{s^{r}}{r!} \lambda_{p}^{(2)} p(z)+o\left(s^{r}\right) \tag{2.1}
\end{equation*}
$$

We also have by expanding $p(\zeta)$ in a Taylor series around $(s, t)=(x, y)$

$$
\begin{aligned}
p(z) p(w) & =\int_{H} p(\zeta) d \sigma_{z, w}(\zeta) \\
& =\int_{H} \sum_{j+k \leq \operatorname{deg}(p)} \frac{1}{j!k!}(s-x)^{j}(t-y)^{k} p^{(j, k)}(z) d \sigma_{z, w}(\zeta) \\
& =\sum_{j+k \leq \operatorname{deg}(p)} M_{j, k}(z, w) p^{(j, k)}(z)
\end{aligned}
$$

so
(2.2) $\quad p(z)[p(f(s))-p(g(s))]$

$$
\begin{aligned}
& =\sum_{j+k \leq \operatorname{deg}(p)}\left[M_{j, k}(z, f(s))-M_{j, k}(z, g(s))\right] p^{(j, k)}(z) \\
& =\sum_{j+k \leq 2 r}\left[M_{j, k}(z, f(s))-M_{j, k}(z, g(s))\right] p^{(j, k)}(z)+o\left(s^{r}\right)
\end{aligned}
$$

because, according to the lemma, if $j+k>2 r$,

$$
\begin{align*}
M_{j, k}(z, f(s))-M_{j, k}(z, g(s)) & =O\left(|f(s)-e|^{r+1}\right)+O\left(|g(s)-e|^{r+1}\right)  \tag{2.3}\\
& =o\left(s^{r}\right)
\end{align*}
$$

Now equate the coefficients of $s^{r} / r$ ! in (2.1) and (2.2) to obtain

$$
\sum_{j+k \leq 2 r} A_{j, k}(z) p^{(j, k)}(z)=\lambda_{p}^{(2)} p(z)
$$

where

$$
\begin{aligned}
A_{j, k}(z) & =D_{s}^{r}\left[M_{j, k}(z, f(s))-\left.M_{j, k}(z, g(s))\right|_{s=0}\right. \\
& =\left[f_{1}^{(r)}(0)-g_{1}^{(r)}(0)\right] M_{j, k}^{(1,0)}(z, e)+\left[f_{2}^{(r)}(0)-g_{2}^{(r)}(0)\right] M_{j, k}^{(0,1)}(z, e)
\end{aligned}
$$

and $\lambda_{p}^{(2)}$ is given by (1.8).
We also obtain a second linear partial differential operator of order 2 or less by performing a similar computation on $p(z) p(f(s))$ and equating the coefficients of $s$ in both expressions. The result is

$$
\sum_{j+k \leq 2}\left[f_{1}^{\prime}(0) M_{j, k}^{(1,0)}(z, e)+f_{2}^{\prime}(0) M_{j, k}^{(0,1)}(z, e)\right] p^{(j, k)}(z)=\lambda_{p}^{(1)} p(z)
$$

where $\lambda_{p}^{(1)}$ is given by (1.7).
$L^{(1)} L^{(2)}$ and $L^{(2)} L^{(1)}$ have polynomial coefficients and they have $\mathcal{P}$ as eigenfunctions with the same eigenvalues, so they are equal. This establishes the theorem.

Remark. Similar results can be obtained for more general classes of functions than polynomials, but this would involve more technical assumptions. See [3] for a treatment of the univariate case.
2.2 Proof of Theorem 2. Suppose that $\mathcal{P}$ is an algebraically complete family with $L^{(1)}, L^{(2)} \in D(\mathcal{P})$ such that

$$
L^{(j)} p=\lambda_{p}^{(j)} p, \quad j=1,2 \text { and } p \in \mathcal{P}
$$

Assume (1.10) holds. Suppose that $f$ is a polynomial and that for $j=$ $1,2, L^{(j)} f=\lambda^{(j)} f$ for some $\lambda^{(j)} \in \mathbf{C}$. Since $\mathcal{P}$ is algebraically complete, there are constants $c_{p}$ such that $f=\sum_{p \in \mathcal{P}} c_{p} p$ with $E=\left\{p: c_{p} \neq 0\right\}$ being a finite set. We have for $j=1,2$,

$$
\lambda^{(j)} \sum_{p \in E} c_{p} p=\lambda^{(j)} f=L^{(j)} f=L^{(j)}\left[\sum_{p \in E} c_{p} p\right]=\sum_{p \in E} c_{p} \lambda_{p}^{(j)} p
$$

Thus, for all $p \in E, \lambda^{(j)}=\lambda_{p}^{(j)}$; hence, by (1.10), $E$ consists of a single element $q$ and $f=c_{q} q$.

For the converse, assume there are $p, q \in \mathcal{P}$ with $p \neq q$, but $\lambda_{p}^{(j)}=\lambda_{q}^{(j)}$ for $j=1,2$. Thus $p+q$ is a joint polynomial eigenfunction of $L^{(1)}$ and $L^{(2)}$ which is not a constant multiple of any member of $\mathcal{P}$.
2.3 Proof of Theorem 3. Suppose that $\mathcal{P}, H, \sigma, L^{(1)}, L^{(2)}$ are as in the statement of the theorem and that $\lambda_{p}^{(1)}$ and $\lambda_{p}^{(2)}$ are as in (1.6). There is no loss of generality in assuming that $\mathcal{P}$ consists of orthonormal polynomials. $\mathcal{P}$ is a complete orthonormal system by the StoneWeierstrass theorem. Define $\hat{f}(p)=\int_{H} f \bar{p} d \sigma$.
Suppose $f$ is a joint eigenfunction of $L^{(1)}$ and $L^{(2)}$ with eigenvalues $\lambda^{(1)}$ and $\lambda^{(2)}$. This means that $\sum_{p \in \mathcal{P}}\left(\left|\lambda_{p}^{(1)}\right|^{2}+\left|\lambda_{p}^{(2)}\right|^{2}\right)|\hat{f}(p)|^{2}<\infty$ and

$$
\sum_{p \in \mathcal{P}} \lambda_{p}^{(j)} \hat{f}(p) p=L^{(j)} f=\lambda^{(j)} f=\lambda^{(j)} \sum_{p \in \mathcal{P}} \hat{f}(p) p, \quad j=1,2
$$

Thus $\left(\lambda^{(j)}-\lambda_{p}^{(j)}\right) \hat{f}(p)=0$, whence $\hat{f}(p)=0$ unless $\lambda^{(j)}=\lambda_{p}^{(j)}$ for $j=1,2$. Hence by (1.10) there is a unique $q \in \mathcal{P}$ such that $\hat{f}(q) \neq 0$, whence $f=\hat{f}(q) q$ as required.
3. Examples. In this section we discuss five examples of algebraically complete families of bivariate polynomials related to the normalized Jacobi polynomials (a more extensive discussion of these can be found in [11]:

$$
R_{n}^{(\alpha, \beta)}(x)=\frac{P_{n}^{(\alpha, b)}(x)}{P_{n}^{(\alpha, \beta)}(1)}=F\left(-n, n+\alpha+\beta+1 ; \alpha+1 ; \frac{1-x}{2}\right)
$$

We make a few observations that are common to all five examples.

1. Each example is actually a category of examples with parameters named $\alpha, \beta, \gamma$ or $\delta$. For certain values of the parameters each family is a set of orthogonal polynomials.
2. Each example satisfies a strong product formula (indeed a hypergroup product formula) for certain values of the parameters. This guarantees the existence of a pair of linear partial differential operators by Theorem 1. The differential operators and eigenvalues are given explicitly.
3. In all five examples, the polynomials, the eigenvalues, and the coefficients in the linear partial differential operators are all rational functions of the parameters $\alpha, \beta, \gamma$ and $\delta$. Thus the validity of the partial differential equations will extend to a larger range of parameters (including complex values; see [18, Section 4.22] for a discussion of this in the case of the Jabobi polynomials) where there may not be a strong product measure. Thus the condition that an algebraically complete family of polynomials have a strong product formula is a sufficient, but not necessary, condition for the existence of linear partial differential operators with the polynomials as eigenfunctions.
4. In each case it is easy to check that (1.10) holds so Theorem 2 can be invoked to assert that the pair of linear partial differential operators determine the family of polynomials.
5. For many values of the parameters, the families of polynomials are orthogonal, so Theorem 3 guarantees that the family of polynomials is the complete set of joint eigenfunctions of the linear partial differential operators.
3.1 Products of Jacobi polynomials. Let $\alpha, \beta, \gamma, \delta \in(-1, \infty)$ and define

$$
p_{n, k}(x, y)=p_{n, k}^{(\alpha, \beta, \gamma, \delta)}(x, y)=R_{n-k}^{(\alpha, \beta)}(x) R_{k}^{(\gamma, \delta)}(y) .
$$

These are orthogonal polynomials and are the eigenfunctions of a pair of linear partial differential operators which are obtained from the standard differential equations for Jacobi polynomials [18]:

$$
\begin{equation*}
J^{(j)}\left[p_{n, k}\right]=j_{n, k}^{(j)} p_{n, k}, \quad j=1,2 \text { and } 0 \leq k \leq n, \tag{3.1}
\end{equation*}
$$

with eigenvalues

$$
\begin{aligned}
j_{n, k}^{(1)} & =(n-k)(n-k+\alpha+\beta+1) \\
j_{n, k}^{(2)} & =k(k+\gamma+\delta+1)
\end{aligned}
$$

and linear differential operators

$$
\begin{aligned}
& J^{(1)}=\left(x^{2}-1\right) D_{x}^{2}+[(\alpha+\beta+2) x+\alpha-\beta] D_{x} \\
& J^{(2)}=\left(y^{2}-1\right) D_{y}^{2}+[(\gamma+\delta+2)+\gamma-\delta] D_{y}
\end{aligned}
$$

Remarks. 1. It follows from Gasper's product formula [6] that this algebraically complete family of polynomials has a hypergroup product formula on the square $Q=[-1,1] \times[-1,1]$ if and only if $(\alpha, \beta)$ and $(\gamma, \delta)$ belong to

$$
E_{J}=\{(\alpha, \beta): \alpha \geq \beta>-1 \text { and either } \beta \geq-1 / 2 \text { or } \alpha+\beta \geq 0\}
$$

There are values of the parameters outside this region where the polynomials have a product formula, but the product measures are not always positive (and the polynomials may not even be orthogonal), yet (3.1) still holds.
2. $Q$ has a cusp of order 1 at $(1,1)$ and the eigenvalues above are $2+2 \alpha$ times the eigenvalues in (1.9), so $J^{(1)}$ and $J^{(2)}$ are essentially the linear partial differential operators guaranteed by Theorem 1.
3. $\left(J^{(1)}, J^{(2)}\right)$ is a deterministic pair by Theorem 2.
4. These polynomials play a special role with respect to the square $Q$. If $\mathcal{P}$ is an algebraically complete family of polynomials with a strong product formula on a set $H$ which has infinitely many points in each of the set $\{1\} \times[-1,1]$ and $[-1,1] \times\{1\}$, and if $\mathcal{P}_{1}=\{1, a(x-1)+$ $1, b(y-1)+1\}$ then, up to an affine change of variables

$$
\mathcal{P}=\left\{p_{n, k}^{(\alpha, \beta, \gamma, \delta)}: 0 \leq k \leq n\right\}
$$

for some $(\alpha, \beta)$ and $(\gamma, \delta)$ belonging to $E_{J}[4$, Theorem 4.4].
3.2 Disk polynomials. These are defined and dealt with extensively in $[\mathbf{4}, \mathbf{7}, \mathbf{1 7}]$ and the references cited there. Let $\gamma>-1$ and identify $(x, y)$ with $x+i y=r e^{i \theta}$. Define the disk polynomials by

$$
R_{n, m}^{\gamma}(x, y)=r^{|n-m|} e^{i(n-m) \theta} R_{n \wedge m}^{(\gamma,|n-m|)}\left(2 r^{2}-1\right)
$$

where $n \wedge m$ is the minimum of $n$ and $m$. These functions are polynomials on the unit disk which are orthogonal with respect to the measure $\left(1-x^{2}-y^{2}\right)^{\gamma} d x d y$. If $\gamma \geq 0$, they have a hypergroup product formula so they are the eigenfunctions for a pair of differential operators:

$$
\begin{equation*}
U^{(j)}\left[R_{n, m}^{\gamma}\right]=u_{n, m}^{(j)} R_{n, m}^{\gamma}, \quad j=1,2 \text { and } n, m \in \mathbf{N}_{0} \tag{3.2}
\end{equation*}
$$

with eigenvalues

$$
\begin{aligned}
& u_{n, m}^{(1)}=D_{x}\left[R_{n, m}^{\gamma}\right]=m+n+\frac{2 m n}{\gamma+1} \\
& u_{n, m}^{(2)}=D_{y}\left[R_{n, m}^{\gamma}\right]=i(n-m)
\end{aligned}
$$

and linear differential operators

$$
\begin{aligned}
U^{(1)} & =\frac{1}{2(\gamma+1)}\left(x^{2}+y^{2}-1\right)\left(D_{x}^{2}+D_{y}^{2}\right)+x D_{x}+y D_{y} \\
U^{(2)} & =x D_{y}-y D_{x}
\end{aligned}
$$

Remarks. 1. These operators were first given explicitly in [4] in which a form of Theorem 1 with a weaker condition than cusps of order 1 was proven.
2. Theorem 1 guarantees the existence of a pair of linear partial differential operators of order not exceeding 2 ; in fact, the pair of linear partial differential operators, which we believe were first obtained in [4] have order 2 and 1.
3. $\left(U^{(1)}, U^{(2)}\right)$ is a deterministic pair by Theorem 2 .
4. The product formula holds for $\gamma \geq 0$, but the differential equations hold as long as $\gamma>-1$.
5. These polynomials play a special role for the disk. Suppose $\mathcal{P}$ is an orthogonal family of polynomials. Suppose $x+i y \in \mathcal{P}$ and assume also that, for each $p \in \mathcal{P}, p(1,0)=1, p(x-y)=\overline{p(x, y)}, \bar{p} \in \mathcal{P}$. Assume further that the polynomials in $\mathcal{P}$ are joint eigenfunctions of a pair of second order linear partial differential operators $L^{(1)}$ and $L^{(2)}$, and that

$$
L^{(1)}(p)=p_{x}(1,0) p \quad \text { and } \quad L^{(2)}(p)=p_{y}(1,0) p, \quad p \in \mathcal{P}_{2}
$$

Then $\mathcal{P}=\left\{R_{n, m}^{\gamma}: 0 \leq n, m\right\}$ and $L^{(j)}=U^{(j)}$ for some $\gamma>-1[\mathbf{1 7}$, Theorems 3.2 and 3.3].

### 3.3 Parabolic biangle polynomials. Let

$$
R_{n, k}^{\alpha, \beta}(x, y)=R_{n-k}^{(\alpha, \beta+k+1 / 2)}(2 x-1) \cdot x^{k / 2} R_{k}^{(\beta, \beta)}\left(x^{-1 / 2} y\right)
$$

where $\alpha, \beta>-1$ and $n$ and $k$ are integers such that $0 \leq k \leq n$. These functions are polynomials in $x$ and $y$ and they are orthogonal on the parabolic biangular region

$$
B=\left\{(x, y): 0 \leq y^{2} \leq x \leq 1\right\}
$$

with respect to the measure $(1-x)^{\alpha}\left(x-y^{2}\right)^{\beta} d x d y$.

Theorem 4. If $\alpha, \beta>-1$ the parabolic biangle polynomials is a complete set of eigenfunctions for a deterministic pair of second order linear partial differential operators. That is,

$$
B^{(j)}\left[R_{n, k}^{\alpha, \beta}\right]=\beta_{n, k}^{(j)} R_{n, k}^{\alpha, \beta}, \quad j=1,2 \text { and } 0 \leq k \leq n
$$

with eigenvalues

$$
\begin{aligned}
\beta_{n, k}^{(1)}=\left[D_{x} R_{n, k}^{\alpha, \beta}\right](1,1)= & \frac{n^{2}}{(\alpha+1)}+\frac{(2 \alpha+2 \beta+3) n}{2(\alpha+1)}-\frac{k^{2}}{4(\beta+1)} \\
& -\frac{\left(4 \alpha \beta+4 \beta^{2}+3 \alpha+10 \beta+5\right) k}{4(\alpha+1)(\beta+1)}-\frac{n k}{\alpha+1} \\
\beta_{n, k}^{(2)}=\left[D_{y} R_{n, k}^{\alpha, \beta}\right](1,1)= & \frac{k(k+2 \beta+1)}{2(\beta+1)}
\end{aligned}
$$

and linear partial differential operators

$$
\begin{aligned}
B^{(1)}= & \frac{x^{2}-x}{\alpha+1} D_{x}^{2}+\frac{x y-x}{\alpha+1} D_{x} D_{y} \\
& +\frac{(\alpha+\beta+2) x-(\alpha+1) y^{2}-\beta-1}{4(\alpha+1)(\beta+1)} D_{y}^{2} \\
& +\frac{(2 \alpha+2 \beta+5) x-2 \beta-3}{2(\alpha+1)} D_{x} \\
B^{(2)}= & \frac{y^{2}-x}{2(\beta+1)} D_{y}^{2}+y D_{y}
\end{aligned}
$$

Proof. When $\alpha \geq \beta+1 / 2 \geq 0$, these polynomials satisfy a hypergroup product formula with $e=(1,1)[\mathbf{1 4}]$. The region $B$ has a cusp of order 1 at $e$ so Theorem 1 and Lemma 1.1 predict that these polynomials are the joint eigenfunctions for a pair of linear second order partial differential operators. The eigenvalues given by (1.9) are computed with Mathematica or using the expression for the derivative of Jacobi polynomials given in [18]. The differential operators were computed with the aid of Mathematica, though the recursion given in the proof of Lemma 6.1 in $[\mathbf{1 0}]$ or in the proof of Lemma 1.1 would also do the job. The resulting differential equations are still valid in the full range of the parameters $\alpha, \beta>-1$ and, since the polynomials are orthogonal for these values, Theorem 3 applies. To check that $\left(B^{(1)}, B^{(2)}\right)$ is a deterministic pair suppose $\beta_{\left(n_{1}, k_{1}\right)}^{(j)}=\beta_{\left(n_{2}, k_{2}\right)}^{(j)}$ for $j=1,2$. When $j=2$, it follows that $k_{1}=k_{2}$; to show $n_{1}=n_{2}$ observe that for $n>0$, $\partial \beta_{n, k}^{(1)} / \partial n>0$.

### 3.4 Triangle polynomials. Let

$$
R_{n, k}^{\alpha, \beta, \gamma}(x, y)=R_{n-k}^{\alpha, \beta+\gamma+2 k+1}(2 x-1) \cdot x^{k} R_{k}^{\beta, \gamma}\left(2 x^{-1} y-1\right)
$$

where $\alpha, \beta, \gamma>-1$ and $n$ and $k$ are integers such that $0 \leq k \leq n$. These functions are polynomials in $x$ and $y$ and they are orthogonal on the triangular region

$$
S=\{(x, y): 0 \leq y \leq x \leq 1\}
$$

with respect to the measure $(1-x)^{\alpha}(x-y)^{\beta} y^{\gamma} d x d y$.

Theorem 5. If $\alpha, \beta, \gamma>-1$, the triangle polynomials is a complete set of eigenfunctions of a deterministic pair of second order linear partial differential operators. That is,

$$
S^{(j)}\left[R_{n, k}^{\alpha, \beta, \gamma}\right]=\sigma_{n, k}^{(j)} R_{n, k}^{\alpha, \beta, \gamma}, \quad j=1,2, \quad \text { and } 0 \leq k \leq n
$$

with eigenvalues

$$
\begin{aligned}
\sigma_{n, k}^{(1)}=\left[D_{x} R_{n, k}^{\alpha, \beta, \gamma}\right](1,1)= & \frac{(n-k)(n+k+\alpha+\beta+\gamma+2)}{\alpha+1} \\
& -\frac{k(k+\beta+\gamma+1)}{\beta+1}+k \\
\sigma_{n, k}^{(2)}=\left[D_{y} R_{n, k}^{\alpha, \beta, \gamma}\right](1,1)= & \frac{k(k+\beta+\gamma+1)}{\beta+1}
\end{aligned}
$$

and linear partial differential operators

$$
\begin{aligned}
S^{(1)}= & \frac{x^{2}-x}{\alpha+1} D_{x}^{2}+\frac{2(x y-y)}{\alpha+1} D_{x} D_{y} \\
& +\frac{y((\alpha+\beta+2) x-(\alpha+1) y-\beta-1)}{(\alpha+1)(\beta+1)} D_{y}^{2} \\
& +\frac{(\alpha+\beta+\gamma+3) x-\beta-\gamma-2}{\alpha+1} D_{x} \\
& +\frac{(\gamma+1)((\alpha+\beta+2) x-(\alpha+1) y-\beta-1)}{(\alpha+1)(\beta+1)} D_{y} \\
S^{(2)}= & \frac{(y-x) y}{\beta+1} D_{y}^{2}+\frac{(\beta+\gamma+2) y-(\gamma+1) x}{\beta+1} D_{x} .
\end{aligned}
$$

Proof. When $\alpha \geq \beta+\gamma+1 \geq 0$ and $\beta \geq \gamma \geq-1 / 2$, these polynomials satisfy a hypergroup product formula with $e=(1,1)[\mathbf{1 4}]$. The rest of the argument is very similar to the proof of Theorem 4.
3.5 Parabolic triangle polynomials. The polynomials

$$
\frac{1}{2}\left[R_{n}^{(\alpha, \beta)}(x) R_{k}^{(\alpha, \beta)}(y)+R_{k}^{(\alpha, \beta)}(x) R_{n}^{(\alpha, \beta)}(y)\right]
$$

where $\alpha, \beta>-1$ and $n$ and $k$ belong to $\mathbf{N}_{0}$ are orthogonal on the square region $[-1,1] \times[-1,1]$ with respect to the measure $(1-x)^{\alpha}(1+$ $x)^{\beta}(1-y)^{\alpha}(1+y)^{\beta} d x d y$. These are symmetric polynomials in $x$ and $y$ so they are also polynomials in the elementary symmetric functions $u=x+y$ and $v=x y$, see [10, Section 3]. The resulting polynomials
$Q_{n, k}^{(\alpha, \beta)}(u, v)=\frac{1}{2}\left[R_{n}^{(\alpha, \beta)}(x) R_{k}^{(\alpha, \beta)}(y)+R_{k}^{(\alpha, \beta)}(x) R_{n}^{(\alpha, \beta)}(y)\right], \quad 0 \leq k \leq n$
are orthogonal on the parabolic triangular region

$$
T=\left\{(u, v):|u|-1 \leq v \leq u^{2} / 4 \text { and }|u| \leq 2\right\}
$$

with respect to the measure $(1-u+v)^{\alpha}(1+u+v)^{\beta}\left(u^{2}-4 v\right)^{-1 / 2} d u d v$. These differ only slightly from Koornwinder's polynomials $p_{n, k}^{\alpha, \beta, \gamma}$ with $\gamma=-1 / 2$. When $(\alpha, \beta) \in E_{J}$, see Example 3.1, these polynomials satisfy a hypergroup product formula with $e=(2,1)$ [4, Example 4].

Koornwinder showed [10, II (4.4), (5.14)] that the polynomials $p_{n, k}^{\alpha, \beta, \gamma}$ are eigenfunctions of a pair of differential operators; indeed, when $\gamma=-1 / 2$, his result becomes

$$
D^{(j)}\left[Q_{n, k}^{(\alpha, \beta)}\right]=\delta_{n, k}^{(j)} Q_{n, k}^{(\alpha, \beta)}
$$

where

$$
\begin{aligned}
D^{(1)}= & \left(-u^{2}+2 v+2\right) D_{u}^{2}+(2 u-2 u v) D_{u} D_{v}+\left(u^{2}-2 v^{2}-2 v\right) D_{v}^{2} \\
& +[-(\alpha+\beta+2) u+(2 \beta-2 \alpha)] D_{u} \\
& +[(\beta-\alpha) u-(2 \alpha+2 \beta+4) v] D_{v} \\
D^{(2)}= & D_{+} D_{-}
\end{aligned}
$$

with

$$
\begin{aligned}
& D_{-}=D_{u}^{2}+u D_{u} D_{v}+v D_{v}^{2}+D_{v} \\
& D_{+}=(1-u+v)^{-\alpha}(1+u+v)^{-\beta} D_{-}(1-u+v)^{\alpha+1}(1+u+v)^{\beta+1}
\end{aligned}
$$

and

$$
\begin{aligned}
& \delta_{n, k}^{(1)}=-n(n+\alpha+\beta+1)-k(k+\alpha+\beta+1) \\
& \delta_{n, k}^{(2)}=k(k+\alpha+\beta+1) n(n+\alpha+\beta+1)
\end{aligned}
$$

$T$ has a cusp of order 2 at $e$ as can be seen by considering the two boundary curves ending at $e$. Thus, by Theorem 1,

$$
T^{(j)}\left[Q_{n, k}^{(\alpha, \beta)}\right]=\tau_{n, k}^{(j)} Q_{n, k}^{(\alpha, \beta)}, \quad j=1,2, \text { and } 0 \leq k \leq n
$$

where $T^{(1)}$ and $T^{(2)}$ are linear partial differential operators of orders at most 2 and 4 , respectively, and

$$
\begin{aligned}
\tau_{n, k}^{(1)}= & \frac{-1}{\sqrt{2}}\left(\left[D_{u} Q_{n, k}^{(\alpha, \beta)}\right](e)+\left[D_{v} Q_{n, k}^{(\alpha, \beta)}\right](e)\right) \\
= & \frac{-1}{4 \sqrt{2}(\alpha+1)}[n(n+\alpha+\beta+1)+k(k+\alpha+\beta+1)] \\
\tau_{n, k}^{(2)}= & -\frac{1}{8}\left(\left[D_{u} Q_{n, k}^{(\alpha, \beta)}\right](e)-\left[D_{v} Q_{n, k}^{(\alpha, \beta)}\right](e)\right) \\
= & \frac{-1}{32(\alpha+1)(\alpha+2)}[n(n+\alpha+\beta+1)(n(n+\alpha+\beta+1)-\beta) \\
& +k(k+\alpha+\beta+1)(k(k+\alpha+\beta+1)-\beta)] \\
& +\frac{1}{16(\alpha+1)^{2}} n(n+\alpha+\beta+1) k(k+\alpha+\beta+1)
\end{aligned}
$$

Now the relation between the two sets of eigenvalues is

$$
\begin{aligned}
\tau_{n, k}^{(1)} & =\frac{1}{4 \sqrt{2}(\alpha+1)} \delta_{n, k}^{(1)} \\
\tau_{n, k}^{(2)} & =\phi\left(\delta_{n, k}^{(1)}, \delta_{n, k}^{(2)}\right)
\end{aligned}
$$

where the polynomial $\phi$ is given by

$$
\begin{equation*}
\phi(x, y)=\frac{(2 \alpha+3) y}{16(\alpha+1)^{2}(\alpha+2)}-\frac{\beta x+x^{2}}{32(\alpha+1)(\alpha+2)} \tag{3.3}
\end{equation*}
$$

Thus

$$
T_{1}=\frac{D^{(1)}}{4 \sqrt{2}(\alpha+1)} \quad \text { and } \quad T^{(2)}=\phi\left(D^{(1)}, D^{(2)}\right)
$$

are the second and fourth order operators as expected.
It is elementary to check that $\left(D^{(1)}, D^{(2)}\right)$ is a deterministic pair; hence, so is $\left(T^{(1)}, T^{(2)}\right)$ which holds for (1.10) because of the injectivity of the mappings $(n, k) \mapsto\left(\delta_{n, k}^{(1)}, \delta_{n, k}^{(2)}\right)$ and $(x, y) \mapsto(x /(4 \sqrt{2}(\alpha+$ $1)), \phi(x, y))$.

## 4. The algebra of linear partial differential operators with polynomial eigenfunctions $\mathcal{P}$.

Definition. Let $\mathcal{A}$ be an algebra of linear partial differential operators with polynomial coefficients. A pair of operators $L^{(1)}$ and $L^{(2)}$ in $\mathcal{A}$ are generators of $\mathcal{A}$ if every differential operator in $\mathcal{A}$ has a unique representation as a polynomial of $L^{(1)}$ and $L^{(2)}$.

Our main concern in this section is to show that if $\mathcal{P}$ is any of the five examples given above, the two linear partial differential operators obtained in the proof of Theorem 1 are generators of $D(\mathcal{P})$. We begin the discussion in general terms.

Lemma 4.1. If $\mathcal{P}$ is an algebraically complete family of polynomials, then $D(\mathcal{P})$ is a commutative algebra.

Theorem 6. Suppose the algebraically complete family of polynomials $\mathcal{P}$ are all eigenfunctions of one of the following pairs of partial differential operators

$$
\begin{aligned}
& L^{(1)}=a(x) D_{x}^{2}+b(x, y) D_{x} D_{y}+c(x, y) D_{y}^{2}+\text { l.o.t. } \\
& L^{(2)}=e(x, y) D_{y}^{2}+\text { l.o.t. }
\end{aligned}
$$

or

$$
\begin{aligned}
& L^{(1)}=a\left(x^{2}+y^{2}\right)\left(D_{x}^{2}+D_{y}^{2}\right)+\text { l.o.t. } \\
& L^{(2)}=x D_{y}-y D_{x}
\end{aligned}
$$

where none of $a(x), e(x, y)$ and $a(x) e(x, y)$ is the square of a polynomial. Let $\left\{\lambda_{p}^{(1)}, \lambda_{p}^{(2)}: p \in \mathcal{P}\right\}$ be the eigenvalues associated with $L^{(1)}$ and $L^{(2)}$, and assume that $\Lambda=\left\{\left(\lambda_{p}^{(1)}\right)^{n}\left(\lambda_{p}^{(2)}\right)^{k}: n, k \in \mathbf{N}_{0}\right\}$ is a linearly independent set of functions on $\mathcal{P}$. Then $L^{(1)}$ and $L^{(2)}$ generate $D(\mathcal{P})$.

Proof. The method here is inspired by [10, II, Theorem 6.5]. Suppose first that $L^{(1)}$ and $L^{(2)}$ are the first pair of operators. Assume by way of contradiction that $M \in D(\mathcal{P})$ cannot be expressed as a polynomial of $L^{(1)}$ and $L^{(2)}$, suppose that $m$ is the lowest order of any such linear partial differential operator. Thus, $M$ can be assumed to have order $m$
and have the form

$$
M=\sum_{j=k}^{m} d_{j}(x, y) D_{x}^{m-j} D_{y}^{j}+\text { l.o.t., } \quad d_{k} \neq 0
$$

where $d_{j}(x, y)$ are polynomials. Let $M$ be chosen so that, when represented as above, $k$ is as large as possible.

Now $M L^{(1)}-L^{(1)} M$ and $M L^{(2)}-L^{(2)} M$ are linear partial differential operators of order $m+1$, thus

$$
\begin{aligned}
& M L^{(1)}-L^{(1)} M=\sum_{j=k}^{m+1} f_{j}(x, y) D_{x}^{m+1-j} D_{y}^{j}+\text { l.o.t. } \\
& M L^{(2)}-L^{(2)} M=\sum_{j=k}^{m+1} g_{j}(x, y) D_{x}^{m+1-j} D_{y}^{j}+\text { l.o.t. }
\end{aligned}
$$

Thus we obtain with the use of Lemma 4.1

$$
\begin{aligned}
f_{k} & =d_{k}(m-k) a^{(1,0)}+k d_{k} b^{(0,1)} \\
-2 a d_{k}^{(1,0)}-b d_{k}^{(0,1)} & =0 \\
g_{k+1} & =k d_{k} e^{(0,1)}-2 e d_{k}^{(0,1)}=0 .
\end{aligned}
$$

The solution of the second equation is

$$
d_{k}(x, y)=e(x, y)^{k / 2} h(x)
$$

for an arbitrary differentiable function $h$; substitution of this expression in the first equation yields
(4.1) $\left[2(m-k) e a^{(1,0)}+2 k e b^{(0,1)}-k b e^{(0,1)}-2 k a e^{(1,0)}\right] h-4 a e h^{(1,0)}=0$.

Now the coefficient of $w^{(1,2)}$ in $L^{(1)}\left(L^{(2)}(w)\right)-L^{(2)}\left(L^{(1)}(w)\right)$ is $b e^{(0,1)}+2 a e^{(1,0)}-2 e b^{(0,1)}$ which vanishes by Lemma 4.1.
This can be used to simplify (4.1) to obtain

$$
(m-k) a^{\prime} h-2 a h^{\prime}=0
$$

whence $h=K a^{(m-k) / 2}$, so

$$
d_{k}(x, y)=K e(x, y)^{k / 2} a(x)^{(m-k) / 2}
$$

Thus $d_{k}=0$ if $k$ is odd or $m$ is odd since $a, e$ and $a e$ are not perfect squares, while if $k$ and $m$ are even

$$
M-K L^{(1)^{(m-k) / 2}} L^{(2)^{k / 2}}
$$

belongs to $D(\mathcal{P})$ but cannot be expressed as a polynomial of $L^{(1)}$ and $L^{(2)}$; this violates our choice of $M$.
Now we turn to the second pair of linear partial differential operators which we express in polar coordinates:

$$
\begin{aligned}
& L^{(1)}=a\left(r^{2}\right)\left(D_{r}^{2}+r^{-2} D_{\theta}^{2}\right)+\text { l.o.t. } \\
& L^{(2)}=D_{\theta}
\end{aligned}
$$

Assume by way of contradiction that $M \in D(\mathcal{P})$ cannot be expressed as a polynomial of $L^{(1)}$ and $L^{(2)}$, suppose that $m$ is the lowest order of any such linear partial differential operator. $M$ given in polar coordinates by

$$
M=\sum_{j=k}^{m} g_{j}(r, \theta) D_{r}^{m-j} D_{\theta}^{j}+\text { l.o.t. }
$$

We assume $M$ to be chosen so that, when represented as above, $k$ is as large as possible. Now

$$
M L^{(2)}-L^{(2)} M=\sum_{j=k}^{m} D_{\theta}\left[g_{j}(r, \theta)\right] D_{r}^{m-j} D_{\theta}^{j}+\text { l.o.t.; }
$$

hence, by Lemma 4.1 each $g_{j}(r, \theta)=g_{j}(r)$ is a function of $r$ only. Now in the same way we examine the coefficient of $D_{r}^{m+1-k} D_{\theta}^{k}$ in $M L^{(1)}-L^{(1)} M$ to obtain

$$
2(m-k) r a^{\prime}\left(r^{2}\right) g_{k}(r)-2 a\left(r^{2}\right) g_{k}^{\prime}(r)=0, \quad 0 \leq k<m
$$

and

$$
2 a\left(r^{2}\right) g_{m}^{\prime}(r)=0
$$

When $0 \leq k<m$, we obtain $g_{k}(r)=K a\left(r^{2}\right)^{(m-k) / 2}$ where $K$ is a constant so that $m-k$ must be even and $M-K L^{(1)^{(m-k) / 2}}$ violates our choice of $M$. When $k=m$, we get a similar violation from $M-K L^{(2)^{m}}$ for an appropriate constant $K$.

To establish uniqueness, it suffices to show that the only polynomial $\phi(x, y)$ such that $\phi\left(L^{(1)}, L^{(2)}\right)=0$ is $\phi(x, y)=0$. Now $\phi\left(L^{(1)}, L^{(2)}\right)$ has eigenvalues $\phi\left(\lambda_{p}^{(1)}, \lambda_{p}^{(2)}\right)$, and by the linear independence assumption, this can only vanish if $\phi(x, y)=0$.

The following technical lemma gives us a simple way to establish the linear independence of $\Lambda$ in the examples. In each example except the disk polynomials, $\mathcal{P}=\left\{p_{n, k}: 0 \leq k \leq n\right\}$. In the disk case, let $k=n-m$ so in that case $\mathcal{P}=\left\{p_{n, k}: n \in \mathbf{N}_{0}, k \in \mathbf{Z}\right\}$. For $\nu=1,2$, let $\lambda_{n, k}^{(\nu)}=\lambda_{p_{n, k}}^{(\nu)}$. In the examples $\lambda_{n, k}^{(\nu)}$ are polynomials in $n$ and $k$.

Lemma 4.2. Suppose that $\left\{\left(\lambda_{n, 0}^{(1)}\right)^{m}: m \in \mathbf{N}_{0}\right\}$ is a linearly independent set of polynomials, assume $\lambda_{n, 0}^{(2)}=0$ but $\lambda_{n, k}^{(2)} \neq 0$ for $k \neq 0$. Then $\Lambda=\left\{\left(\lambda_{n, k}^{(1)}\right)^{m}\left(\lambda_{n, k}^{(2)}\right)^{j}: m, j \in \mathbf{N}_{0}\right\}$ is a linearly independent set of polynomials in $(n, k)$.

Proof. Suppose $A(n, k)=\sum_{m, j=0}^{N} \alpha_{m, j}\left(\lambda_{n, k}^{(1)}\right)^{m}\left(\lambda_{n, k}^{(2)}\right)^{j}=0$. We can write

$$
A(n, k)=\sum_{j=0}^{N}\left[\sum_{m=0}^{N} \alpha_{m, j}\left(\lambda_{n, k}^{(1)}\right)^{m}\right]\left(\lambda_{n, k}^{(2)}\right)^{j}
$$

so $0=A(n, 0)=\sum_{m=0}^{N} \alpha_{m, 0}\left(\lambda_{n, 0}^{(1)}\right)^{m}$, hence $\alpha_{m, 0}=0$ for $0 \leq m \leq N$.
Now assume $\alpha_{m, j}=0$ for $0 \leq j \leq l-1$ and $0 \leq m \leq N$, then if $k \neq 0$

$$
0=\frac{A_{n, k}}{\left(\lambda_{n, k}^{(2)}\right)^{l}}=\sum_{j=l}^{N}\left[\sum_{m=0}^{N} \alpha_{m, j}\left(\lambda_{n, k}^{(1)}\right)^{m}\right]\left(\lambda_{n, k}^{(2)}\right)^{j-l}
$$

Since the expression on the right is a polynomial in $k$ for each fixed $n$, it must also vanish when $k=0$, whence $\alpha_{m, l}=0$ for $0 \leq m \leq N$.

The result alluded to at the beginning of the section can now be stated as

Theorem 7. Let $\mathcal{P}$ denote one of the five examples discussed above. Then the pair of linear partial differential operators obtained in Theorem 1 generate $D(\mathcal{P})$.

Proof. Theorem 6 includes as special cases all of the examples except the parabolic triangle polynomials.

We now present an argument for the parabolic triangle polynomials. It is clear that $D^{(1)}$ and $D^{(2)}$ are polynomials $\psi_{1}$ and $\psi_{2}$ in $T^{(1)}$ and $T^{(2)}$. Koornwinder shows [10, II, Theorem 6.5] that each linear partial differential operator $M$ which has the polynomials $\left\{Q_{n, k}^{(\alpha, \beta)}\right\}$ as eigenfunctions can be expressed uniquely is a polynomial in $D^{(1)}$ and $D^{(2)}$. Uniqueness follows, since if $\psi\left(T^{(1)}, T^{(2)}\right)=0$ for some polynomial $\psi$, then

$$
\eta\left(D^{(1)}, D^{(2)}\right)=\psi\left(\frac{D^{(1)}}{4 \sqrt{2}(\alpha+1)}, \phi\left(D^{(1)} D^{(2)}\right)\right)=\psi\left(T^{(1)}, T^{(2)}\right)=0
$$

where $\phi$ is given by (3.3) which contradicts Koornwinder's result.
5. Admissibility. In this section we investigate which of the five examples admit an admissible-2 linear partial differential operator; two do and three do not. We begin with two lemmas, the first of which requires no proof.

Lemma 5.1. Suppose $\mathcal{P}$ is an algebraically complete family and suppose $L^{(1)}$ and $L^{(2)}$ generate $D(\mathcal{P})$. Suppose further that

$$
L^{(j)} p=\lambda_{p}^{(j)} p, \quad p \in \mathcal{P}, \quad j=1,2
$$

then $\mathcal{P}$ has an admissible-2 linear partial differential operator if and only if there is a polynomial $\phi(x, y)$ such that $\phi\left(\lambda_{p}^{(1)}, \lambda_{p}^{(2)}\right)$ is a function which depends only on $\operatorname{deg}(p)$. In this case the linear partial differential operator $\phi\left(L^{(1)}, L^{(2)}\right)$ is admissible-2.

Lemma 5.2. Suppose $\phi(x, y)$ is a polynomial, and suppose either

$$
\begin{equation*}
A(n, k)=a n^{2}+c k^{2}+\text { l.o.t. and } B(n, k)=d n^{2} k^{2}+\text { l.o.t. } \tag{5.1}
\end{equation*}
$$

$$
\begin{equation*}
A(n, k)=a n^{2}+b n k+c k^{2}+\text { l.o.t and } B(n, k)=d k^{2}+\text { l.o.t. } \tag{5.2}
\end{equation*}
$$

where $a, b, c$ and $d$ are nonzero. Then $\phi(A(n, k), B(n, k))$ is a function of $n$ alone if and only if $\phi(x, y)$ is a constant polynomial.

Proof. Suppose $A$ and $B$ are given by (5.1), that $\phi(x, y)$ is a polynomial such that $\phi(A(n, k), B(n, k))$ is a function of $n$ only, and assume by way of contradiction that $\phi$ has minimal bivariate degree, say $(m, j)$, thus

$$
\phi(x, y)=\sum_{(r, s) \leq(m, j)} \alpha_{r, s} x^{r-s} y^{s}
$$

with $m>0$ and $\alpha_{m, j} \neq 0$. The coefficient of $k^{2 m}$ in $\phi(A(n, k), B(n, k))$ is

$$
\sum_{s=0}^{j}\left(c^{m-s} d^{s}\right) \alpha_{m, s} n^{2 s}
$$

Thus, since $\phi(A(n, k), B(n, k))$ depends only on $n$, this must vanish, so $\alpha_{m, j}=0$ which contradicts $\phi$ having minimal bivariate degree.

Now suppose $A$ and $B$ are given by (5.2) and assume by way of contradiction that $\phi$ is as above. $\phi(B(n, k), A(n, k))$ is a polynomial in $n$ and $k$ of degree $2 m$ and the portion of it which is degree $2 m$ is

$$
\begin{equation*}
\sum_{i=0}^{j} \alpha_{m, i}\left(d k^{2}\right)^{m-i}\left(a n^{2}+b n k+c k^{2}\right)^{i} \tag{5.3}
\end{equation*}
$$

Case 1. $j=m$. The coefficient of $n^{2 m-1} k$ in (5.3) is $\left(m a^{m-1} b\right) \alpha_{m, m}$, thus since $\phi(B(n, k), A(n, k))$ depends only on $n, \alpha_{m, m}=0$, which contradicts the minimal degree of $\phi$.

Case 2. $j<m$. Since we are assuming $\alpha_{m, i}=0$ for $i>j$ the only term in (5.3) which involves $n^{2 j} k^{2 m-2 j}$ is $\left(d^{m-j} a^{j}\right) \alpha_{m, j} n^{2 j} / k^{2 m-2 j}$,
thus since $\phi(B(n, k), A(n, k))$ depends only on $n, \alpha_{m, j}=0$, which again contradicts the minimal degree of $\phi$.

Combining the last two lemmas, we have

Theorem 8. Suppose $\mathcal{P}=\left\{p_{n, k}: 0 \leq k \leq n\right\}$ is an algebraically complete family with $\operatorname{deg} p_{n, k}=m$, and suppose $L^{(1)}$ and $L^{(2)}$ belong to $D(\mathcal{P})$ such that

$$
L^{(1)} p_{n, k}=A(n, k) p_{n, k} \quad \text { and } \quad L^{(2)} p_{n, k}=B(n, k) p_{n, k}, \quad 0 \leq k \leq n
$$

where $A(n, k)$ and $B(n, k)$ are given by (5.1) or (5.2). Suppose that every linear partial differential operator in $D(\mathcal{P})$ can be expressed as a polynomial in $L^{(1)}$ and $L^{(2)}$. Then $\mathcal{P}$ does not have an admissible- 2 linear partial differential operator.

We now turn to discussions of the five examples.
5.1 Products of Jacobi polynomials. There is no admissible 2-linear partial differential operator because the eigenvalues satisfy (5.2).
5.2 Disk polynomials. First observe that the disk polynomials of degree $n$ are $R_{n-k, k}^{\gamma}$ for $-n \leq k \leq n$. Krall and Sheffer show [13, (4.22), (4.23), (5.14)] that the disk polynomials have an admissible-2 linear partial differential operator

$$
L=\left(x^{2}-1\right) D_{x}^{2}+2 x y D_{x y}+\left(y^{2}-1\right) D_{y}^{2}+(2 \gamma+3)\left(x D_{x}+y D_{y}\right)
$$

with eigenvalue $\lambda_{n}=n(n+2 \gamma+2)$ for all disk polynomials of degree $n$. (There is a small misprint in equation (5.14) of Krall and Sheffer.) By Theorem 7 we know $L$ can be expressed as a polynomial of $U^{(1)}$ and $U^{(2)}$; the easiest way to do this is first to express $\lambda_{n}$ as a polynomial in $u_{n-j, j}^{(1)}$ and $u_{n-j, j}^{(2)}$. It is easy to discover that the desired relation is $\lambda_{n}=(2 \gamma+2) u_{n-j, j}^{(1)}-\left[u_{n-j, j}^{(2)}\right]^{2}$, thus $L=(2 \gamma+2) U^{(1)}-\left[U^{(2)}\right]^{2}$.
5.3 Parabolic biangle polynomials. There is no admissible-2 linear partial differential operator because the eigenvalues satisfy (5.2).

### 5.4 Triangle polynomials. Let

$$
\lambda_{n}=(\alpha+1) \sigma_{n, k}^{(1)}+(\alpha+\beta+2) \sigma_{n, k}^{(2)}=n(n+\alpha+\beta+\gamma=2)
$$

then $\lambda_{n} \neq \lambda_{m}$ when $m \neq n$, and so $(\alpha+1) S^{(1)}+(\alpha+\beta+2) S^{(2)}$ is an admissible linear partial differential operator for the triangle polynomials with eigenvalues $\lambda_{n}$ by Lemma 5.1.

Remark. $-\lambda_{n}$ agrees with the eigenvalues corresponding to [13, (5.51)] by Theorem 3.1 so the partial differential equation [13, (5.52)] coincides with $(\alpha+1) S^{(1)}=(\alpha+\beta+2) S^{(2)}$ following the change of variables $(x, y) \mapsto(1-x, 1-x-y)$.
5.5 Parabolic triangle polynomials. Since the eigenvalues $\delta_{n, k}^{(1)}$ and $\delta_{n, k}^{(2)}$ satisfy (5.1), Theorem 8 implies that the parabolic biangle polynomials do not have an admissible linear partial differential operator.
6. Some open questions. We conclude the article with a number of questions. We assume $\mathcal{P}$ is an algebraically complete family of polynomials which satisfy a strong product formula with identity element $e$. Let $L^{(1)}$ and $L^{(2)}$ be the differential operators with eigenvalues $\lambda_{p}^{(1)}$ and $\lambda_{p}^{(2)}$ guaranteed by Theorem 1.

Question 1. Must the pair $\left(L^{(1)}, L^{(2)}\right)$ be deterministic and must (1.10) hold? When $H$ has a cusp of order 1 at $e$, this is equivalent to asking whether the mapping $p \mapsto\left(p^{(1,0)}(e), p^{(0,1)}(e)\right)$ must be injective.

Question 2. If $M \in D(\mathcal{P})$, must $M$ have a unique representation as a polynomial in $L^{(1)}$ and $L^{(2)}$ ?

Question 3. Is there $M \in D(\mathcal{P})$ so that every polynomial in $\mathcal{P}$ has a distinct eigenvalue? In particular, this asks in the case of a cusp of order 1 where there is a polynomial $\phi(x, y)$ such that the mapping $p \mapsto \phi\left(\lambda_{p}^{(1)}, \lambda_{p}^{(2)}\right)$ is injective. One solution would be $L^{(1)}+i L^{(2)}$ if the pair $\left(L^{(1)}, L^{(2)}\right)$ determines $\mathcal{P}$ provided both linear partial differential operators and the members of $\mathcal{P}$ are real.

Question 4. In the disk example, $L^{(2)}$ has order less than 2. Is this
because the disk has a smooth boundary at $e$ ?
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