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Abstract

We study a simple notion of derivative with respect to a function
which we assume to be nondecreasing and continuous from the left ev-
erywhere. Derivatives of this type were already considered by Young in
1917 and Daniell in 1918, in connection with the fundamental theorem
of calculus for Stieltjes integrals. We show that our definition contains
as a particular case the delta derivative in time scales, thus providing
a new unification of the continuous and the discrete calculus. More-
over, we can consider differential equations in the new sense, and we
show that not only dynamic equations on time scales, but also ordinary
differential equations with impulses at fixed times are particular cases.
We study almost everywhere differentiation of monotone functions and
the fundamental theorems of calculus which connect our new derivative
with Lebesgue–Stieltjes and Kurzweil–Stieltjes integrals. These funda-
mental theorems are the key for reducing differential equations with the
new derivative to generalized integral equations, for which many theo-
retical results are already available thanks to Kurzweil, Schwabik and
their followers.
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1 Introduction and definition

Slav́ık [25] and Federson et al. [10, 11] have recently shown that many classes
of generalized differential equations (such as equations on time scales or equa-
tions with impulses) can be reduced to a single class of integral problems using
generalized Stieltjes integration. This paper is the result of the authors’ at-
tempt to establish the differential counterpart of the main ideas in [10, 11, 25].

Here and henceforth we assume that g : R −→ R is a monotone nonde-
creasing function which is continuous from the left everywhere. Nothing else
is needed for the main definition in this paper.

Definition 1.1. The derivative with respect to g (or g–derivative) of a real–
valued real function f at a point x ∈ R is denoted and defined as follows,
provided that the corresponding limit exists:

f ′g(x) = lim
y→x

f(y)− f(x)

g(y)− g(x)
if g is continuous at x, or (1)

f ′g(x) = lim
y→x+

f(y)− f(x)

g(y)− g(x)
if g is discontinuous at x. (2)

We say that f is g–differentiable at x0 if f ′g(x0) exists.

Definition 1.1 is a simplified version of a definition already used by Daniell
[7] in 1918, see also Young [27] and [8]. Some more classical references for
derivatives with respect to functions are due to Lebesgue [15], Saks [22, Chap-
ter 9, part 5], [6, 12, 16, 20], and, more recently, Gradinaru [14] and Averna
and Preiss [1]. Probably our results remain valid without left–continuity of
g, but removing that assumption introduces more technicalities in the defini-
tion and in the proofs and does not improve the applicability of the results
for the purposes considered in this paper. Moreover, our definition of abso-
lutely continuous function with respect to g is particularly simple thanks to
left–continuity; see Definition 5.1.

The limit in (1) can only be understood as a limit when y tends to x and
g(y) 6= g(x). In particular, (1) does not make sense at the points of the set

Cg = {x ∈ R : g is constant on (x− ε, x+ ε) for some ε > 0}, (3)

and no matter how f is. This seeming drawback is not important because the
set Cg is negligible in a sense to be made precise.

Another preliminary remark about (1), which also reenforces the interpre-
tation of the g–derivative as a relative rate of change, is the following one: if
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g′(x) exists and it is positive, and if f ′(x) exists, then f ′g(x) exists and

f ′g(x) =
f ′(x)

g′(x)
. (4)

Since this formula is not valid in general, we have to study the g–derivative
directly. In fact, the set of points where g′ exists can be very small in the
sense needed in this paper, as we prove in Proposition 4.7.

It is obvious from (2) that a special role will be played by the set of dis-
continuity points of g, which we denote by

Dg = {x ∈ R : g(x+)− g(x) > 0}, (5)

where, as usual, g(x+) stands for the right–hand limit of g at x. We shall
show in Section 3 that useful derivators g have Cg 6= ∅ or Dg 6= ∅ or both.

Notice that Dg is countable because g is monotone, and that for each
x ∈ Dg, the limit (2) exists if and only if f(x+) exists and, in that case,

f ′g(x) =
f(x+)− f(x)

g(x+)− g(x)
.

Choosing only the right–hand limit to define f ′g(x) at x ∈ Dg is necessary for
the theory that we are going to set up and also agrees with the applications.
A better explanation of this fact will be given in the next section in terms of
the Lebesgue–Stieltjes measure induced by g.

The rest of this paper is organized as follows: Section 2 contains basic infor-
mation on Definition 1.1 and its relation with the Lebesgue–Stieltjes measure
generated by g. In Section 3 we show that Definition 1.1 is really meaningful
by proving that it contains as a particular case the delta derivative in the
theory of time scales, and it even allows us to express differential equations
with impulses in the form of a unique differential equation with an adequate
g–derivative. The remaining sections contain the main results in this paper:
in Section 4 we prove a generalization of the Lebesgue Differentiation The-
orem with usual derivatives replaced by g–derivatives, and in Section 5 we
prove the fundamental theorems of calculus for the Lebesgue–Stieltjes integral
in terms of the g–derivative. In Section 6 we prove similar results for the
Kurzweil–Stieltjes integral.

2 Preliminary observations

Basic results on derivatives have their analogue for g–derivatives. For com-
pleteness we include the most important of them under generous assumptions.
Proofs are easy, so we omit them for brevity. See [14] for related results.
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Proposition 2.1. Let x ∈ R \Dg and assume f ′g(x) exists. Then x 6∈ Cg and
f is continuous from the right (respectively, from the left) at x provided that
g(y) > g(x) for all y > x (respectively, g(y) < g(x) for all y < x). If x ∈ Dg,
then f ′g(x) exists if and only if f(x+) exists.

Proposition 2.2. Let f1, f2 be real–valued real functions defined on a neigh-
borhood of a point x ∈ R such that g(y) 6= g(x) for y 6= x. If fi is g–
differentiable at x for i = 1, 2, then the following results hold:

1. The function c1f1 +c2f2 if g–differentiable at x for any choice of ci ∈ R,
i = 1, 2, and

(c1f1 + c2f2)′g(x) = c1(f1)′g(x) + c2(f2)′g(x).

2. The product f1f2 is g–differentiable at x and

(f1f2)′g(x) = (f1)′g(x)f2(x+) + f1(x+)(f2)′g(x).

3. If f2(x)f2(x+) 6= 0, then f1/f2 is g–differentiable at x and

(f1/f2)′g(x) =
(f1)′g(x)f2(x)− f1(x)(f2)′g(x)

f2(x)f2(x+)
.

We have two versions of the chain rule for the g–derivative of a composition.
We only consider points x ∈ R \Dg because similar formulas for x ∈ Dg are
more complicated and less useful. Notice that usual derivatives are involved.

Theorem 2.3. (Chain rule for g–derivatives) Let f be a real–valued real
function defined on a neighborhood of x ∈ R \Dg, and let h be another func-
tion defined in a neighborhood of f(x). The following results hold for the
g–derivative of the composition h ◦ f at x:

1. If h′(f(x)) and f ′g(x) exist, then (h ◦ f)′g(x) exists and

(h ◦ f)′g(x) = h′(f(x))f ′g(x)

exists.

2. If h′g(f(x)), g′(f(x)) and f ′g(x) exist, then (h ◦ f)′g(x) exists and

(h ◦ f)′g(x) = h′g(f(x))g′(f(x))f ′g(x)

exists.
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Next we focus our attention on the basic aspects of the Lebesgue–Stieltjes
measure induced by g. Since g is nondecreasing and left–continuous, it gener-
ates a unique Lebesgue–Stieltjes measure µg :Mg −→ [0,+∞], where Mg is
a σ–algebra of subsets of the reals containing all Borel sets. The usual way of
constructing µg starts with the fundamental formula

µg([a, b)) = g(b)− g(a) for every a, b ∈ R, a < b,

and then we define an outer measure as

µ∗g(A) = inf

{ ∞∑
n=1

µg([an, bn)) : A ⊂
∞⋃
n=1

[an, bn)

}
for every A ⊂ R.

The σ–algebraMg is then defined as the family of all subsets of the reals which
satisfy a Carathéodory–type identity, and µg is defined as the restriction of µ∗g
to Mg. See [5, 21, 23] for more details.

We shall use standard denominations such as “set of g–measure zero” for
any null set with respect to µg; a property “holds g–almost everywhere” if
it holds outside a set of g–measure zero; a “g–measurable function” is any
function f : E ∈ Mg −→ R = R ∪ {−∞,+∞} such that f−1(V ) ∈ Mg for
any open subset V ⊂ R.

While µg shares many properties with the Lebesgue measure, the main
difference between the two is the fact that µg may have atoms. Specifically,
for any x ∈ Dg we use a basic property of measures to compute

µg({x}) = µg

( ∞⋂
n=1

[x, x+ 1/n)

)
= lim
n→∞

µg([x, x+ 1/n))

= lim
n→∞

[g(x+ 1/n)− g(x)] = g(x+)− g(x) > 0. (6)

We now proceed to explain that our choice of a right–hand side limit in (2)
is necessary. One of the main results in this paper (which we prove in Section 5)
concerns almost everywhere g–differentiability of indefinite Lebesgue–Stieltjes
integrals.

Theorem 2.4. Assume that f : [a, b) −→ R is integrable on [a, b) with respect
to µg, and consider its indefinite Lebesgue–Stieltjes integral

F (x) =

∫
[a,x)

f dµg for all x ∈ [a, b].

Then there is a g–measurable set N ⊂ [a, b] such that µg(N) = 0 and

F ′g(x) = f(x) for all x ∈ [a, b] \N .
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Our next example shows that Theorem 2.4 is false if we replace the right–
hand side limit in (2) by the left–hand side one.

Example 2.1. Let g(x) = x for x ≤ 1 and g(x) = x + 1 for x > 1, which is
nondecreasing and left–continuous.

Consider now a function f(x) = 1 for all x ∈ [0, 1), f(1) = c ∈ R, and
f(x) = 2 for all x ∈ (1, 2). We claim that f is Lebesgue–Stieltjes integrable
on [0, 2) with respect to µg for any choice of c ∈ R. Indeed, f is a Borel–
measurable function, hence Mg–measurable, and now the additivity property
of the integral with respect to measurable partitions of its domain gives∫

[0,2)

|f | dµg =

∫
[0,1)

|f | dµg +

∫
{1}
|f | dµg +

∫
(1,2)

|f | dµg = 1 + |c|+ 2 <∞.

With the notation of Theorem 2.4, we compute for x ∈ [0, 1]

F (x) =

∫
[0,x)

fdµg = µg([0, x)) = x,

and for x ∈ (1, 2] we have

F (x) =

∫
[0,x)

f dµg = µg([0, 1)) +

∫
{1}

f dµg +

∫
(1,x)

f dµg = 2x+ c− 1.

Notice that, in agreement with Theorem 2.4, we have for any c ∈ R that

F ′g(1) = lim
y→1+

F (y)− F (1)

g(y)− g(1)
= c = f(1),

and, on the other hand,

lim
y→1−

F (y)− F (1)

g(y)− g(1)
= 1,

which is not necessarily equal to f(1). Note also that we cannot simply dump
the point x = 1 in the exceptional set N because 1 is an atom for µg.

Attention is turned now to the set of points around which g is constant.
Let us see that it is a g–null set.

Proposition 2.5. Let Cg be as in (3). Then µg(Cg) = 0.
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Proof. The set Cg is open, hence a countable union of disjoint open intervals.
By countable additivity of µg, it then suffices to prove that if (a, b) is one of
those open intervals, then µg(a, b) = 0. To prove it, we use the fact that g is
constant on (a, b):

µg(a, b) = µg

( ∞⋃
n=1

[a+ 1/n, b)

)
= lim
n→∞

µg([a+ 1/n, b))

= lim
n→∞

[g(b)− g(a+ 1/n)] = 0.

ut

Notice that the definition of g–derivative only makes sense from one side
at the endpoints of the connected components of Cg which do not belong to
Dg. At some steps of later argumentations, it will be convenient to disregard
those points which, fortunately, form a g–null set.

Proposition 2.6. Let Cg and Dg be as in (3) and (5), respectively. If Cg =⋃∞
n=1(an, bn), where the intervals are pairwise disjoint, then the set

Ng = {an, bn : n ∈ N} \Dg (7)

has zero g–measure.

Proof. Notice that Ng is a countable union of singletons which have zero
g–measure because those points do not belong to Dg. ut

Remark 2.1. As an immediate consequence of Proposition 2.6, we note that
a property of x holds g–almost everywhere in some E ∈ Mg if and only if it
holds g–almost everywhere in E \A, where

A = Cg ∪Ng. (8)

Notice also that if x 6∈ A, then

g(y) 6= g(x) for every y 6= x,

and therefore the limit in (1) must be studied from both sides (if f is defined
on both sides of x).

The set Cg is a subset of {x ∈ R : ∃ g′(x) = 0} which can be very big
with respect to the Lebesgue measure: see [26, Theorem 4.54] for examples
of strictly increasing continuous functions g having zero derivative almost ev-
erywhere (in Lebesgue’s sense). However, we shall prove that µg({x ∈ R :
∃ g′(x) = 0}) = 0 in Proposition 4.6.
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3 What is it good for?

Before carrying out deeper analysis, we illustrate the applicability of Definition
1.1. In this section only, we change notation and use t as independent variable,
as it is customary in the settings that we are going to consider.

3.1 A new unification of discrete and continuous calculus

Let T be a time scale; i.e., a nonempty closed subset of the reals. Following
Slav́ık [25], we introduce a function g : R −→ T defined as

g(t) = inf{s ∈ T : s ≥ t} for all t ∈ R, (9)

and not to be confused with the usual forward jump operator

σ(t) = inf{s ∈ T : s > t} for all t ∈ T (by convention, inf ∅ = supT).

It is easy to prove that g is nondecreasing and left–continuous everywhere.
Note also that t0 ∈ T implies that g(t0) = t0.

Now for every function f : T −→ R we define its Slav́ık extension to be the
function f̄ : R −→ R defined as

f̄(t) = f(g(t)) for all t ∈ R. (10)

We are now in a position to prove that delta derivatives in time scales can
be seen as g–derivatives. See [3] for details on calculus on time scales.

Theorem 3.1. Let T be a time scale and let f : T −→ R be continuous from
the left at every right–scattered point. Let g and f̄ be as in (9) and (10),
respectively. The function f is ∆–differentiable at t0 ∈ T if and only if f̄ is
g–differentiable at t0, and

f̄ ′g(t0) = f∆(t0). (11)

Proof. We consider two cases separately.
Case I. We assume that t0 is right–scattered. The function f is left–

continuous at t0 by our assumptions. Hence there exists

f∆(t0) =
f(σ(t0))− f(t0)

σ(t0)− t0
.

On the other hand, for any t ∈ (t0, σ(t0)) we have g(t) = σ(t0), and g is
discontinuous at t0. Therefore, f̄ ′g(t0) exists and

f̄ ′g(t0) = lim
t→t+0

f̄(t)− f̄(t0)

g(t)− g(t0)
=
f(σ(t0))− f(t0)

σ(t0)− t0
.
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Case II. We assume that t0 is right–dense. In this case f is ∆–differentiable
at t0 if and only if there exists

f ′(t0) = lim
t→t0, t∈T

f(t)− f(t0)

t− t0
, (12)

and in such a case we have f∆(t0) = f ′(t0).
Since g is continuous at t0 and g(t0) = t0, the function f̄ is g–differentiable

at t0 if and only if there exists

lim
t→t0

f(g(t))− f(t0)

g(t)− t0
, (13)

which, if exists, is equal to f̄ ′g(t0).
Now we assume that (12) exists and we prove that (13) exists and has the

same value. We take a sequence {tn}∞n=1 which converges to t0 and g(tn) 6= t0
for all n ∈ N (such sequences exist: since t0 is right–dense we have t0 = g(t0) <
g(t) for all t > t0). We have g(tn) → t0 and g(tn) ∈ T \ {t0} for all n ∈ N.
Therefore the existence of (12) guarantees the existence of

lim
n→∞

f(g(tn))− f(t0)

g(tn)− t0
= lim
t→t0, t∈T

f(t)− f(t0)

t− t0
.

Since the sequence was arbitrary, we deduce that (13) exists and coincides
with (12).

The proof of the converse is similar: Let {tn}∞n=1 be a sequence in T \ {t0}
which tends to t0. If we assume that (13) exists, then there exists

lim
n→∞

f(tn)− f(t0)

tn − t0
= lim
n→∞

f(g(tn))− f(t0)

g(tn)− t0
= lim
t→t0

f(g(t))− f(t0)

g(t)− t0
.

ut

Theorem 3.1 only concerns points in T. Notice that for the remaining
points we have R \ T = Cg, where Cg is as in (3) for the function g defined in
(9), and it has g–measure zero by virtue of Proposition 2.5.

3.2 Differential equations with impulses as g–differential equations

Essential ideas for this part come from [10, 24].
Consider the differential equation with impulses at fixed times{

x′ = f(t, x), t > t0, t 6= tk, k = 1, 2, . . . ,m,
∆x(tk) = Ik(x(tk)), t = tk,

(14)
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where ∆x(tk) = x(t+k ) − x(tk), t0 < t1 < t2 < · · · < tm, and Ik : R −→ R
are given functions for each k ∈ {1, 2, . . . ,m}. A classical solution of (14)
is a bounded function x : [t0, tm + ε] −→ R, ε > 0, which satisfies the dif-
ferential equation everywhere in [t0, tm + ε] \ {t1, t2, . . . , tm}, and for each
k ∈ {1, 2, . . . ,m}, x(t−k ) exists and x(t−k ) = x(tk), and x(t+k ) exists and
∆x(tk) = Ik(x(tk)).

Following [10] we define a function g : R −→ R by means of

g(t) = t+

m∑
k=1

χ(tk,+∞)(t), (15)

where χI is the characteristic function of the interval I. Obviously, g is mono-
tone nondecreasing and continuous from the left everywhere.

Now it is easy to prove by means of the definitions that x : [t0, tm+ε] −→ R,
ε > 0, is a classical solution of (14) if and only if it is a g–differentiable solution
of the g–differential equation

x′g(t) = f̃(t, x(t)) for all t ∈ [t0, tm + ε], (16)

where for (t, x) ∈ [t0, tm + ε]× R we define

f̃(t, x) =

 f(t, x), if t 6= tk,

Ik(x), if t = tk for some k.

Summing up, equation (16) can be an ordinary differential equation, a
dynamic equation on a time scale or a differential equation with impulses,
depending on the derivator g that we use.

In this section, we have considered classical solutions for simplicity. In
fact, the equivalence between problems (14) and (16) is also valid in the more
general context of Carathéodory solutions. The results in the following sec-
tions are the key for studying (16) in the Carathéodory sense. Specifically, a
Carathéodory solution of (16) is a g–absolutely continuous function satisfying
(16) g–almost everywhere; see Definition 5.1.

4 A Lebesgue–Stieltjes differentiation theorem

This section is devoted to proving the following generalization of the celebrated
Lebesgue Differentiation Theorem of monotone functions.
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Theorem 4.1. If f : [a, b] −→ R is monotone nondecreasing, then there exists
N ⊂ [a, b] such that µg(N) = 0 and

f ′g(x) exists for every x ∈ [a, b) \N .

In particular, if g is continuous at b, then f ′g(x) exists for g–almost all x ∈
[a, b].

A very clear elementary proof of Lebesgue’s differentiation theorem is due
to Botsko [4]. All of the following material leading to the proof of Theorem 4.1
is nothing but a slight modification of Botsko’s arguments. We include every
detail for self–containedness and for the convenience of readers. Moreover, our
generalization of Botsko Covering Lemma (Lemma 4.3) will be used again in
Section 6 in the proof of a fundamental theorem of calculus for the Kurzweil–
Stieltjes integral.

Lemma 4.2. Let f : [a, b] −→ R, let P = {x0, x1, x2, ..., xn} be a partition of
[a, b], let S be a nonempty subset of {1, 2, 3, ..., n}, and let α > 0. If f(a) ≤ f(b)
and

f(xk)− f(xk−1)

g(xk)− g(xk−1)
< −α

for each k ∈ S, then

n∑
k=1

|f(xk)− f(xk−1)| > |f(b)− f(a)|+ αL,

where L =
∑
k∈S (g(xk)− g(xk−1)). The same result is true if f(a) ≥ f(b)

and
f(xk)− f(xk−1)

g(xk)− g(xk−1)
> α for each k ∈ S.

Proof. Since f(a) ≤ f(b), we get the result from the following computations:

|f(b)− f(a)| = f(b)− f(a) =

n∑
k=1

(f(xk)− f(xk−1))

=
∑
k∈S

(f(xk)− f(xk−1)) +
∑
k 6∈S

(f(xk)− f(xk−1))

< −α
∑
k∈S

(g(xk)− g(xk−1)) +
∑
k 6∈S

(f(xk)− f(xk−1))

≤ −αL+

n∑
k=1

|f(xk)− f(xk−1)| .

The other case follows from the previous one with f replaced by −f . ut
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Next we generalize the Botsko Covering Lemma, and we also include in
the statement the analogue to Remark 2 in [4]. For brevity, we use a nonele-
mentary shortcut: the inner regularity of the Lebesgue–Stieltjes measure; see
[21, Theorem 2.18].

Lemma 4.3. Let Dg be as in (5), let E be a subset of (a, b) which is not of
g–measure zero; i.e., there is some ε0 > 0 such that µ∗g(E) = ε0. Then

1. If I is any collection of open subintervals of [a, b] that covers E, then
there exists a finite disjoint subcollection {I1, I2, . . . , IN} of I such that

N∑
k=1

µg(Ik) >
ε0

3
.

2. If P is a finite subset of [a, b] \Dg and I is any collection of open subin-
tervals of [a, b] that covers E \ P , then there exists a finite disjoint sub-
collection {I1, I2, . . . , IN} of I such that

N∑
k=1

µg(Ik) >
ε0

4
.

Proof. Since V = ∪I∈II is open and E ⊂ V , we have

µg(V ) = µ∗g(V ) ≥ µ∗g(E) ≥ ε0.

By inner regularity of µg, we can find a compact set K ⊂ V such that

µg(K) ≥ 2ε0/3.

By compactness, there exists a finite number of intervals J1, J2, . . . , Jp from
I which cover K. We may assume by discarding some of the intervals, if
necessary, that no interval in {Jk}pk=1 is a subset of the union of the re-
maining intervals in {Jk}pk=1. Thus each Ji contains a point xi that does
not belong to ∪k 6=iJk and, by renumbering the Jk’s if necessary, we may
assume that x1 < x2 < x3 < · · · < xp. Therefore, both {J1, J3, J5, . . . }
and {J2, J4, J6, . . . } are finite disjoint subcollections of I. Clearly either∑
k µg(J2k−1) ≥ (

∑p
k=1 µg(Jk))/2 or

∑
k µg(J2k) ≥ (

∑p
k=1 µg(Jk))/2. Thus

depending on which of the two previous inequalities holds, we have found a
finite disjoint subcollection J of I such that

∑
I∈J

µg(I) ≥

(
p∑
k=1

µg(Jk)

)
/2 ≥ µg(K)/2 ≥ ε0/3.
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The second claim follows from the first one as indicated in [4, Remark 2]:
we apply the first part to a covering of E obtained by adding open intervals
centered at the points of P such that the sum of their g–measures is sufficiently
small (which can be achieved because P contains no point of Dg). ut

We are ready for proving Theorem 4.1.

Proof of Theorem 4.1. First, since f is nondecreasing

f ′g(x) =
f(x+)− f(x)

g(x+)− g(x)
exists for every x ∈ [a, b) ∩Dg.

Since either a ∈ Dg or µg({a}) = 0, it suffices to prove that f ′g exists for
g–almost all x ∈ (a, b) \ Dg. In fact, we can even restrict our attention to a
smaller set: by Remark 2.1, it suffices to prove that f ′g exists for g–almost all
x ∈ (a, b) \ (Dg ∪ A), where A is as in (8). Moreover, if x ∈ (a, b) \ (Dg ∪ A),
then

g(y) 6= g(x) for all y 6= x,

and we can then define the Dini upper and lower g–derivatives as follows:

f ′g(x) = lim sup
y→x

f(y)− f(x)

g(y)− g(x)
, f ′g(x) = lim inf

y→x

f(y)− f(x)

g(y)− g(x)
.

As a final reduction, note that the set of all those x ∈ (a, b)\ (Dg ∪A) such
that f is discontinuous at x is countable and has zero g–measure. Therefore,
it is sufficient to show that

F = {x ∈ (a, b) \ (Dg ∪A) : f is continuous at x and f ′g(x) > f ′g(x)}

has zero g–measure.
Clearly F is the countable union of the sets

Er,s = {x ∈ F : f ′g(x) > r > s > f ′g(x)}

for rational numbers r and s with r > s > 0. Thus we need show only that
each Er,s has g–measure zero.

Suppose on the contrary that for some choice of r and s the set E = Er,s
does not have g–measure zero, and let ε0 > 0 be as in Lemma 4.3. If α =
(r−s)/2, β = (r+s)/2, and h(x) = f(x)−βg(x) for all x ∈ [a, b], then clearly
α and β are positive and

E = {x ∈ F : h is continuous at x, h′g(x) > α, and h′g(x) < −α}.
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Since {
∑
P |h(xk) − h(xk−1)| : P is a partition of [a, b], P ∩Dg ⊂ {a, b}}

is bounded above, we can let T be the least upper bound of this set. Because
α and ε0 are both positive, there exists a partition P = {x0, x1, . . . , xn} of
[a, b] such that xk 6∈ Dg for any k ∈ {1, 2, . . . , n− 1} and

n∑
k=1

|h(xk)− h(xk−1)| > T − αε0

4
. (17)

Now let x belong to E \ P , which means that x ∈ E ∩ (xk−1, xk) for some
k. Since h′g(x) < −α, h′g(x) > α, and g and h are continuous at x, we can

choose ax, bx ∈ (a, b) \Dg such that ax < x < bx, (ax, bx) ⊂ (xk−1, xk) and

h(bx)− h(ax)

g(bx)− g(ax)
< −α or > α,

according to whether h(xk−1) ≤ h(xk) or h(xk−1) > h(xk). Notice that
µg(ax, bx) = g(bx)− g(ax) because g is continuous at ax.

Thus I = {(ax, bx) : x ∈ E \ {x1, x2, . . . , xn−1}} is a collection of open
subintervals of (a, b) that covers E\{x1, x2, . . . , xn−1}, and {x1, x2, . . . , xn−1}∩
Dg = ∅. By the second part in Lemma 4.3, there exists a finite disjoint
subcollection {I1, I2, . . . , IN} of I such that

N∑
k=1

µg(Ik) >
ε0

4
. (18)

Now let Q = {y0, y1, . . . , yq} be the partition of [a, b] determined by the points
of P and the endpoints of the intervals I1, I2, . . . , IN . For each [xk−1, xk]
containing at least one of the intervals in {I1, I2, . . . , IN}, we infer from Lemma
4.2 that ∑

[yi−1,yi]⊂[xk−1,xk]

|h(yi)− h(yi−1)| > |h(xk)− h(xk−1)|+ αLk, (19)

where the summation is taken over the closed intervals determined by Q that
are contained in [xk−1, xk] and Lk is the sum of the g–measures of those
intervals I1, I2, . . . , IN that are contained in [xk−1, xk]. Summing inequality
(19) over k and using (17) and (18), we get

q∑
k=1

|h(yk)− h(yk−1)| >
n∑
k=1

|h(xk)− h(xk−1)|+ α

N∑
k=1

µg(Ik) > T,

which contradicts the definition of T .
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We have thus proven that for g–almost all x ∈ [a, b) \Dg we have

f ′g(x) = f ′g(x),

so it remains to prove that f ′g(x) is finite for g–almost all x ∈ [a, b)\Dg. Once

again, we replicate Botsko’s proof of [4, Theorem 2] with all the necessary
modifications.

Suppose that E = {x ∈ (a, b) \ (Dg ∪ A) : f ′g(x) = +∞} does not have

g–measure zero. Let ε0 > 0 be as in Lemma 4.3 and let M > 3(f(b)−f(a))/ε0.
If x lies in E, then f ′g(x) > M and there exist ax, bx ∈ (a, b) \ Dg such that

ax < x < bx and
f(bx)− f(ax)

g(bx)− g(ax)
> M.

Thus I = {(ax, bx) : x ∈ E} covers E and by Lemma 4.3 contains a finite
disjoint subcollection {I1, I2, . . . , IN} such that

N∑
k=1

µg(Ik) >
ε0

3
.

Let Ik = (ak, bk) for each k and recall that µg(Ik) = g(bk) − g(ak) because g
is continuous at ak. Since f is nondecreasing, we have

f(b)− f(a) ≥
N∑
k=1

(f(bk)− f(ak)) > M

N∑
k=1

(g(bk)− g(ak)) > f(b)− f(a),

a contradiction, and so the proof of Theorem 4.1 is complete. ut

One of the most important consequences of Theorem 4.1 is the Lebesgue–
Stieltjes integrability of the g–derivative of monotone functions. From now
on we denote by L1

g([a, b)) the set of all functions f : [a, b) −→ R which are
Lebesgue–Stieltjes integrable with respect to g on [a, b).

Theorem 4.4. If f : [a, b] −→ R is monotone, then f ′g ∈ L1
g([a, b)).

Proof. We assume without loss of generality that f is nondecreasing, and
we write [a, b) ∩Dg = {ξj : j ∈ J}, where J ⊂ N and ξj 6= ξi if j 6= i.

For each n ∈ N we consider the partition {xn,0, xn,1, xn,2, . . . , xn,2n} which
divides [a, b] into 2n subintervals of equal length, i.e.

xn,k = a+ k
b− a

2n
for k ∈ {0, 1, 2, . . . , 2n}.
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Now we construct a simple function fn : [a, b) −→ R as

fn(x) =



f ′g(x) =
f(x+)− f(x)

g(x+)− g(x)
, if x ∈ {ξ1, ξ2, . . . , ξn},

f(xn,k)− f(xn,k−1)

g(xn,k)− g(xn,k−1)
, if x ∈ [xn,k−1, xn,k) \Dg and

g(xn,k) > g(xn,k−1),

0, otherwise.

We are going to prove that

lim
n→∞

fn(x) = f ′g(x) for g–almost all x ∈ [a, b).

Clearly, fn(x) → f ′g(x) for all x ∈ [a, b) ∩ Dg, so we have to prove that
the same is true g–almost everywhere in (a, b) \Dg or, equivalently, g–almost
everywhere in (a, b) \ (Dg ∪A), where A is as in Remark 2.1.

Note that the points xn,k which do not belong to Dg form a countable
g–null set, so Theorem 4.1 ensures that for g–almost all x ∈ (a, b) \ (Dg ∪ A)
we have that f ′g(x) exists and x 6= xn,k for all n and k. Fix one of those
x ∈ (a, b) \ (Dg ∪ A). For every n ∈ N there exists a unique k = k(n, x) ∈
{1, 2, . . . , 2n} such that xn,k−1 < x < xn,k. Since x 6∈ A, we have g(xn,k−1) <
g(x) < g(xn,k), and therefore

fn(x) =
f(xn,k)− f(xn,k−1)

g(xn,k)− g(xn,k−1)
.

Hence∣∣f ′g(x)− fn(x)
∣∣ =

∣∣∣∣f ′g(x)− f(xn,k)− f(x) + f(x)− f(xn,k−1)

g(xn,k)− g(xn,k−1)

∣∣∣∣
=

∣∣∣∣f ′g(x)
g(xn,k)− g(x) + g(x)− g(xn,k−1)

g(xn,k)− g(xn,k−1)

−f(xn,k)− f(x)

g(xn,k)− g(x)

g(xn,k)− g(x)

g(xn,k)− g(xn,k−1)

−f(x)− f(xn,k−1)

g(x)− g(xn,k−1)

g(x)− g(xn,k−1)

g(xn,k)− g(xn,k−1)

∣∣∣∣
≤
∣∣∣∣f ′g(x)− f(xn,k)− f(x)

g(xn,k)− g(x)

∣∣∣∣+

∣∣∣∣f ′g(x)− f(x)− f(xn,k−1)

g(x)− g(xn,k−1)

∣∣∣∣ ,



Continuous, Discrete and Impulsive Calculus Unified 335

which implies that fn(x) → f ′g(x) as n → ∞. Hence fn(x) → f ′g(x) for g–
almost every x ∈ [a, b), and, in particular, f ′g is g–measurable because each fn
is Borel–measurable.

The Fatou Lemma for integrals with respect to abstract positive measures
(see [21, Theorem 1.28]) yields∫

[a,b)

|f ′g| dµg =

∫
[a,b)

f ′g dµg ≤ lim inf

∫
[a,b)

fn dµg,

and the last term is finite because for every n ∈ N we have∫
[a,b)

fn dµg =

∫
[a,b)∩Dg

fn dµg +

∫
⋃2n

k=1[xn,k−1,xn,k)\Dg

fn dµg

≤
∑
j∈J

f ′g(ξj)(g(ξ+
j )− g(ξj)) +

2n∑
k=1

∫
[xn,k−1,xn,k)\Dg

fn dµg

≤
∑
j∈J

(f(ξ+
j )− f(ξj)) +

2n∑
k=1

(f(xn,k)− f(xn,k−1))

≤ 2(f(b)− f(a)).

ut

Corollary 4.5. If f : [a, b] −→ R has bounded variation on [a, b], then f ′g
exists g–almost everywhere on [a, b) and f ′g ∈ L1

g([a, b)).

Proof. By the Jordan Decomposition Theorem, f = f1−f2 with fi monotone
nondecreasing (i = 1, 2), so the result follows from Theorem 4.4 and the
elementary identity f ′g(x) = f1

′
g(x) − f2

′
g(x) for g–almost all x ∈ [a, b).

ut

An interesting consequence of Lemma 4.3 concerns the usual derivative of
the derivator g.

Proposition 4.6. µg({x ∈ R : ∃ g′(x) = 0}) = 0.

Proof. It suffices to prove that for any (a, b) ⊂ R the set

E = {x ∈ (a, b) : ∃ g′(x) = 0}



336 R. L. Pouso and A. Rodŕıguez

is g–null. Assume for contradiction that µ∗g(E) = ε0 > 0. For each x ∈ E
there exist ax, bx ∈ (a, b) \Dg such that ax < x < bx and

g(bx)− g(ax)

bx − ax
<

ε0

3(b− a)
.

Since {(ax, bx)}x∈E is an open cover of E, we deduce by Lemma 4.3 that
there exists a finite disjoint family of these intervals, which we denote by
{(ak, bk)}Nk=1, such that

N∑
k=1

µg((ak, bk)) ≥ ε0/3.

However

N∑
k=1

µg((ak, bk)) =

N∑
k=1

(g(bk)− g(ak)) <
ε0

3(b− a)

N∑
k=1

(bk − ak) ≤ ε0/3,

a contradiction. ut

Remark 4.1. An alternative concise proof of Proposition 4.6 leans on Theo-
rem 4.1: Let f(x) = x for all x ∈ [a, b]. The set

E = {x ∈ (a, b) : ∃ g′(x) = 0}

is a subset of the points of (a, b) such that f ′g does not exist, which is g–null
by virtue of Theorem 4.1.

We emphasize that Proposition 4.6 does not imply that g′(x) > 0 for g–
almost all x ∈ R. As an instance, consider the case when g is constant on R,
whose associated Lebesgue–Stieltjes measure is constantly equal to zero. Our
next proposition ensures the existence of more complicated examples: we can
have nondecreasing continuous functions g which are not constant and yet g′

exists only in a g–null set. Examples of this type show that, in general, the
g–derivative cannot be reduced g–almost everywhere to usual derivatives by
means of (4).

In the following proposition, we use the notation “∃ g′(x)” to mean that
limy→x(g(y)− g(x))/(y − x) is a real number.

Proposition 4.7. There exist nonconstant functions g : R −→ R which are
continuous, nondecreasing, and

µg ({x ∈ R : ∃ g′(x)}) = 0. (20)
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Proof. As proven in [26, Theorem 4.54], there exists a strictly increasing
continuous function f : R −→ R such that f ′(y) = 0 almost everywhere in
Lebesgue’s sense. Let [a, b] ⊂ f(R), with a < b, and let g : [a, b] → R be an
inverse of f ; i.e., f(g(x)) = x for all x ∈ [a, b]. Finally, we extend the definition
of g to assume the value g(a) everywhere on the left of a and g(b) on the right
of b. This construction guarantees that g is nondecreasing.

To prove (20) we note that g′ = 0 everywhere on (−∞, a)∪ (b,+∞), which
is a g–null set because g is constant in those intervals. Therefore, the problem
is reduced to showing that the set

E = {x ∈ (a, b) : ∃ g′(x)}

is g–null. Since g is nondecreasing, we have

E = {x ∈ (a, b) : ∃ g′(x) = 0} ∪ {x ∈ (a, b) : ∃ g′(x) > 0} ,

and the first set in this union is g–null by virtue of Proposition 4.6. Now for
the second set. A classical result on differentiation of inverse functions yields

F = {x ∈ (a, b) : ∃ g′(x) > 0} ⊂ {x ∈ (a, b) : ∃ f ′(g(x)) > 0} .

Since g is a homeomorphism from (a, b) onto g(a, b) = (g(a), g(b)), we have

F ⊂ g−1 ({y ∈ g(a, b) : ∃ f ′(y) > 0}) .

Now let ε > 0 be fixed; since {y ∈ g(a, b) : ∃ f ′(y) > 0} has zero Lebesgue
measure, we can find an open set V such that {y ∈ g(a, b) : ∃ f ′(y) > 0} ⊂
V ⊂ g(a, b) and m(V ) < ε, where m stands for the Lebesgue measure. We
can express V = ∪n(αn, βn) with pairwise disjoint intervals (αn, βn) ⊂ g(a, b).
Hence W = ∪ng−1(αn, βn) = ∪n(an, bn) is an open set which contains F and

µg(W ) =

∞∑
n=1

µg((an, bn)) =

∞∑
n=1

(g(bn)− g(an))

=

∞∑
n=1

(βn − αn) = m(V ) < ε.

We have proven that for any ε > 0 we can find an open set W which contains
F and such that µg(W ) < ε; hence µg(F ) = 0. This completes the proof. ut

5 The Fundamental Theorems of Calculus

This section is devoted to proving the Fundamental Theorems of Calculus for
the Lebesgue–Stieltjes integral, labeled as Theorem 2.4 and Theorem 5.4. Both
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results can probably be deduced from Theorem 2.9.8 in [9] or Theorem 2.12
(1) in [18], abstract measure theoretic results proven by means of coverings.
Moreover, Theorem 5.4 was essentially proven by Daniell [7]. We are grateful
to the anonymous referee for having brought to our attention the monograph
[13], where Stieltjes derivatives are studied and a version of Theorem 5.4 is
proven in its Section IV.18. Our contributions to Theorems 2.4 and 5.4 are new
proofs in modern elementary terms and a new and simpler characterization of
absolute continuity with respect to a function.

For the proof of Theorem 2.4, we use Stromberg’s approach to the Lebesgue–
Stieltjes integral in [26, p. 283–284]. First we need the following generalization
of the Fubini Theorem on almost everywhere differentiation of series. We omit
its proof because it is essentially the same given in [26] for the particular case
the Lebesgue measure, but using Theorem 4.1 instead of the classical Lebesgue
Differentiation Theorem.

Lemma 5.1. Let [a, b] ⊂ R and let {fn}∞n=1 be a sequence of real–valued
nondecreasing functions on [a, b]. If the series

f(x) =

∞∑
n=1

fn(x) converges for all x ∈ [a, b],

then

f ′g(x) =

∞∑
n=1

(fn)′g(x) for g–almost all x ∈ [a, b).

Following Stromberg [26, p. 283-284 and Theorem 6.48] we now prove The-
orem 2.4. Stromberg’s approach avoids the use of technical results on coverings
and yields a simple proof (compare it with the proof of our Theorem 6.5, a
generalization of Theorem 2.4 in the context of Kurzweil–Stieltjes integrals).
In the next proof we are going to use the set M0(g) of all step functions whose
points of discontinuity are each points at which g is continuous.

Proof of Theorem 2.4. We follow [26, p. 320] and we consider several cases
separately:

Case 1: If f = χ(α,β), where (α, β) ⊂ (a, b), α, β 6∈ Dg, then

F (x) = µg([a, x) ∩ (α, β)) =

 0, if x ≤ α,
g(x)− g(α), if α < x ≤ β,
g(β)− g(α), if β < x < b.

We compute F ′g(x) = χ(α,β)(x) for all x ∈ [a, b] \ (A ∪ {α, β}), where A is as
in Remark 2.1. Hence F ′g(x) = f(x) for g–almost all x ∈ [a, b).
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Case 2: If f ∈M0(g), we deduce that F ′g = f g–a.e. from Case 1.

Case 3: There exists a nondecreasing sequence {φn}∞n=1 in M0(g) such that
limn→∞ φn(x) = f(x) for g–almost all x ∈ [a, b). We define

Φn(x) =

∫
[a,x)

φn dµg,

and then

F (x) = lim
n→∞

Φn(x) = Φ1(x) +

∞∑
k=2

(Φk(x)− Φk−1(x))

for all x ∈ [a, b]. Since each summand is a nondecreasing step function of x, we
can apply Case 2 and Fubini’s Lemma 5.1 to deduce that for g–almost every
x ∈ [a, b) we have

F ′g(x) = Φ1
′
g(x) +

∞∑
k=2

(Φk
′
g(x)− Φk−1

′
g(x))

= φ1(x) +

∞∑
k=2

(φk(x)− φk−1(x)) = lim
n→∞

φn(x) = f(x).

General Case. For any f ∈ L1
g([a, b)) we have f = f1−f2, where each of the

fi’s is a limit of a nondecreasing sequence of step functions in the conditions
of Case 3. ut

We shall prove that functions F in the conditions of Theorem 2.4 are
absolutely continuous with respect to g, according to the following definition.

Definition 5.1. A function F : [a, b] −→ R is absolutely continuous with
respect to g (or g–absolutely continuous) if for each ε > 0 there is some δ > 0
such that for any familiy {(an, bn)}mn=1 of pairwise disjoint open subintervals
of [a, b] the inequality

m∑
n=1

(g(bn)− g(an)) < δ

implies
m∑
n=1

|F (bn)− F (an)| < ε.
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The notion of absolute continuity of a function with respect to another
function has already been considered under different forms. See, for instance,
Daniell [7], whose definition involves the total variation of the associated Borel
measures. To the best of the authors’ knowledge, the specific form of Definition
5.1 is new.

Exactly as in the classical case when g is the identity, g–absolutely con-
tinuous functions form a vector space and, moreover, we have the following
result.

Proposition 5.2. Let f and F be as in Theorem 2.4, then F is g–absolutely
continuous on [a, b].

Proof. It suffices to consider the case f(x) ≥ 0 g–almost everywhere, as the
general case is just a difference of two such functions. Let ε > 0 be fixed. Since
f ∈ L1

g([a, b)), there exists δ > 0 such that if E ∈Mg is such that µg(E) < δ,
then ∫

E

f dµg < ε.

In particular, if {(an, bn)}mn=1 are open intervals in the conditions of the
definition of g–absolute continuity for the previous value of δ, and we call
E = ∪[an, bn), then

µg(E) =

m∑
n=1

µg([an, bn)) =

m∑
n=1

(g(bn)− g(an)) < δ. (21)

Using the definition of F and (21) we obtain

m∑
n=1

|F (bn)− F (an)| =
m∑
n=1

(F (bn)− F (an)) =

m∑
n=1

∫
[an,bn)

f dµg

=

∫
E

f dµg < ε.

ut

The following proposition is very important in our next proof of the second
fundamental theorem of calculus and it is also of independent interest.

Proposition 5.3. If F is g–absolutely continuous on [a, b], then it has bounded
variation and it is continuous from the left at every x ∈ [a, b). Moreover, F is
continuous in [a, b] \Dg, where Dg is the set of discontinuity points of g, and
if g is constant on some (α, β) ⊂ [a, b], then F is constant on (α, β) as well.
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Proof. If g is constant in [a, b], then so F must be, and there is nothing to
prove. For the nontrivial case we use the following simple observation:

Claim. If there exists c > 0 such that the total variation of F on [α, β] is
bounded above by c for any subinterval [α, β] ⊂ (a, b), then F has bounded
variation on [a, b].

To prove the claim, note that for each x ∈ (a, b) we have

|F (x)| ≤ |F (x)− F ((a+ b)/2)|+ |F ((a+ b)/2)| ≤ c+ |F ((a+ b/2))|,

and therefore |F | is bounded on [a, b]. Let K > 0 be one of its upper bounds.
If {x0, x1, . . . , xn} is an arbitrary partition of [a, b], then we have

n∑
k=1

|F (xk)− F (xk−1)| = |F (x1)− F (a)|+ |F (b)− F (xn−1)|

+

n−1∑
k=2

|F (xk)− F (xk−1)| ≤ 4K + c,

and the claim is proven.
To prove that F has bounded variation on [a, b], we take ε = 1 in the

definition of g–absolutely continuous function and we get some value δ > 0
such that for any familiy {(an, bn)}mn=1 of pairwise disjoint open subintervals
of [a, b] the inequality

m∑
n=1

(g(bn)− g(an)) < δ

implies
m∑
n=1

|F (bn)− F (an)| < 1.

We consider now a partition {y0, y1, . . . , yn} of [g(a), g(b)] such that 0 < yk −
yk−1 < δ for any k = 1, 2, . . . , n, and we define

Ik = g−1([yk−1, yk)), k = 1, 2, . . . , n.

Since g is nondecreasing the Ik’s are intervals, but not necessarily open or
closed, and some of them could be empty. Anyway, [a, b] = ∪Ik, and it suffices
to prove that F has bounded variation on the closure of each Ik. In the
nontrivial case we have Īk = [a′, b′] with a′ < b′. If [α, β] ⊂ (a′, b′) and
{x0, x1, . . . , xm} is a partition of [α, β], then

m∑
i=1

(g(xi)− g(xi−1)) = g(β)− g(α) ≤ yk − yk−1 < δ,
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which implies that
m∑
i=1

|F (xi)− F (xi−1)| < 1.

We deduce from the claim that F has bounded variation on each Īk, thus
proving that F has bounded variation on [a, b].

The fact that F is left–continuous is a consequence of the left–continuity
of g. Indeed, let x0 ∈ (a, b] and ε > 0 be fixed, and let δ > 0 be given by
definition of g–absolute continuity of F . Since g is left–continuous at x0, there
exists δ′ > 0 such that if x ∈ [a, x0) and 0 < x0 − x < δ′, then

g(x0)− g(x) < δ,

and therefore |F (x)− F (x0)| < ε.
In a similar way we prove that F is right–continuous at those x ∈ [a, b)

such that g is right–continuous, and therefore F is continuous everywhere in
the set [a, b] \Dg.

Finally, if g is constant on some (α, β) ⊂ [a, b], then for every x ∈ (α, β)
we have |g(x)− g((α+ β)/2))| = 0, which implies |F (x)− F ((α+ β)/2)| = 0.
Hence F is constant on (α, β). ut

It follows from the previous proposition that if F : [a, b] −→ R is g–
absolutely continuous, then there exist two monotone nondecreasing and left–
continuous functions Fi (i = 1, 2) such that F = F1 − F2. Let us denote
by B([a, b]) the σ–algebra of Borel subsets of [a, b], and let us denote by
µi : B([a, b]) −→ [0,+∞) the restriction to B([a, b]) of the Lebesgue–Stieltjes
measure generated by Fi (i = 1, 2). It is worth recalling at this moment that
the µi’s are outer regular, which means that for every E ∈ B([a, b]) we have

µi(E) = inf{µi(V ) : E ⊂ V, V open}.

The (restriction to B([a, b]) of the) Lebesgue–Stieltjes measure generated by
F can now be defined by means of the formula

µF (E) = µ1(E)− µ2(E) (E ∈ B([a, b])), (22)

and we note that µF is a well–defined signed measure because the µi’s are
finite positive measures. An important consequence of the definition (22) is
the fact that for any (α, β) ⊂ [a, b] we have

µF ((α, β)) = F (β)− F (α+).

We are in a position to prove the main result in this section.
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Theorem 5.4. (Fundamental Theorem of Calculus for the Lebesgue–
Stieltjes integral) A funcion F : [a, b] −→ R is g–absolutely continuous on
[a, b] if and only if the following three conditions are fulfilled:

1. F ′g(x) exists for g–almost all x ∈ [a, b];

2. F ′g ∈ L1
g([a, b)); and

3. For each x ∈ [a, b] we have

F (x) = F (a) +

∫
[a,x)

F ′g(x) dµg. (23)

Proof. Proposition 5.2 ensures that the three conditions are sufficient for F
to be g–absolutely continuous, so we only have to prove the converse. To do
it, we use a lemma and the Radon–Nikodym Theorem. For better readability,
we postpone the proof of the lemma.

Lemma 5.5. The measure µF is absolutely continuous with respect to µg; i.e.,
if E ⊂ [a, b] is a Borel set and µg(E) = 0, then µF (E) = 0.

We deduce from Lemma 5.5 and the Radon–Nikodym Theorem (see [21,
Theorem 6.10]) that there exists a unique Borel measurable function h :
[a, b) −→ R which is µg–integrable and such that

µF (E) =

∫
E

h dµg for any Borel set E ⊂ [a, b).

In particular, if E = [a, x), x ∈ [a, b], then

F (x)− F (a) = µF ([a, x)) =

∫
[a,x)

h dµg.

It only remains to invoke Theorem 2.4, which ensures that F ′g(x) = h(x) for
g–almost all x ∈ [a, b). ut

Remark 5.1. Notice that the proof implies that F ′g is the Radon–Nikodym
derivative of the measure µF with respect to µg.

While the Radon–Nikodym Theorem is the best shortcut for proving Theo-
rem 5.4, it is not elementary at all. The ideas in [17] can probably be adapted
to get an elementary but longer proof of Theorem 5.4.
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Proof of Lemma 5.5. We start proving that to each ε > 0, there exists
δ > 0 such that if V is an open set and µg(V ) < δ, then |µF (V )| < ε.

Let ε > 0 be fixed and let δ > 0 be given by definition of g–absolute
continuity of F with ε replaced by ε/2. Now we fix an open set V such
that µg(V ) < δ. Without loss of generality we assume that V ⊂ (a, b) and
V = ∪(an, bn) for a pairwise disjoint family of open intervals {(an, bn)}n∈N.
For every n ∈ N we take a′n ∈ (an, bn), and for each m ∈ N we have

m∑
n=1

(g(bn)− g(a′n)) = µg

(
m⋃
n=1

[a′n, bn)

)
≤ µg(V ) < δ,

which implies that
m∑
n=1

|F (bn)− F (a′n)| < ε/2.

Letting every a′n tend to an, we obtain

m∑
n=1

|F (bn)− F (a+
n )| ≤ ε/2 for each fixed m ∈ N.

Hence

|µF (V )| =

∣∣∣∣∣
∞∑
n=1

µF (an, bn)

∣∣∣∣∣ ≤
∞∑
n=1

|F (bn)− F (a+
n )| < ε,

which proves the claim we state at the beginning of this proof.
We are now in a position to finish quickly the proof of our lemma. Let

E ∈ B([a, b]) be such that µg(E) = 0; by outer regularity, there exist open
sets Vn ⊂ [a, b], n ∈ N, such that E ⊂ Vn for all n ∈ N and

lim
n→∞

µg(Vn) = µg(E) and lim
n→∞

µi(Vn) = µi(E),

where µi, i = 1, 2, are as in (22). By the first part of the proof we know that
limn→∞ µF (Vn) = 0 because limn→∞ µg(Vn) = µg(E) = 0. Hence

µF (E) = µ1(E)− µ2(E) = lim
n→∞

µF (Vn) = 0.

ut

6 Fundamental theorems for Kurzweil integrals

The main results proven in Section 5 will be generalized in the context of
Kurzweil–Stieljes integration. Interested readers are referred to [19] for recent
developments on Kurzweil–Stieltjes integration.
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Definition 6.1. We say that f : [a, b] −→ R is Kurzweil-Stieltjes integrable
on [a, b] with respect to g if there exists L ∈ R such that for all ε > 0 there
is a gauge δ : [a, b] −→ (0,+∞) such that for every δ–fine partition P =
{([xj−1, xj ], ξj); j = 1, . . . , n} of [a, b] we have∣∣∣∣∣L−

n∑
j=1

f(ξj)(g(xj)− g(xj−1))

∣∣∣∣∣ < ε. (24)

The number L ∈ R is the Kurzweil-Stieltjes integral of f on [a, b] with

respect to g and will be denoted by
∫ b
a
f(s) dg(s) or simply

∫ b
a
f dg.

We denote by Kg([a, b]) the set of all functions which are Kurzweil-Stieltjes
integrable with respect to g on [a, b].

Our proof of the first fundamental theorem of calculus for the Kurzweil–
Stieltjes integral leans on the following generalization of the Straddle Lemma
(which does not straddle points in Dg).

Lemma 6.1. If F : [a, b] −→ R is g–differentiable at some x0 ∈ [a, b], then
the following assertions are true:

1. If x0 ∈ Dg, then for each ε > 0 there exists δε(x0) > 0 such that the
relations x0 ≤ v < x0 + δε(x0) and v ∈ [a, b] imply

|F (v)− F (x0)− F ′g(x0)(g(v)− g(x0))| ≤ ε(g(v)− g(x0)).

2. If x0 6∈ Dg and F is constant on every subinterval where g is constant,
then for each ε > 0 there exists δε(x0) > 0 such that the relations x0 −
δε(x0) < u ≤ x0 ≤ v < x0 + δε(x0) and u, v ∈ [a, b] imply

|F (v)− F (u)− F ′g(x0)(g(v)− g(u))| ≤ ε(g(v)− g(u)).

Proof. If x0 ∈ Dg, then x0 < b (for if x0 = b ∈ Dg, then F could not be
g–differentiable at x0). Now the definition of g–derivative directly implies the
result for the first part of the lemma.

Assume now that F is g–differentiable at some x0 6∈ Dg and that F is
constant on the subintervals where so is g. First, note that x0 6∈ Cg because
the definition of g–derivative makes no sense at the points of Cg. Hence
g(x) > g(x0) for x > x0, or g(x) < g(x0) for x < x0, or both.

Assume that g(x) > g(x0) for x > x0 and there is some ρ > 0 such
that g(x) = g(x0) for all x ∈ [x0 − ρ, x0] (the proof in the remaning cases
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is similar and we omit it). The assumptions ensure that F is constant on
[x0 − ρ, x0] ∩ [a, b].

Since F is g–differentiable at x0 and g is constant on the left of x0, then it
must be x0 < b. We deduce from the definition of g–derivative that for each
ε > 0 we can find δε(x0) ∈ (0, ρ) such that if 0 ≤ v−x0 < δε(x0) and v ∈ [a, b],
then

|F (v)− F (x0)− F ′g(x0)(g(v)− g(x0))| ≤ ε(g(v)− g(x0)).

Therefore if x0 − δε(x0) < u ≤ x0 ≤ v < x0 + δε(x0) and u, v ∈ [a, b], then
u ∈ [x0 − ρ, x0] ∩ [a, b] and

|F (v)− F (u)− F ′g(x0)(g(v)− g(u))| = |F (v)− F (x0)− F ′g(x0)(g(v)− g(x0))|
≤ ε(g(v)− g(x0)) = ε(g(v)− g(u)).

ut

Next we prove a fundamental theorem for the Kurzweil–Stieltjes integral.

Theorem 6.2. Let F : [a, b] −→ R be g–differentiable everywhere in [a, b]\Cg,
where Cg is as in (3). Assume also that F is continuous from the left at the
points of (a, b]∩Dg and that F is constant on every subinterval of [a, b] where
g is. If h : [a, b] −→ R coincides with F ′g in [a, b] \Cg, then h ∈ Kg([a, b]) and

F (x) = F (a) +

∫ x

a

h(t) dg(t) for all x ∈ [a, b]. (25)

Proof. We are going to prove the result with x replaced by b in (25). The
remaining cases of x ∈ (a, b] can be treated in an analogous way, and (25) is
trivial for x = a.

Let ε > 0 be fixed. We have to find a gauge δ : [a, b] −→ (0,+∞) such
that for any δ–fine tagged partition P = ([xj−1, xj ], ξj)

n
j=1 of [a, b] we have∣∣∣∣∣∣F (b)− F (a)−

n∑
j=1

h(ξj)(g(xj)− g(xj−1))

∣∣∣∣∣∣ ≤ ε. (26)

Let ε̃ = ε/(g(b)− g(a) + 1).
First, for each x ∈ Cg there is some ρ(x) > 0 such that g is constant on

(x − ρ(x), x + ρ(x)), and then so is F on (x − ρ(x), x + ρ(x)) ∩ [a, b] by our
assumptions.
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Second, for any x ∈ [a, b]\Cg we have h(x) = F ′g(x). By Lemma 6.1, if
x 6∈ Dg, then there exists δε(x) > 0 such that the relations x − δε(x) < u ≤
x ≤ v < x+ δε(x) and u, v ∈ [a, b] imply

|F (v)− F (u)− h(x)(g(v)− g(u))| ≤ ε̃(g(v)− g(u)). (27)

If x ∈ Dg there exists δε(x) > 0 such that the relations x ≤ v < x+ δε(x) and
v ∈ [a, b] imply

|F (v)− F (x)− h(x)(g(v)− g(x))| ≤ ε̃(g(v)− g(x)). (28)

We write [a, b] ∩ Dg = {γi : i ∈ J}, where J ⊂ N and γi 6= γj if i 6= j.
Since F and g are continuous from the left at each γi, we can find δi > 0 such
that for all x ∈ (γi − δi, γi] we have

|F (γi)− F (x)| < ε̃

2i+1
(29)

and

|g(γi)− g(x)| < ε̃

2i+1(|h(γi)|+ 1)
. (30)

We are now in a position to define an adequate gauge δ : [a, b] −→ (0,+∞)
as follows:

δ(x) =


ρ(x), if x ∈ Cg,

min{δi, δε(x)}, if x = γi for some i ∈ J ,

δε(x), if x ∈ [a, b]\(Cg ∪Dg).

Now let P = ([xj−1, xj ], ξj)
n
j=1 be a δ–fine tagged partition of [a, b] and let us

prove that (26) is satisfied. Since F (b) − F (a) =
∑n
j=1 (F (xj)− F (xj−1)), it

suffices to prove that

n∑
j=1

|F (xj)− F (xj−1)− h(ξj)(g(xj)− g(xj−1))| ≤ ε. (31)

The simplest terms in the previous sum are those for which the tag ξj ∈ Cg.
In that case the definition of the gauge implies that g and F are constant on
[xj−1, xj ], and therefore the corresponding term is equal to zero (notice that
the specific values of h in Cg play no role).
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Assume now that [xj−1, xj ] has tag ξj = γi for some i ∈ J . We use (28),
(29) and (30) to obtain∣∣∣F (xj)− F (xj−1)− h(γi)(g(xj)− g(xj−1))

∣∣∣
≤
∣∣∣F (xj)− F (γi)− h(γi)(g(xj)− g(γi))

∣∣∣
+
∣∣∣F (γi)− F (xj−1)− h(γi)(g(γi)− g(xj−1))

∣∣∣
≤ ε̃(g(xj)− g(γi)) + |F (γi)− F (xj−1)|+ |h(γi)(g(γi)− g(xj−1))|

≤ ε̃(g(xj)− g(γi)) +
ε̃

2i+1
+

ε̃

2i+1

≤ ε̃(g(xj)− g(xj−1)) +
ε̃

2i
.

Finally, if ξj ∈ [a, b] \ (Cg ∪Dg), then the definition of the gauge and (27)
imply that∣∣∣F (xj)− F (xj−1)− h(ξj)(g(xj)− g(xj−1))

∣∣∣ ≤ ε̃(g(xj)− g(xj−1)).

Summing up, we have proven for the left-hand term in (31) that

n∑
j=1

|F (xj)− F (xj−1)− h(ξj)(g(xj)− g(xj−1))|

≤ ε̃
n∑
j=1

(g(xj)− g(xj−1)) + ε̃
∑
i∈J

1

2i
< ε̃(g(b)− g(a) + 1) = ε.

The proof is complete. ut

Since Kurzweil–Stieltjes integration extends Lebesgue–Stieltjes integration
(see [23, Theorem 24.36]), we immediately obtain the following result, which
complements the information given in Theorem 5.4 and generalizes a well–
known result when g is the identity (see [21, Theorem 7.21]).

Corollary 6.3. Let F : [a, b] −→ R satisfy the conditions in Theorem 6.2. If
F ′g ∈ L1

g([a, b)), then F is g–absolutely continuous on [a, b] and (25) holds in
the Lebesgue–Stieltjes sense with integrals on [a, x).

Our next corollary extends to g–derivatives the well–known Barrow’s rule.

Corollary 6.4. Let F : [a, b] −→ R satisfy the conditions in Theorem 6.2. If
h : [a, b] −→ R is continuous and coincides with F ′g in [a, b] \ Cg, then (25)
holds in the Riemann–Stieltjes sense.
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When Cg = ∅ = Dg (for instance, when g is the identity), the assumptions
in Theorem 6.2 reduce to “F is g–differentiable everywhere in [a, b].” Therefore
Theorem 6.2 contains as a particular case the usual fundamental theorem for
the Kurzweil integral.

It is worthy of remark that the assumptions in Theorem 6.2 cannot be
removed in general. Indeed, (25) fails for x = b if g(x) = 0 for all x ∈ R
and F (x) = 0 for all x ∈ [a, b) and F (b) = 1 (in this case g is constant on
[0, 1] while F is not). Similarly easy examples show that we cannot remove
the left–continuity assumption of F at discontinuity points of g: (25) fails for
x = b if g(x) = x for x ≤ (a + b)/2 and g(x) = x + 1 for x > (a + b)/2, and
F (x) = 0 for all x ∈ [a, (a + b)/2), F (x) = 1 for all x ∈ [(a + b)/2, b] (notice
that F ′g(x) = 0 for all x ∈ [a, b]).

A second fundamental theorem for the Kurzweil–Stieltjes integral comple-
ments Theorem 2.4. Interestingly, we base the proof on the generalization of
the Botsko Covering Lemma that we prove as Lemma 4.3. Anyway it is fair to
mention that the basic arguments are borrowed from [2, Theorem 5.9], where
the particular case of g(x) = x is treated.

Theorem 6.5. Let f ∈ Kg([a, b]) and define for each x ∈ [a, b]

F (x) =

∫ x

a

f(y) dg(y).

Then F is regulated on [a, b] and it is continuous from the right (or from the
left) where g is. Moreover, there exists a g–null set Z ⊂ [a, b] such that

F ′g(x) = f(x) for all x ∈ [a, b)\Z. (32)

In particular, if g is continuous at b, then F ′g(x) = f(x) for g–almost all
x ∈ [a, b].

Proof. The continuity properties of F are proven in [23, Theorem 24.25].
We know from [24, Theorem 1.19] that if x ∈ [a, b) ∩Dg, then

f(x) =
F (x+)− F (x)

g(x+)− g(x)
,

hence F ′g(x) = f(x); see also [10, Theorem 2.2].
Let us prove now that F ′g+

(x) = f(x) for g–almost all x ∈ (a, b)\Dg, where

F ′g+
(x) denotes the right-hand side g–derivative. As in the proof of Theorem

4.1, it suffices to prove that F ′g+
(x) = f(x) for g–almost all x ∈ (a, b)\(Dg∪A),
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where A = Cg∪Ng is as in (2.1). Remember that for every x ∈ (a, b)\(Dg∪A)
we have g(x) 6= g(y) if x 6= y.

Let E denote the set of points of (a, b)\(Dg ∪A) at which either F ′g+
does

not exist or F ′g+
is different from f . If x ∈ E, then we can find α(x) > 0 such

that for all s > 0 there is some yx,s ∈ [a, b] such that x < yx,s < x+ s and∣∣∣∣∣F (yx,s)− F (x)

g(yx,s)− g(x)
− f(x)

∣∣∣∣∣ > α(x).

Since F and g are continuous from the left at yx,s and x, there exist ax,s ∈
(x− s, x) and bx,s ∈ (x, yx,s) such that∣∣∣∣∣F (bx,s)− F (ax,s)

g(bx,s)− g(ax,s)
− f(x)

∣∣∣∣∣ > α(x).

We can assume without loss of generality that ax,s, bx,s 6∈ Dg, and therefore∣∣∣F (bx,s)− F (ax,s)− f(x)(g(bx,s)− g(ax,s))
∣∣∣ > α(x)(g(bx,s)− g(ax,s)) (33)

= α(x)µg((ax,s, bx,s)).

For each n ∈ N we define En = {x ∈ E : α(x) ≥ 1/n}, and we note that
E = ∪En. So it suffices to prove that µg(En) = 0 for each n ∈ N. Reasoning
by contradiction, assume that for some fixed n ∈ N we have µ∗g(En) = ε0 > 0.

Since f ∈ Kg([a, b]) we can find a gauge δ0 in [a, b] such that if P =
([xj−1, xj ], ξj)

m
j=1 is a δ0–fine partition of [a, b], then∣∣∣∣∣∣

m∑
j=1

f(ξj)(g(xj)− g(xj−1))−
∫ b

a

f dg

∣∣∣∣∣∣ ≤ ε0

7n
. (34)

The family of open intervals F = {(ax,s, bx,s) : x ∈ En , s = δ0(x)} covers
En. We deduce from Lemma 4.3 that there are intervals from F , I1 = (a1, b1),
I2 = (a2, b2), . . . , Ip = (ap, bp) which are pairwise disjoint and satisfy

p∑
j=1

µg(Ij) ≥ ε0/3. (35)

For each Ij we denote by xj the point x ∈ En for which (33) is satisfied
with ax,s = aj and bx,s = aj , and (aj , bj) ⊂ (xj − δ0(x), xj + δ0(x)). Since
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([aj , bj ], xj)
p
j=1 is a subpartition of a δ0–fine partition of [a, b] for which (34)

holds, we deduce from the Saks–Henstock Lemma that

p∑
j=1

∣∣∣∣∣f(xj)(g(bj)− g(aj))−
∫ bj

aj

f dg

∣∣∣∣∣ ≤ 2
ε0

7n
; (36)

see [23, Theorem 24.23 (ii)]. On the other hand, the definition of F and (33)
ensure that

p∑
j=1

∣∣∣∣∣f(xj)(g(bj)− g(aj))−
∫ bj

aj

f dg

∣∣∣∣∣ ≥
p∑
j=1

α(xj)(g(bj)− g(aj))

≥ 1

n

p∑
j=1

µg(aj , bj). (37)

Now (37) and (36) yield

p∑
j=1

µg(Ij) ≤ 2ε0/7 < ε0/3,

which contradicts (35). We have thus proven that µg(E) = 0, and therefore
F ′g+

(x) = f(x) for g–almost all x ∈ [a, b).

A similar argument shows that an analogous result is true for F ′g−, the

left-hand side g–derivative of F , and then the proof is complete. ut
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