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ON INTERVAL BASED GENERALIZATIONS
OF ABSOLUTE CONTINUITY FOR

FUNCTIONS ON Rn

Abstract

We study notions of absolute continuity for functions defined on Rn

similar to the notion of α-absolute continuity in the sense of Bongiorno.
We confirm a conjecture of Malý that 1-absolutely continuous functions
do not need to be differentiable a.e., and we show several other patholog-
ical examples of functions in this class. We establish some containment
relations of the class 1-ACWDN which consits of all functions in 1-AC
which are in the Sobolev space W 1,2

loc , are differentiable a.e. and satisfy
the Luzin (N) property, with previously studied classes of absolutely
continuous functions.

1 Introduction

The classical Vitali’s definition says that when Ω ⊆ R, a function f : Ω −→ R
is absolutely continuous if for all ε > 0, there exists δ > 0 so that for every finite
collection of disjoint intervals {[ai, bi]}ki=1 ⊂ Ω we have (below Ln denotes the
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Lebesgue measure on Rn)

k∑
i=1

L1[ai, bi] < δ ⇒
k∑
i=1

|f(ai)− f(bi)| < ε. (1.1)

The study of the space of absolutely continuous functions on [0, 1] and their
generalizations to domains in Rn is connected to the problem of finding regular
subclasses of Sobolev spaces which goes back to Cesari and Calderón [11, 9].
On the other hand, the Banach space of generalized absolutely continuous
functions on [0, 1] is closely related to the famous James space, and it is an
example of a separable space not containing `1 but with a non-separable dual
[22, 21]. Moreover it has a very rich subspace structure [1, 2], but several
questions about the Banach space structure of this space remain open, see [1].

There are several natural ways of generalizing the definition of absolute
continuity for functions of several variables (cf. [12, 20, 28, 34, 1]).

One approach is to replace the intervals in the antecedent of (1.1) by
balls in Rn and differences in the conclusion of (1.1) by oscillations of f on
the images of balls from (1.1). This approach goes back to Banach, Vitali
and Tonelli [5, 31, 30] (cf. [20]). More recently Malý [26] suggested another
fruitful approach which is to replace the intervals in the antecedent of (1.1) by
balls of a selected norm in Rn and replace sums in the conclusion of (1.1) by
sums of oscillations raised to the power equal to the dimension of the domain
space. This generalized notion gives functions in the Sobolev space W 1,n

loc (Ω),
when Ω ⊂ Rn, and it has been extensively studied by Malý, Csörnyei, Hencl
and Bongiorno [13, 17, 18, 19, 8]. Csörnyei [13] proved that this notion does
depend on the shape of the balls substituted for intervals in (1.1). Thus the
incomparable classes Q-AC and B-AC are defined where cubes (i.e. balls in
the `n∞-norm) or Euclidean balls are used, respectively. Hencl [17] introduced a
shape-independent class ACH (see Definition 2.2) which contains both classes
Q-AC and B-AC and so that ACH is contained in the Sobolev space W 1,n

loc

and that all functions in ACH are differentiable a.e. and satisfy the Luzin (N)
property and the change of variable formula.

Bongiorno [6] introduced another generalization of Vitali’s classical def-
inition for functions of several variables, which is simultaneously similar to
Arzelà’s notion of bounded variation for functions on R2, cf. [12], and to
Malý’s definition [26].

Definition 1.1. (Bongiorno [6]) Let 0 < α < 1. A function f : Ω → Rl,
where Ω ⊂ Rn is open, is said to be α-absolutely continuous (denoted
α-AC(n)(Ω,Rl) or α-AC) if for all ε > 0, there exists δ > 0, such that for any
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finite collection of disjoint α-regular intervals {[ai,bi] ⊂ Ω}ki=1 we have

k∑
i=1

Ln([ai,bi]) < δ ⇒
k∑
i=1

|f(ai)− f(bi)|n < ε. (1.2)

Here, for a ∈ Rl, |a| denotes the Euclidean norm of a, and, given α ∈ (0, 1],
we say that an interval

[a,b]
def
= {x = (xν)nν=1 ∈ Rn: aν ≤ xν ≤ bν , ν = 1, . . . , n}

is α-regular if
Ln([a,b])

(maxν |aν − bν |)n
≥ α.

Note that the class of 1-regular intervals is precisely the class of cubes with
sides parallel to the co-ordinate axes.

Bongiorno [6] showed that for all 0 < α < 1,

Q-AC(n)(Ω,Rl) ( α-AC(n)(Ω,Rl) ( AC
(n)
H (Ω,Rl).

In 2012, Malý [24] asked us about the properties of absolutely continuous
functions in a sense similar to Definition 1.1, but without restriction to α-
regular intervals for a specified 0 < α < 1. This question led us to the
following definitions:

Definition 1.2. We say that a function f : Ω → Rl (Ω ⊂ Rn open) is 0-
absolutely continuous, denoted 0-AC(n)(Ω,Rl) or 0-AC, (resp. strongly
0-absolutely continuous, denoted strong-0-AC(n)(Ω,Rl) or strong-0-AC) if for
every ε > 0, there exists δ > 0, such that for any finite collection of disjoint
arbitrary intervals {[ai,bi] ⊂ Ω}ki=1 we have

k∑
i=1

|ai − bi|n < δ ⇒
k∑
i=1

|f(ai)− f(bi)|n < ε, (1.3)

respectively,

k∑
i=1

Ln([ai,bi]) < δ ⇒
k∑
i=1

|f(ai)− f(bi)|n < ε. (1.4)

Note that the antecedent of implication (1.3) is equivalent to the antecedent
of (1.2), since intervals in (1.2) are α-regular for a fixed α ∈ (0, 1], so the
notion of the α-absolute continuity is naturally extended by the notion of the
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0-absolute continuity, despite the visual similarity of the conditions (1.2) and
(1.4). In fact, the antecedent of (1.4) is much weaker than that of (1.2), since
there is no assumption of α-regularity of intervals.

We show that, when n ≥ 2, the condition (1.4) characterizes constant func-
tions, and (1.3) characterizes functions that are locally L-Lipschitz (Section 3).

The main goal of this paper is to study an analog of Bongiorno’s notion
for α = 1.

Definition 1.3. We say that a function f : Ω → Rl (Ω ⊂ Rn open) is 1-
absolutely continuous, denoted 1-AC(n)(Ω,Rl) or 1-AC, if for every ε > 0,
there exists δ > 0, such that for any finite collection of disjoint 1-regular
intervals {[ai,bi] ⊂ Ω}ki=1 we have

k∑
i=1

Ln([ai,bi]) < δ ⇒
k∑
i=1

|f(ai)− f(bi)|n < ε.

We show that the class 1-AC is not contained in ACH . We show that,
similarly as the Sobolev space W 1,n(Ω), when Ω ⊂ Rn and n > 1, cf. [15, 25],
the class 1-AC contains functions with pathological properties such as:

(i) bounded but nowhere continuous,

(ii) continuous but nowhere differentiable,

(iii) differentiable a.e. but without the Luzin (N) property.

However we prove that every function in 1-AC has a directional derivative
in the direction (1, . . . , 1) at a.e. point of the domain (Theorem 5.8).

Moreover the class 1-AC is useful for the study of the Bongiorno’s classes
α-AC. Namely, in [29] it is proved that

Theorem 1.4. ([29, Theorem 3.2]) For all 0 < α < 1,

α-AC = 1-AC ∩ACH .

We finish the paper by showing where the class 1-ACWDN, (consisting of
all functions in 1-AC which are in the Sobolev space W 1,n

loc , are differentiable
a.e. and satisfy the Luzin (N) property) fits in the hierarchy of previously
studied classes. Namely we prove that (Theorem 5.9):

Q-AC ( α-AC = 1-ACWDN ∩ACH ⊆ 1-ACWDN

( 1-ACWDN ∪ACH ( lin span(1-ACWDN ∪ACH) ⊆ 1-ACHWDN,

1-ACDN \ACH 6= ∅,
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where 1-ACHWDN denotes the set of functions in 1-ACH (see Defnition 4.1
and Remark 4.3) which are in the Sobolev space W 1,2

loc , are differentiable a.e.,
and satisfy the Luzin (N) property. We pose some open questions.

On the other hand, we observe that a small adjustment of the function
constructed by Csörnyei in [13, Theorem 2] (see (5.12) below) shows that

1-ACWDN \ B-AC 6= ∅, and B-AC \ 1-ACWDN 6= ∅.

2 Preliminaries

Let C0(Rn,Rl) denote the set of all continuous functions f : Rn → Rl with
compact support. For f ∈ C0(Rn,Rl), and a measurable set A ⊂ Rn, let
osc(f,A) denote the oscillation of f on A, i.e.

osc(f,A) = diamf(A).

Let K0 ⊂ Rn be a fixed symmetric closed convex set with non-empty interior,
and let K denote the set of all balls of Rn in the norm defined by set K0, i.e.,

K = {a+ rK0 : a ∈ Rn, r > 0}.

Definition 2.1. (Csörnyei [13]) We say that a function f ∈ C0(Rn,Rl) is
absolutely continuous with respect to K (denoted f ∈ K-AC) if for
every ε > 0, there exists δ > 0 such that for every finite collection of disjoint
sets {Ki}ki=1 ⊂ K,

k∑
i=1

Ln(Ki) < δ ⇒
k∑
i=1

oscn(f,Ki) < ε.

Malý [26] considered functions absolutely continuous with respect to the
family B of Euclidean balls in Rn and showed that all functions in B-AC are
differentiable a.e. and satisfy the change of variables formula, similarly as
functions in Q-AC, where Q denotes the family of cubes, i.e. balls in the `n∞-
norm. Csörnyei [13] and Hencl and Malý [19] showed that the classes B-AC
and Q-AC are incomparable.

In 2002, Hencl [17] introduced the following shape-independent class of
absolutely continuous functions which contains both classes Q-AC and B-AC.

Definition 2.2. (Hencl [17]) We say that a function f : Ω → Rl (Ω ⊂ Rn

open) is in AC
(n)
H (Ω,Rl) (briefly ACH) if there exists λ ∈ (0, 1) (equivalently,
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for all λ ∈ (0, 1)) so that for all ε > 0, there exists δ > 0 so that for any finite
collection of disjoint closed balls {B(xi, ri) ⊂ Ω}ki=1

k∑
i=1

Ln(B(xi, ri)) < δ ⇒
k∑
i=1

oscn(f,B(xi, λri)) < ε.

Hencl [17] proved that ACH ⊂W 1,n
loc and that all functions in ACH are dif-

ferentiable a.e. and satisfy the Luzin (N) property and the change of variables
formula.

3 Classes 0-AC and strong-0-AC

The main result of this section is the following.

Theorem 3.1. Let n ≥ 2, Ω ⊂ Rn be open and connected, and f : Ω → Rl.
Then:

(a) f ∈ strong-0-AC if and only if f is constant on Ω,

(b) f ∈ 0-AC if and only if f is locally L-Lipschitz on Ω, i.e. there exists
L > 0 so that for all a ∈ Ω, there exists an open neighborhood Ua of a
so that f is Lipschitz with constant L on Ua.

Remark 3.2. It is well known that if a function f is locally L-Lipschitz on
a quasiconvex set Ω, then f is Lipschitz on Ω. Recall that a set Ω is called
quasiconvex if there exists C > 0, so that every pair of points a,b ∈ Ω can
be joined by a curve γ in Ω such that length(γ) ≤ C|a − b|, where by the
length of a curve we mean as usual the quantity,

length(γ)
def
= sup

N−1∑
i=0

|γ(ti+1)− γ(ti)|,

where the supremum is taken over all partitions 0 = t0 < t1 < · · · < tN = 1
for a curve γ : [0, 1]→ Ω.

For a simple example of a function f : Ω −→ R2 which is locally 1-Lipschitz
on Ω ⊂ R2, and thus it is in 0-AC(2)(Ω,R), but is not Lipschitz on Ω, take Ω
to be the “slit plane” Ω = {(r, θ) : 0 < r < ∞,−π < θ < π} ⊂ R2, in polar
coordinates, and put f(r, θ) = (r, θ/2).

Proof. (a) It is enough to show that every strong-0-AC(n)(Ω,Rl) function f
is constant. Clearly, if f ∈ strong-0-AC(n)(Ω,Rl) then f is continuous on Ω.



On Interval Based Generalizations of Absolute Continuity 55

Since Ω is open and connected, it is enough to show that for every a ∈ Ω there
exists r > 0 such that B(a, r) ⊂ Ω and

∀b ∈ B(a, r), f(b) = f(a). (3.1)

To see this, fix ε > 0 and b ∈ B(a, r). For each j = 0, 1, . . . , n, put

(c(j))i =

{
bi, if i ≤ j,
ai, if i > j.

Then c(0) = a, c(n) = b, for each 0 ≤ j ≤ n, c(j) ∈ B(a, r), and c(j) and
c(j+1) differ only on the (j + 1)-th coordinate. Since f is continuous, there
exists δ1 > 0, such that for all 0 ≤ j ≤ n and all x with |x − c(j)| < δ1 we
have x ∈ B(a, r), and

|f(c(j))− f(x)| < ε

2n
. (3.2)

To create non-degenerate intervals of small measure, for t > 0, we put

(x(j)(t))i =

{
(c(j))j , if i = j,

(c(j))i + t sgn((c(j))j − (c(j))j), if i 6= j.

Then, for j = 1, . . . , n,

|x(j)(t)− c(j)| =
√
n− 1 t, (3.3)

and Ln([x(j), c(j−1)] = tn−1|aj − bj |. By (1.4), there exists δ2 > 0, such that
if tn−1|aj − bj | ≤ tn−1r < δ2, then

|f(c(j−1))− f(x(j)(t))|n <
( ε

2n

)n
. (3.4)

Let δ = min(δ1/
√
n− 1, (δ2/r)

1/(n−1)) and 0 < t < δ. Then, by (3.2),
(3.3) and (3.4), we have

|f(c(j))− f(c(j−1))| ≤ |f(c(j))− f(x(j)(t))|+ |f(x(j)(t))− f(c(j−1))|

<
ε

2n
+

ε

2n
=
ε

n
.

Thus

|f(a)− f(b)| ≤
n∑
j=1

|f(c(j))− f(c(j−1))| < n
ε

n
= ε.
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Since ε > 0 is arbitrary, this proves (3.1), and ends the proof of part (a).
(b) To see that locally L-Lipschitz functions are 0-absolutely continuous,

suppose that f : Ω → Rl is locally L-Lipschitz for some L > 0. Then, by
compactness, for any interval [a,b] ⊆ Ω there exists a finite set {ti}Ni=1 ⊂ [0, 1]
so that 0 = t1 < · · · < tN = 1 and f is L-Lipschitz on each subinterval
{a + t(b− a) : t ∈ [ti, ti+1]}. Thus

|f(a)− f(b)| ≤
N−1∑
i=1

|f(a + ti+1(b− a))− f(a + ti(b− a))|

≤
N−1∑
i=1

L|(a + ti+1(b− a))− (a + ti(b− a))| = L|a− b|.

(3.5)

By (3.5), for any ε > 0, and for any finite collection of non-overlapping

arbitrary intervals {[ai,bi] ⊂ Ω}ki=1 with
∑k
i=1 |ai − bi|n < δ = ε

Ln , we have

k∑
i=1

|f(ai)− f(bi)|n ≤
k∑
i=1

Ln|ai − bi|n < Ln · ε
Ln

= ε,

which completes the proof.
The proof in the other direction is smilar. Let δ > 0 be such that (1.3) is

satisfied with ε = 1. Let a ∈ Ω and r > 0 be such that B(a, nr) ⊆ Ω. For
any b ∈ B(a, r), let k ∈ N be such that δ/2 ≤ |a − b|n/kn−1 < δ. We split
the interval [a,b] into k subintervals of equal length, i.e. for i = 0, . . . , k we
define points ai = a + i(b− a). Then, for each i, [ai−1 − ai] ⊆ B(a, nr), and

k∑
i=1

|ai − ai−1|n = k
( |b− a|

k

)n
< δ.

Thus, by (1.3), the Jensen’s inequality, and the definition of k, we have

|f(b)− f(a)|n ≤ kn−1
k∑
i=1

|f(ai)− f(ai−1)|n ≤ kn−1 ≤ 2

δ
|b− a|n.

4 The Hencl type extension of the class 1-AC

We give an analog of Definition 2.2, and we prove that, similarly as for other
classes of absolutely continuous functions, the classes 1-ACλ do not depend
on λ when 0 < λ < 1.
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Following [7], we use the following notation: given an interval [x,y] and
0 < λ < 1, we denote |f([x,y])| = |f(y)− f(x)|, and by λ[x,y] we mean the
interval with center (x + y)/2 and sides of length λ(yν − xν), ν = 1, . . . , n.

Definition 4.1. (cf. [7]) Let α ∈ (0, 1] and λ ∈ (0, 1). A function f : Ω→ Rl

(Ω ⊂ Rn open) is said to be in α-AC
(n)
λ (Ω,Rl) (briefly α-ACλ) if for each

ε > 0, there exists δ > 0 such that for any finite collection of disjoint α-
regular intervals {[ai,bi] ⊂ Ω}ki=1 we have

k∑
i=1

Ln([ai,bi]) < δ ⇒
k∑
i=1

|f(λ[ai,bi])|n < ε. (4.1)

Bongiorno [7] proved that for all α < 1, the class α-ACλ is independent of
λ. We prove the same result for 1-ACλ.

Theorem 4.2. Let 0 < λ1 < λ2 < 1. Then

1-AC
(n)
λ1

(Ω,Rl) = 1-AC
(n)
λ2

(Ω,Rl).

Proof. Clearly, 1-ACλ2
⊆ 1-ACλ1

. For the other direction, suppose f ∈
1-ACλ1

and ε > 0. Fix p ∈ N such that p > 2λ2

(1−λ2)λ1
, and let δ > 0 be such

that (4.1) holds with ε/pn.
Let {[ai,bi] ⊆ Ω} be a finite family of disjoint 1-regular intervals such that∑
i Ln([ai,bi]) < δ, and denote λ2 [ai,bi] = [ci,di]. Then

|f(λ2 [ai,bi])| = |f([ci,di])| ≤
p−1∑
j=0

|f
([

ci +
(di − ci)j

p
, ci +

(di − ci)(j + 1)

p

])
|

Thus there exists j0 ∈ {0, . . . , p− 1} such that for

[ai,bi] =
1
λ1
[
ci +

(di − ci)j0
p

, ci +
(di − ci)(j0 + 1)

p

]
,

we have
|f(λ2 [ai,bi])| ≤ p|f(λ1 [ai,bi])|. (4.2)

Since p > 2λ2

(1−λ2)λ1
, the intervals [ai,bi] ⊆ [ai,bi] and thus are disjoint, and∑

i Ln([ai,bi]) ≤
∑
i Ln([ai,bi]) < δ. Thus, by the choice of δ and (4.2), we

get ∑
i

|f(λ2 [ai,bi])|n ≤ pn
∑
i

|f(λ1 [ai,bi])|n < pn
ε

pn
= ε.
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Remark 4.3. By Theorem 4.2, in analogy with Definition 2.2 and [7], we will

write 1-ACH and 1-AC
(n)
H (Ω,Rl), instead of 1-ACλ and 1-AC

(n)
λ (Ω,Rl).

Corollary 4.4.

AC
(n)
H (Ω,Rl) ⊆ 1-AC

(n)
H (Ω,Rl).

Proof. By the definition of the α-regularity of intervals, if α < 1 then
α-ACH ⊆ 1-ACH . Bongiorno [7] proved that for all α < 1, α-ACH = ACH .
Thus ACH ⊆ 1-ACH .

Remark 4.5. It follows directly from the definitions that 1-AC ⊆ 1-ACH .
We will prove in the next section that 1-ACH \ACH ⊇ 1-AC \ACH 6= ∅, and
that ACH \ 1-AC 6= ∅, see Theorem 5.9.

5 Class 1-AC

To simplify notation, the results of this section, except Theorem 5.8, are stated
for functions defined on subsets of R2 with range in R. However they can be
easily generalized to functions from Ω ⊂ Rn to Rl for any n ≥ 2, l ∈ N.

For d ∈ (0,∞) let Sd ⊂ R2 denote the open square with vertices (±2d, 0),
(0,±2d); and for d = ∞ we set Sd = S∞ = R2. Let d ∈ (0,∞]. First we
restrict our attention to measurable functions f : Sd → R with separated
variables in the sense that there exist functions h, g : (−d, d)→ R so that for
all s, t ∈ (−d, d),

f(sx1 + tx2) = h(s)g(t), (5.1)

where x1 = (−1, 1),x2 = (1, 1), or, equivalently, for all (x, y) ∈ Sd,

f(x, y) = h
(y − x

2

)
g
(y + x

2

)
.

Theorem 5.1. Let d ∈ (0,∞] and f : Sd → R be a measurable function that
satisfies (5.1). Then

(a) if g is constant and h is any measurable function, then f ∈ 1-AC2(Sd,R).

(b) if h is bounded and g is Lipschitz, then f ∈ 1-AC2(Sd,R).

(c) If f ∈ 1-AC2
H(Sd,R), f 6= 0 a.e., and supp(g) ( (−d, d), then g is 1

2 -
Hölder.

Proof of Theorem 5.1. (a) Since f is constant on segments of slope 1,
for any 1-regular interval [a,b] ⊆ Sd we have |f(a) − f(b)|2 = 0. Thus
f ∈ 1-AC2(Sd,R).
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(b) Let M ∈ R be a bound of h(s) and L > 0 be a Lipschitz constant for
g(t). Then for all s, t1, t2 ∈ (−d, d) we have

|f(sx1 + t1x2)− f(sx1 + t2x2)| = |h(s)| · |g(t1)− g(t2)| ≤ML|t1 − t2|. (5.2)

Let ε > 0. Put δ = ε
M2L2 . Let {[ai,bi] ⊂ Sd}ki=1 be any finite collection

of disjoint 1-regular intervals with
∑k
i L2([ai,bi]) < δ. By 1-regularity of

intervals [ai,bi], there exist si, ti,1, ti,2 ∈ (−d, d) so that ai = six1 + ti,1x2,
bi = six1 + ti,2x2 and L2([ai,bi] = |ti,1 − ti,2|2. Thus, by (5.2), we have

k∑
i=1

|f(ai)− f(bi)|2 ≤
k∑
i=1

(ML|ti,1 − ti,2|)2

= M2L2
k∑
i=1

L2([ai,bi]) < M2L2 · δ = ε.

So f ∈ 1-AC2(Sd,R).

(c) Since f is measurable and f 6= 0 a.e., there exists c > 0 and a set
A ⊆ R of positive measure so that |h(s)| ≥ c for all s ∈ A. Fix λ ∈ (0, 1),
and let δ > 0 be such that (4.1) is satisfied for ε = 1. Let σ > 0 be such
that supp(g) ⊆ [−d + σ, d − σ], and fix η < min{δ,L1(A), 1, 2σ}. For any
t, t′ ∈ supp(g) with |t− t′| ≤ λη, there exists k ∈ N, so that

k|t− t′| < λη ≤ (k + 1)|t− t′|. (5.3)
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Since η < L1(A), there exist {si}ki=1 ⊂ A so such that |si − sj | > η/k for
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all i 6= j. Put

ai = six1 +
( t+ t′

2
− 1

λ

|t− t′|
2

)
x2,

bi = six1 +
( t+ t′

2
+

1

λ

|t− t′|
2

)
x2.

(5.4)

Then for all i = 1, . . . , k, {[ai,bi]}ki=1 is a 1-regular interval with the side of
length |t− t′|/λ < η/k < |si− sj |. Thus intervals {[ai,bi]}ki=1 are disjoint and∑k
i=1 L2[ai,bi] = k( 1

λ |t−t
′|)2 < ηk

k2 < δ, and λ[ai,bi] = [six1+tx2, six1+t′x2],
for all i. for all i. Since t, t′ ∈ supp(g) and |t− t′| ≤ λη < λσ, each [ai,bi] is
contained in Sd. Thus, by (4.1), we have

1 >

k∑
i=1

|f(six1 + tx2)− f(six1 + t′x2)|2

=

k∑
i=1

|h(si)|2|g(t)− g(t′)|2

≥ kc2|g(t)− g(t′)|2.

By (5.3) we get

|g(t)− g(t′)|2 ≤ 1

c2k
≤ 2

c2(k + 1)
≤ 2

c2λη
|t− t′|.

Thus g is 1
2 -Hölder for all t, t′ ∈ (−d, d) with |t− t′| < λη. Since g is uniformly

continuous, it is also 1
2 -Hölder for distances larger than λη.

Remark 5.2. It is possible to supplement part (c), by stating that when
f ∈ 1-AC2

H(Sd,R), f 6= 0 a.e., and supp(g) ( (−d, d), then g is in the class V 2

of generalized absolutely continuous functions, based on the 2nd power total
variation of functions on R introduced by Wiener [32] and Young [33]. For any
p ≥ 1, the class V p, is defined in [23] as the class of functions g : (a, b) → R,
(here (a, b) ⊆ R) such that for every ε > 0, there exists δ > 0 such that for all
finite sets of disjoint intervals (tν , t

′
ν) ⊆ (a, b)( k∑

ν=1

|tν − t′ν |p
) 1
p

< δ =⇒
( k∑
ν=1

|g(tν)− g(t′ν)|p
) 1
p

< ε. (5.5)

Indeed, we can proceed in a way analogous to the proof of part (c), and
define points ai,ν ,bi,ν so that for all i, ν the intervals [ai,ν ,bi,ν ] ⊂ Sd are dis-
joint and λ[ai,ν ,bi,ν ] = [six1 + tνx2, six1 + t′νx2]. Then the same computation
as in part (c) shows that g satisfies (5.5) with p = 2.
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Love [23, Theorems 2 and 4] proved that a measurable function f is in the
class V p if and only if

lim
h→0+

Vp(f(x+ h)− f(x); a < x < b− h) = 0, (5.6)

where Vp(f(x); a < x < b) denotes the Wiener-Young p-th power generaliza-
tion of total variation, defined by

Vp(f(x); a < x < b) = sup
{( k∑

i=1

|f(xi)− f(xi−1)|p
) 1
p

}
,

where the supremum is taken over all finite partitions of (a, b).
We note, that the condition (5.6) is similar, but not the same as the classical

characterization of functions in the Sobolev space W 1,p through the p-th power
estimate of the Lp-modulus of continuity of f , i.e. if f ∈ Lp, then f ∈ W 1,p

iff there exists M > 0 so that for all δ > 0,

ω(p)(δ, f) = sup
|ξ|≤δ

∫
(a,b)

|f(x+ ξ)− f(x)|pdx ≤Mδp.

It would be interesting to determine whether there are some conditions on
the function h in (5.1), so that if f ∈ 1-AC2 then g ∈W 1,2, and some, possibly
different, mild conditions on h, so that if g ∈W 1,2 then f ∈ 1-AC2.

On the other hand, it also would be interesting to determine if f ∈ 1-AC2

provided that h is measurable, and bounded, and g is any function in V 2.

Remark 5.3. Since α-AC ⊂ 1-AC, 1-AC and 1-ACH also contain functions

which do not satisfy (5.1). We do not know whether, in general, fs(t)
def
=

f(sx1 + tx2) is 1
2 -Hölder whenever f ∈ 1-AC2

H(Sd,R) and s ∈ (−d, d). How-
ever, in Theorem 5.8 below, we prove that for a.e. s in the domain, fs is
differentiable a.e.

Using Theorem 5.1(c) we can obtain examples of functions with “nice”
properties, but not in 1-ACH . In particular we have:

Corollary 5.4. There exists a function differentiable everywhere which does
not belong to 1-ACH .

Proof. It is enough to take a function satisfying (5.1) with h constant and
g differentiable but not 1

2 -Hölder, e.g. g(t) = t2 sin 1/t4.

On the other hand, using Theorem 5.1(a) and (b) with g constant or Lips-
chitz and appropriately chosen h, we can construct functions in 1-AC2(R2,R)



62 M. Dymond, B. Randrianantoanina, and H. Xu

with various pathological properties. We note that to obtain examples that
do not separate variables in the sense of (5.1), it is enough to use a sum of
described examples and any function in 1-AC. Thus we obtain:

Corollary 5.5. There exist examples of functions f in 1-AC such that

(a) f is bounded and nowhere continuous;

(b) f is continuous, but nowhere differentiable in any direction other than
v = (1, 1).

Proof. The proofs rely on Theorem 5.1. For (a), take g constant and h
discontinuous at every point of (−d, d). For (b) take g : (−1, 1)→ R defined by
g(t) = 1−|t|, and let h : (−1, 1)→ R be any continuous, nowhere differentiable
function. It is easy to see that f is not differentiable at any point p = s0x1 +
t0x2 ∈ supp f in any direction v = v1x1 +v2x2 other than x2 = (1, 1). Indeed,
we have

lim
λ→0

f(p + λv)− f(p)

λ
= lim
λ→0

h(s0 + λv1)g(t0 + λv2)− h(s0)g(t0)

λ

= lim
λ→0

(1− (|t0 + λv2|)h(s0 + λv1)− (1− |t0|)h(s0)

λ

= lim
λ→0

(1− |t0|)
[h(s0 + λv1)− h(s0)

λ

]
∓ lim
λ→0

v2h(s0 + λv1)

= lim
λ→0

(1− |t0|)
[h(s0 + λv1)− h(s0)

λ

]
∓ v2h(s0).

Since v1 6= 0 and h is nowhere differentiable, limλ→0
h(s0+λv1)−h(s0)

λ does not
exist anywhere. Therefore Dvf does not exist at any p ∈ supp f .

Next we show that there exists a function f ∈ 1-AC so that f is differen-
tiable almost everywhere, but f does not satisfy the Luzin (N) property.

Recall that a function f : Rn → Rl is said to satisfy the Luzin (N) property
if Hn(f(E)) = 0 whenever E ⊆ Rn and Ln(E) = 0, where l ≥ n and Hn
denotes the n-dimensional Hausdorff measure on Rl, see e.g. [34].

It is known that all absolutely continuous functions on R and all functions
in ACH satisfy the Luzin (N) property. However, when n > 1, we have the
following:

Theorem 5.6. Suppose n > 1 and l ≥ 1 are integers. Then there exists an
almost everywhere differentiable function f in 1-AC(Rn,Rl) and a set U ⊆ Rn
with Ln(U) = 0 and Ll(f(U)) > 0.
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Remark 5.7. Note that when l ≥ n, any subset of Rl with positive l-dimensio-
nal Lebesgue measure, has positive n-dimensional Hausdorff measure. In fact,
if l > n, the n-dimensional Hausdorff measure of such a set is necessarily
infinite. Hence, Theorem 5.6 shows that functions in the class 1-ACD(Rn,Rl)
(that consists of all almost eveywhere differentiable functions in 1-AC(Rn,Rl))
may be severely expanding; when l ≥ n, the conclusion of Theorem 5.6 is
stronger than the assertion that f does not have the Luzin (N) property.

Proof of Theorem 5.6. Let ϕ : R → [0, 1] be an extension of the Cantor
function (see [10], [14]) on [0, 1] such that ϕ is constant on R \ [0, 1]. Let C
denote the standard ternary Cantor set. Recall that ϕ(C) = [0, 1] and ϕ is
constant on each connected component of [0, 1] \C. Hence, ϕ is differentiable
with derivative zero almost everywhere.

Let p : [0, 1] → Rl−1 denote a space filling curve with Ll−1(p([0, 1])) > 0,
(see [3]). Note that the function p ◦ ϕ : [0, 1] → Rl−1 is differentiable with
derivative zero almost everywhere.

Let x1, . . . ,xn be an orthonormal basis of Rn so that xn = (1/
√
n)(e1 +

. . .+ en). Define a set U ⊆ Rn by

U = {t1x1 + . . .+ tnxn : t1 ∈ C, t2 . . . , tn ∈ R} .

We note that U has Lebesgue measure zero, since it is an isomorphic image of
C × Rn−1. Let f : Rn → Rl be the function defined by

f(t1x1 + . . .+ tnxn) =

{
ϕ(t1) if l = 1,

(p ◦ ϕ(t1), t2) if l > 1.

Then

f(U) =

{
[0, 1] if l = 1,

p([0, 1])× R if l > 1.

Hence, Ll(f(U)) > 0, and f does not have the Luzin (N) property. Further,
note that f is differentiable almost everywhere.

It only remains to verify that f ∈ 1-AC(Rn,Rl). One can check that
each component of the function f has the form given by the generalization of
Theorem 5.1(b) (for Rn rather than R2). By an adaptation of the proof of
Theorem 5.1(b), we get that f ∈ 1-AC(Rn,Rl).

The next theorem contains a positive result about properties of functions
in 1-ACH .

Theorem 5.8. Every function f ∈ 1-AC
(n)
H (Rn,Rl) is differentiable a.e. in

the direction e1 + e2 + · · ·+ en.
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Proof. Let n ≥ 1, xn = e1 + e2 + · · ·+ en and choose vectors x1, . . . ,xn−1 ∈
Rn so that x1, . . . ,xn is an orthogonal basis. In what follows we will identify
Rn−1 with the n− 1 dimensional subspace of Rn spanned by x1, . . . ,xn−1 via
the correspondence s ↔ s1x1 + . . . + sn−1xn−1. For u ∈ Rn, we define a
function fu : R → Rl by fu(t) = f(u + txn). Moreover, given a point t0 ∈ R
and a function g : R→ Rl we define

Lip(g, t0) = lim sup
t→t0

|g(t)− g(t0)|
|t− t0|

. (5.7)

We will show that the set

E := {u ∈ Rn : Lip(fu, 0) =∞}

has n-dimensional Lebesgue measure zero.
We claim that this suffices: Indeed, if E has measure zero then, using

Fubini’s Theorem, we get that for almost every s ∈ Rn−1, Lip(fs+txn , 0) <∞
for almost every t ∈ R. Observe that Lip(fs, t) = Lip(fs+txn , 0) for all s ∈
Rn−1 and t ∈ R. It follows that Lip(fs, t) <∞ for almost every s ∈ Rn−1 and
almost every t ∈ R. Now, applying the Stepanov Theorem [4], we conclude
that for almost every s ∈ Rn−1, fs is differentiable almost everywhere (in
R). Clearly f is differentiable at s + txn in the direction xn if and only if
fs is differentiable at t. Hence f is differentiable in the direction xn almost
everywhere.

We now prove that E has measure zero. Choose δ > 0 such that

N∑
k=1

Ln([ak,bk]) < δ ⇒
N∑
k=1

∣∣∣f(ak + 3bk
4

)
− f

(3ak + bk
4

)∣∣∣n < 1, (5.8)

whenever {[ak, bk]}Nk=1 is a finite collection of disjoint, 1-regular intervals in
Rn. Let {Am}∞m=1 be a countable collection of closed intervals with pairwise
disjoint, non-empty interiors such that Rn =

⋃∞
m=1Am and Ln(Am) < δ for

all m. It suffices to show that the outer measure Ln∗(E ∩Am) = 0 for all m.
Fix m ≥ 1. For each p ∈ N, we define a collection of intervals Vp by

Vp =
{

[a,b] ⊆ Am :

∣∣∣f(a+3b
4

)
− f

(
3a+b

4

)∣∣∣
‖b−a‖

2

≥ p
}
. (5.9)

Note that Vp is a Vitali cover of E ∩ Int(Am). Hence, by the Vitali Cover-
ing Theorem, we can find a collection {Ik = [ak,bk]}∞k=1 of pairwise disjoint
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intervals from Vp such that

Ln∗
(

(E ∩ Int(Am)) \
∞⋃
k=1

Ik

)
= 0.

Choose an integer K ≥ 1 so that
∑K
k=1 Ln(Ik) > Ln∗(E ∩ Am) − 1

p .
Since the intervals Ik are pairwise disjoint and contained in Am we have that∑K
k=1 Ln(Ik) < Ln(Am) < δ. Thus, using (5.8) and (5.9), we get

1 >

K∑
k=1

∣∣∣f(ak + 3bk
4

)
− f

(3ak + bk
4

)∣∣∣n
≥ 2−npn

K∑
k=1

∥∥bk − ak
∥∥n

≥ 2−npn
K∑
k=1

Ln(Ik)

≥ 2−npn
(
Ln∗(E ∩Am)− 1

p

)
.

Hence,

Ln∗(E ∩Am) ≤ 2n

pn
+

1

p
.

Letting p→∞, we deduce that Ln∗(E ∩Am) = 0.

In view of the presented above pathological examples of functions in 1-AC,
it becomes of interest to define the restricted class 1-ACWDN which consists of
all functions in 1-AC which are in the Sobolev space W 1,n

loc , are differentiable
a.e. and satisfy the Luzin (N) property (we will sometimes restrict 1-AC to
only some of these good properties).

Our final result shows where the classes 1-ACWDN fits in the hierarchy of
previously studied classes.

Theorem 5.9. The following holds

Q-AC ( α-AC = 1-ACWDN ∩ACH ⊆ 1-ACWDN

( 1-ACWDN ∪ACH ( lin span(1-ACWDN ∪ACH) ⊆ 1-ACHWDN,
(5.10)

1-ACDN \ACH 6= ∅, (5.11)

and

1-ACWDN \ B-AC 6= ∅, and B-AC \ 1-ACWDN 6= ∅. (5.12)
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Here 1-ACHWDN denotes the set of functions in 1-ACH which are in the
Sobolev space W 1,2

loc , are differentiable a.e. and satisfy the Luzin (N) prop-
erty.

Remark 5.10. We note an open problem which we did not resolve. In view
of all other examples, one would expect that the set 1-ACDN \ 1-ACWDN is
nonempty. However we do not have an example to illustrate this, see also
Remark 5.2. If the function that we construct below to prove (5.11) belongs
to 1-ACWDN, it would also clarify the nature of the third relation in (5.10).

Remark 5.11. Bongiorno [8] introduced another class of absolute continu-
ity denoted ACnΛ(Ω,Rl), or simply ACΛ, so that ACH  ACΛ and all func-
tions in ACΛ are differentiable a.e. and satisfy the Luzin (N) property, but
ACnΛ(Ω,Rl) 6⊂W 1,n

loc (Ω,Rl). It would be interesting to determine what are the
classes 1-AC ∩ACΛ, 1-ACH ∩ACΛ and 1-ACHWDN ∩ACΛ.

It also would be interesting to determine what are the relations between
ACΛ ∩W 1,n

loc , 1-ACHWDN and the linear span of 1-ACWDN ∪ACH .

Proof of Theorem 5.9. The first containment of (5.10) is due to Bon-
giorno [6]. The next equality follows from Theorem 1.4, since all functions
in ACH are in the Sobolev space W 1,2

loc , are differentiable a.e. and satisfy the
Luzin (N) property. All following containments are clear.

The proof of (5.11) is technical and we postpone it till the end. The
Bongiorno’s example [6, Example 4.(1)] shows that

ACH \ 1-ACWDN 6= ∅. (5.13)

Since both ACH and 1-ACWDN are linearly closed it follows from (5.13)
that lin span(1-ACWDN ∪ACH) \ (1-ACWDN ∪ACH) 6= ∅.

The first part of (5.12) follows from (5.11) since B-AC ⊂ ACH .
The other part of (5.12) follows from a small adjustment of the function

constructed by Csörnyei in [13, Theorem 2].
Indeed, let f be the function defined in [13, Theorem 2]. We rotate f clock-

wise by 90◦ to obtain the function g. Csörnyei showed that f /∈ Q-AC2(Ω,R).
By a similar argument, using the same notation, since the right-upper corner of
each Qmk = [amk,bmk] is a 1-regular interval for m ∈ N and k = 1, 2, . . . , rm,
and since the collection {Qmk} forms a pairwise disjoint system of 1-regular
intervals, we have for the new function g

|g(bmk)− g(amk)| = ωm.

Thus,

∞∑
m=1

rm∑
k=1

|g(bmk)− g(amk)|2 =

∞∑
m=1

rm∑
k=1

ω2
m =

∞∑
m=1

rmω
2
m =

∞∑
m=1

1

4m
=∞.
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Therefore, g /∈ 1-AC2(Ω,Rl). However, by the same argument as in [13,
Theorem 2], g is in B-AC2(Ω,R).

We now prove (5.11). The construction is an adjustment of [13, Theorem 2]
and [6, Example 4.(2)]. Since the construction is very technical we provide all
details for the convenience of the reader. We note that the presented below
example does not satisfy (5.1). We do not know whether an example satisfying
(5.1) exists.

We define f as the sum of an absolutely convergent series of non-negative
continuous functions fm so that the support of each fm is covered by the union
of

rm = 4m−1(m− 1)!m!

pairwise disjoint squares

Qm1, Qm2, . . . , Qmrm ,

with

L2

(
rm+1⋃
k=1

Q(m+1)k

)
<

1

8
L2

(
rm⋃
k=1

Qmk

)
<

(
1

8

)m
L2(Q11), (5.14)

and such that

max fm = ωm
def
=

1

2mm!
.

The square Q11 is arbitrarily chosen in Ω. Assume that, for a given m,
the functions f1, f2, . . . , fm−1 and the squares Qhk, 1 ≤ h ≤ m, 1 ≤ k ≤ rm,
have been defined. We define fm and the squares Q(m+1)j , for j = 1, . . . , rm+1

as follows: for a fixed k ∈ 1, . . . , rm, we put a horizontal and a vertical line
through the midpoint O = (o1, o2) of the square Qmk. Denote by 2d1 the
length of the side of Qmk and by

A1 = (o1 + d1, o2 + d1), A2 = (o1 + d1, o2 − d1),

A3 = (o1 − d1, o2 − d1), A4 = (o1 − d1, o2 + d1),

the verices of the square Qmk.
Let d = 1

2d1. We construct a smaller square A1B1C1D1 in the upper right
corner of the square A1A2A3A4, where

B1 = (o1 + d1, o2 + d), C1 = (o1 + d, o2 + d), D1 = (o1 + d1, o2 + d). (5.15)

The length of side A1B1 = d1−d = d. Note that the interval Tmk = [O,B1] ⊂
Qmk is 1

2 -regular since

L2(Tmk)

d2
1

=
L2[O,B1]

d2
1

=
d · d1

d2
1

=
1

2
. (5.16)
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A1A2

A3 A4

C1

C3

B1

B3

D1

D3

Figure 1: Qmk when m = 2

Similarly we construct a square A3B3C3D3 in the lower left corner of the
square A1A2A3A4, where

B3 = (o1 − d1, o2 − d), C3 = (o1 − d, o2 − d), D3 = (o1 − d, o2 − d1).

Look at the square A1B1C1D1 with the side length equal to d, cf. Figure 1.
For every interval

[ai, bi] =

{
[ d2i ,

d
2i−1 ], i = 1, 2, ...,m− 1,

[0, d
2m−1 ], i = m,

we put 2(m+ 1) small disjoint squares Q(m+1)j inside each strip

Mi =

{
(x, y) ∈ R2, ρ(x, y) ∈

[2ai + bi
3

,
ai + 2bi

3

]
∩�A1B1C1D1

}
,

where ρ(x, y) = |x− o1− d|+ |y− o2− d| (as shaded in Figure 1); and we also
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put 2(m+ 1) small disjoint squares Q(m+1)j inside each strip

M ′i =

{
(x, y) ∈ R2, ρ′(x, y) ∈

[2ai + bi
3

,
ai + 2bi

3

]
∩�A3B3C3D3

}
,

where ρ′(x, y) = |x− o1 + d|+ |y − o2 + d|.
Thus all squaresQ(m+1)j are contained in the union of of squaresA1B1C1D1

and A3B3C3D3, whose union has measure equal to 1
8 of the measure of square

Qmk, so that (5.14) is satisfied.
We require that the distribution of the squares inside the strips is the

following (we will describe the situation for the strip Mi, and the strip M ′i will
be symmetric):
Case 1: if m is even, then we put

1© m/2 + 1 squares Q(m+1)j inside each of the following strips:

Mi ∩
{

(x, y) : x > o1 + d, 0 < y − o2 − d <
d

2i+2

}
;

Mi ∩
{

(x, y) : 0 < x− o1 − d <
d

2i+2
, y > o2 + d

}
;

2© m/2 squares Q(m+1)j into the interval [p1,p2] with endpoints p1,p2 on

the line y = o2+d+(x−o1−d)/2 and so that ρ(p1) = 4
3 ·

d
2i , ρ(p2) = 5

3 ·
d
2i ;

3© m/2 squares Q(m+1)j into the interval [q1,q2] with endpoints q1,q2 on

the line y = o2+d+2(x−o1−d) and so that ρ(q1) = 4
3 ·

d
2i , ρ(q2) = 5

3 ·
d
2i .

Case 2: if m is odd, then we put

4© (m+ 1)/2 squares Q(m+1)j inside each of the strips in 1©;

5© (m+1)/2 squares Q(m+1)j into the interval [p1,p2] with endpoints p1,p2

on the line y = o2 +d+(x−o1−d)/2 and so that ρ(p1) = 4
3 ·

d
2i , ρ(p2) =

5
3 ·

d
2i ;

6© (m+1)/2 squares Q(m+1)j into the interval [q1,q2] with endpoints q1,q2

on the line y = o2 + d+ 2(x− o1− d) and so that ρ(q1) = 4
3 ·

d
2i , ρ(q2) =

5
3 ·

d
2i .

On the square A1B1C1D1 ⊂ Qmk, we define the function fm by fm(x) =
f̃m(ρ(x)), where

f̃m(ρ) =


0, if ρ ≥ d;
iωm
m , if ρ = d/2i, i = 1, 2, . . . ,m− 1;

ωm, if ρ = 0;
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Moreover, on the intervals [ai, bi], i = 1, 2, ...,m, we define f̃m by

f̃m(ρ) =

{
(f̃m(ai)+f̃m(bi))

2 , if ρ ∈ [ 2ai+bi
3 , ai+2bi

3 ];

linear, if ρ ∈ [ai,
2ai+bi

3 ] ∪ [ai+2bi
3 , bi].

We perform the same construction in the square A3B3C3D3.
On the polygon B1C1D1B3C3D3 the function fm is constant along the

lines with slope 1. Outside the polygon B1A1D1B3A3D3 the function fm is
0. We define the function

f =

∞∑
m=1

fm.

For every x ∈ Ω, there exists the mx ∈ N such that for all m ≥ mx,
fm(x) = 0. Thus f is well defined.

Claim 1: f is differentiable almost everywhere.

By the Rademacher-Stepanov theorem (see e.g. [16, Theorem 3.1.9], a
short proof in [27]), it is enough to prove that Lip(f, x) < ∞ for a.e. x ∈ Ω,
where Lip(f, x) was defined in (5.7).

For every x ∈ Ω, there exists the smallest mx ∈ N such that for all m ≥ mx,
fm(x) = 0 and without loss of generality mx > 1. Moreover for every x there
exists a neighborhood B(x, r) such that for any y ∈ B(x, r) and any m 6= mx,
we have fm(x) = fm(y). Thus Lip(f, x) = Lip(fmx , x). Since functions fm are
Lipschitz for every m, we conclude that Lip(fmx , x), and thus also Lip(f, x),
is finite.

Claim 2: f satisfies the Luzin (N) property.

This is clear since f scalar valued.

Claim 3: f /∈ 1
2 -AC2(Ω,R).

By (5.16) for each m ∈ N, and k = 1, 2, . . . , rm, the disjoint intervals
Tmk ⊂ Qmk are 1

2 -regular, and by (5.14), for every δ > 0, there exists m0 ∈ N
so that

L2

( ∞⋃
m=m0

rm⋃
k=1

Tmk

)
<

1

7 · 8m0−2
L2(Q11) < δ.

Since, for each m ∈ N, and k = 1, 2, . . . , rm, |f(Tmk)| = ωm, we have

∞∑
m=m0

rm∑
k=1

|f(Tmk)|2 =

∞∑
m=m0

rm∑
k=1

ω2
m =

∞∑
m=m0

rmω
2
m =

∞∑
m=m0

1

4m
=∞.
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Therefore, f /∈ 1
2 -AC2(Ω,R).

Claim 4: f ∈ 1-AC2(Ω,R) \AC2
H(Ω,R).

By Theorem 1.4 and Claim 3, it is enough to show that f is in 1-AC2(Ω,R).
To see this, first note that, by an adaptation of [13, Lemma 3], for every

1-regular interval I = [a,b], there exists an index m = m(I), so that,

|f(a)− f(b)|2 ≤ 16|fm(I)(a)− fm(I)(b)|2.

Let

D1 =

{
I = [a,b] : I is 1-regular and |fm(I)(a)− fm(I)(b)| ≤ 9

ωm(I)

m(I)

}
,

D2 =

{
I = [a,b] : I is 1-regular and |fm(I)(a)− fm(I)(b)| > 9

ωm(I)

m(I)

}
.

We will prove that there exist two measures µ1 and µ2, absolutely contin-
uous with respect to the Lebesgue measure, such that

|fm(I)(a)− fm(I)(b)|2 ≤ µ1([a,b]) (5.17)

for each [a,b] ∈ D1, and

|fm(I)(a)− fm(I)(b)|2 ≤ µ2([a,b]) (5.18)

for each [a,b] ∈ D2.

If such measures exist, then the absolute continuity of µ1 and µ2 implies
that for all ε > 0, there exists δ > 0, such that for each finite collection of

non-overlapping 1-regular intervals {[aj ,bj ]} with L2(
⋃
j

[aj ,bj ]) < δ,

µ1(
⋃
j

[aj ,bj ]) <
ε

32
, µ2(

⋃
j

[aj ,bj ]) <
ε

32
.

Hence, we obtain∑
j

|f(aj)− f(bj)|2 ≤ 16
∑
j

|fm([aj ,bj ])(aj)− fm([aj ,bj ])(bj)|
2

≤ 16
∑
j

µ1([aj ,bj ]) + 16
∑
j

µ2([aj ,bj ])

= 16µ1

(⋃
j

[aj ,bj ]
)

+ 16µ2

(⋃
j

[aj ,bj ]
)
< ε,
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which proves that f ∈ 1-AC2(Ω,R).

Thus, to complete the proof, it is enough to prove the existence of measures
µ1 and µ2.

Existence of the measure µ1

For a fixed 1-regular interval I = [a,b] ∈ D1, let m = m(I) be such that
|f(a) − f(b)| ≤ 4|fm(I)(a) − fm(I)(b)|. If |fm(a) − fm(b)| = 0, then we can
remove this interval [a,b] without affecting our results. If |fm(a)−fm(b)| > 0,
then let I ′ = [a′,b′] be the smallest 1-regular sub-interval of I such that
|fm(a′) − fm(b′)| = |fm(a) − fm(b)|. Then I ′ ⊂ Qmk for some k, and there
are three cases:

a© Both points a′ and b′ are in 4B1C1D1.

b© Both points a′ and b′ are in 4B3C3D3.

c© Point b′ is in 4B3C3D3, and a′ is in 4B1C1D1.

In case c©, let F1 be the intersection point of line a′b′ and the side B1C1 (or
C1D1), and I∗ = [F1,b

′] ⊂ I ′. If |fm(F1)− fm(b′)| > 9ωmm , then we put this
interval I∗ into set D2. If |fm(F1) − fm(b′)| ≤ 9ωmm , then we set I ′ = I∗.
Therefore, combining these cases, without loss of generality, we can assume
that I ′ ⊂ �A1B1C1D1.

For 1 ≤ i ≤ m− 9, we set

Si =
{

x ∈ R2 : ρ(x) ∈
i+9⋃
j=i

[aj , bj ]
}
,

Since |fm(a′) − fm(b′)| ≤ 9ωmm , we have a′,b′ ∈ Si for some integer 1 ≤ i ≤
m−9. Now notice that fm is Lipschitz on

⋃i+9
j=i[aj , bj ] with Lipschitz constant

K =
ωm/2m

1
3 ·
√

2
2 · (bi+9 − ai+9)

≤ ωm/2m
1
3 ·
√

2
2 · (d/2i+9−1 − d/2i+9)

= 3 · 29−1 ·
√

2 · ωm
m
· 1

d/2i
.

Therefore

|fm(a′)− fm(b′)|2 ≤ 9 · 217 · ω
2
m

m2
· (diamI ′)2

(d/2i)2
.
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Since (diamI ′)2 ≤ 2L2(I ′) and L2(Si) < 8 · (d/2i)2, we have

|fm(b′)− fm(a′)|2 ≤ 9 · 221 · ω
2
m

m2
· L

2(I ′)

L2(Si)

=

∫
I′

9 · 221 · ω
2
m

m2
· 1

L2(Si)
.

Thus if we set µ1 =
∫
g, where

g(x) = 9 · 221 ·
∞∑
m=1

rm∑
k=1

m−9∑
i=1

(
ω2
m

m2
· χsi(x)

L2(Si)

)
∈ L1(R2),

then µ1 satisfies (5.17) for each interval [a,b] ∈ D1 (cf. [13, p. 154] for details).

Existence of the measure µ2

Let µ2 be an absolutely continuous measure for which

µ2(Qmk) =
4

m · rm
, m ∈ N, k = 1, . . . , rm.

This measure exists because

rm+1/rm∑
j=1

µ2(Q(m+1)j) =
4

(m+ 1) · rm
<

4

m · rm
= µ2(Qmk),

and
rm∑
j=1

µ2(Qmk) =
4

m
→ 0.

As before, for a fixed 1-regular interval I = [a,b] ∈ D2, let m = m(I)
be such that |f(a) − f(b)| ≤ 4|fm(I)(a) − fm(I)(b)|. Let I ′ = [a′,b′] be the
smallest 1-regular sub-interval of I such that |fm(a′) − fm(b′)| = |fm(a) −
fm(b)|. Then I ′ ⊂ Qmk for some k, and by the argument above, without loss
of generality, we can assume that I ′ ⊂ �A1B1C1D1.

Let

β =
|f(a)− f(b)| ·m

ωm
.

Since I ∈ D2, we have β ≥ 9. For simplicity, we can assume that C1 = (0, 0).
Let j be the smallest integer with ρ(b′) ≥ d

2j , and i be the biggest integer
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with ρ(a′) ≥ d
2j+i . We denote a′ = (a1, a2),b′ = (b1, b2), and, for 1 ≤ v ≤ i,

we set

Sv =
{

x ∈ Rn : ρ(x) ∈
[ d

2j+v
,

d

2j+v−1

]}
.

Let a1t and a2t be the points on the lines y = 2x and y = x/2, respectively,
so that

ρ(a1t) = ρ(a2t) =
t

3
· d

2j+i
, with 4 ≤ t ≤ 5.

Let b1t, b2t and c1t, c2t be the images of the orthogonal projections of a1t,
a2t onto the horizontal line and onto the vertical line through C1, respectively.
Finally let dt = ( t3 ·

d
2j+v , 0), ft = (0, t3 ·

d
2j+v ). Since

|C1 − c1t| = |a1t − b1t| = 2|C1 − b1t| = 2|a1t − c1t|,

|b1t − dt| = |a1t − b1t|, and |a1t − c1t| = |ft − c1t|,

we have
t

3
· d

2j+v
= |C1 − dt| = 3|C1 − b1t|, (5.19)

and
t

3
· d

2j+v
= |C1 − ft| = 3|a1t − c1t|. (5.20)

Moreover, since

|a2t − c2t| = |C1 − b2t| = 2|a2t − b2t| = 2|C1 − c2t|,

|a2t − b2t| = |b2t − dt|, and |c2t − ft| = |a2t − c2t|,

we have
t

3
· d

2j+v
= |C1 − dt| = 3|a2t − b2t|, (5.21)

and
t

3
· d

2j+v
= |C1 − ft| = 3|C1 − c2t|. (5.22)

Therefore, if v ≤ i− 1, by (5.19),

|a1t−b1t| = 2 · |C1−b1t| =
t

32
· d

2j+v−1
>

4

32
· d

2j+v−1
>

d

2j+v−1
≥ d

2j+i
> a2,

and, by (5.22),

|a2t−c2t| = 2 · |C1−c2t| =
t

32
· d

2j+v−1
>

4

32
· d

2j+v−1
>

d

2j+v−1
≥ d

2j+i
> a1.
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Moreover, if v ≤ i− 2, by (5.21)

|a2t − b2t| =
1

3
· |C1 − dt| =

t

32
· d

2j+v
>

4

32
· d

2j+v
>

d

2j+v+2
≥ d

2j+i
> a2,

and, by (5.20),

|a1t − c1t| =
1

3
· |C1 − ft| =

t

32
· d

2j+v
>

4

32
· d

2j+v
>

d

2j+v
≥ d

2j+i
> a1.

Thus, to see that the points a1t,a2t belong to the interval I ′, it suffices to
show that

|a1t − b1t| < b2 and |a2t − b2t| < b2;

|a1t − c1t| < b1 and |a2t − c2t| < b1.

First of all, we have

b1 >
d

2j+3
and b2 >

d

2j+3
.

Indeed, if b1 ≤ d
2j+3 , then b2 >

d
2j+1 . Thus

b2 − a2 >
d

2j+1
− d

2j+i
>

d

2j+3
≥ b1 > b1 − a1,

which contradicts 1-regularity of [a′,b′]. Similarly b2 ≤ d
2j+3 .

Therefore, if v ≥ 4, we have

|a1t − b1t| <
5

32
· d

2j+v−1
<

d

2j+v−1
≤ d

2j+3
< b2;

|a2t − b2t| <
5

32
· d

2j+v
<

d

2j+v
≤ d

2j+3
< b2;

|a1t − c1t| <
5

32
· d

2j+v
<

d

2j+v
≤ d

2j+3
< b1;

|a1t − c1t| <
5

32
· d

2j+v−1
<

d

2j+v−1
≤ d

2j+3
< b1.

In conclusion, we have proved that, if 4 ≤ v ≤ i − 2, then the interval I ′

contains the points a1t,a2t for all 4 ≤ t ≤ 5. Thus I ′ contains the intervals
[a14,a15] and [a24,a25]. Therefore, I ′ covers at least (i − 5)m/2 of the rm+1

squares Q(m+1)h, 1 ≤ h ≤ rm+1. Thus

µ2([a′,b′]) ≥ (i− 5)m · 4

(m+ 1)rm+1
= (i− 5) · 4m

(m+ 1)2
· ω2

m,
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and, since β ≤ m and β ≤ i+ 2, we have

|f(a′)− f(b′)|2 =
β2

m2
· ω2

m ≤
β2

m2
· (m+ 1)2

4m(i− 5)
· µ2([a′,b′])

<
(i+ 2)(m+ 1)2

4(i− 5)m2
· µ2([a′,b′]).

Moreover, since m ≥ 9, we have 5m2 − 22m + 7 > 0. Since i ≥ 9, we have
i(3m2 − 2m+ 1) > 22m2 + 4m+ 2. Thus, (i+ 2)(m+ 1)2 < 2(i− 5)m2, and
hence

|f(a′)− f(b′)|2 < µ2([a′,b′]).
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[26] J. Malý, Absolutely continuous functions of several variables, J. Math.
Anal. Appl., 231 (1999), 492–508.
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