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## Abstract

In this paper the following question is investigated. Given a natural number $r$ and numbers $\alpha_{j}, \beta_{j}$ for $j=0,1, \ldots, r$ satisfying $\alpha_{0}<\alpha_{1}<$ $\cdots<\alpha_{r}$ and

$$
\sum_{j=0}^{r} \beta_{j} \alpha_{j}^{k}= \begin{cases}0 & \text { if } k=0,1, \ldots, r-1 \\ r! & \text { if } k=r\end{cases}
$$

is there a $2 \pi$-periodic, $r-1$ times continuously differentiable function $f$ such that

$$
\begin{aligned}
& \limsup _{h \nearrow 0} h^{-r}\left(\sum_{j=0}^{r} \beta_{j} f\left(x+\alpha_{j} h\right)\right)=\underset{h \searrow 0}{\limsup _{n}} h^{-r}\left(\sum_{j=0}^{r} \beta_{j} f\left(x+\alpha_{j} h\right)\right)=\infty, \\
& \liminf _{h \nearrow 0} h^{-r}\left(\sum_{j=0}^{r} \beta_{j} f\left(x+\alpha_{j} h\right)\right)=\liminf _{h \searrow 0} h^{-r}\left(\sum_{j=0}^{r} \beta_{j} f\left(x+\alpha_{j} h\right)\right)=-\infty \\
& \text { for every } x \in \mathbb{R} \text { ? }
\end{aligned}
$$

## 1 Introduction

### 1.1 Acknowledgement

It is essential to specify that all of the main results presented in this work were obtained jointly with Professor Jan Mařik and were intended for publication jointly as a research paper.
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### 1.2 Reader's Motivation

Let $r$ be a natural number and let $\alpha_{0}<\alpha_{1}<\cdots<\alpha_{r}$. There are numbers $\beta_{j} \neq 0, j=0,1, \ldots, r$ (see Theorem 1) such that

$$
\sum_{j=0}^{r} \beta_{j} \alpha_{j}^{k}= \begin{cases}0 & \text { if } k=0,1, \ldots, r-1 \\ r! & \text { if } k=r\end{cases}
$$

(we denote $0^{0}=1$ ). In this paper the following question is investigated. Is there a $2 \pi$-periodic, $r-1$ times continuously differentiable function $f$ such that

$$
\begin{aligned}
& \limsup _{h \nearrow 0} h^{-r}\left(\sum_{j=0}^{r} \beta_{j} f\left(x+\alpha_{j} h\right)\right)=\limsup _{h \searrow 0} h^{-r}\left(\sum_{j=0}^{r} \beta_{j} f\left(x+\alpha_{j} h\right)\right)=\infty, \\
& \liminf _{h \nearrow 0} h^{-r}\left(\sum_{j=0}^{r} \beta_{j} f\left(x+\alpha_{j} h\right)\right)=\liminf _{h \searrow 0} h^{-r}\left(\sum_{j=0}^{r} \beta_{j} f\left(x+\alpha_{j} h\right)\right)=-\infty
\end{aligned}
$$

for every $x \in \mathbb{R}$ ?
For each finite real function $f$ on $\mathbb{R}=(-\infty, \infty)$ and for each pair of real numbers $x, h$ set (see Notation 1)

$$
L_{g}(f, x, h)=\sum_{j=0}^{r} \beta_{j} f\left(x+\alpha_{j} h\right) .
$$

As a particular case let

$$
L_{c}(f, x, h)=\frac{1}{2^{r}} \sum_{j=0}^{r}(-1)^{r+j}\binom{r}{j} f(x+(2 j-r) h)
$$

The question posed is answered affirmatively for $L_{c}(f, x, h)$ provided $r$ is odd (see Corollary 3).
Also let

$$
L_{p}(f, x, h)=\sum_{j=0}^{r}(-1)^{r+j}\binom{r}{j} f(x+j h)
$$

In this case the answer to the question is also positive provided $r \geq 3$ (see Corollary 4).

## 2 Notation and Elementary Theorems.

Theorem 1. Let $r$ be a natural number and let $\alpha_{0}<\alpha_{1}<\cdots<\alpha_{r}$. There are $\beta_{j}$ such that

$$
\sum_{j=0}^{r} \beta_{j} \alpha_{j}^{k}= \begin{cases}0 & \text { if } k=0,1, \ldots, r-1 \\ r! & \text { if } k=r .\end{cases}
$$

Furthermore $\beta_{0} \cdots \beta_{r} \neq 0$.
(If we have $k=0$ and $\alpha_{j}=0$ for some $j$ then we denote by $\alpha_{j}^{k}=1$.)
Proof. The matrix $\left(\alpha_{j}^{k}\right)$ is a Van der Monde matrix and hence invertible. More precisely

$$
\begin{equation*}
\beta_{j}=\frac{r!}{\prod_{\substack{i=0 \\ i \neq j}}^{r}\left(\alpha_{j}-\alpha_{i}\right)} \tag{1}
\end{equation*}
$$

Notation 1. Let $r, \alpha_{j}, \beta_{j}, j=0,1, \ldots, r$ be as in Theorem 1. For each finite real function $f$ on $\mathbb{R}=(-\infty, \infty)$ and for each pair of real numbers $x, h$ set

$$
L_{g}(f, x, h)=\sum_{j=0}^{r} \beta_{j} f\left(x+\alpha_{j} h\right)
$$

Theorem 2. Let $M \in(0, \infty)$ and let $f$ be a function such that $\left|f^{(r)}(x)\right| \leq M$ for each $x \in \mathbb{R}$. Set $\mu=\frac{M}{r!} \sum_{j=0}^{r}\left|\alpha_{j}^{r} \beta_{j}\right|$. Then, $\left|L_{g}(f, x, h)\right| \leq \mu\left|h^{r}\right| \quad(x, h \in$ $\mathbb{R}$ ).

Proof. Let $x, h \in \mathbb{R}$. Set $a_{k}=\frac{f^{(k)}(x)}{k!} \quad(k=0, \ldots, r-1)$. There are $\xi_{j}$ such that

$$
f\left(x+\alpha_{j} h\right)=\sum_{k=0}^{r-1} a_{k} \alpha_{j}^{k} h^{k}+\alpha_{j}^{r} h^{r} f^{(r)}\left(\xi_{j}\right) / r!
$$

Therefore

$$
L_{g}(f, x, h)=\frac{h^{r}}{r!} \sum_{j=0}^{r} \alpha_{j}^{r} \beta_{j} f^{(r)}\left(\xi_{j}\right)
$$

which easily implies our assertion.

The proof of the following assertion is straight forward.
Theorem 3. Let $d$ be real number. Let $\omega$ be a bounded function on $\mathbb{R}$, which is continuous at 0 and such that

$$
\omega(2 x)=d \omega(x) \quad \text { for each } x \in \mathbb{R}
$$

Then, $\omega$ is constant.
Note that if $d \neq 1$, then $\omega=0$ on $\mathbb{R}$ and if $d=1$, then $\omega=\omega(0)$ on $\mathbb{R}$. The continuity of $\omega$ at 0 is needed only in the case $|d|=1$.

## 3 Auxiliary Theorems.

The proof of the following assertion is easy.
Theorem 4. Let q be a natural number, $0=\gamma_{0}<\gamma_{1}<\gamma_{2}<\cdots<\gamma_{q}$ and let $a_{0}, a_{1}, b_{1}, \ldots, a_{q}, b_{q}$ be real numbers. Set

$$
f(x)=\frac{a_{0}}{2}+\sum_{k=1}^{q}\left(a_{k} \cos \gamma_{k} x+b_{k} \sin \gamma_{k} x\right)
$$

Then for every $x_{0} \in \mathbb{R}$

$$
\begin{array}{r}
a_{j}=2 \lim _{x \rightarrow \infty}\left\{\left(x-x_{0}\right)^{-1} \int_{x_{0}}^{x} f(t) \cos \left(\gamma_{j} t\right) d t\right\} \quad(j=0, \ldots, q) \\
b_{j}=2 \lim _{x \rightarrow \infty}\left\{\left(x-x_{0}\right)^{-1} \int_{x_{0}}^{x} f(t) \sin \left(\gamma_{j} t\right) d t\right\} \quad(j=1, \ldots, q) . \\
\text { If } f \geq 0 \text { on }\left(x_{0}, \infty\right), \text { then }\left|a_{j}\right| \leq a_{0}, \quad\left|b_{j}\right| \leq a_{0} \quad(j=1, \ldots, q) .
\end{array}
$$

Theorem 5. Let $J, K$ be intervals such that $J$ is compact. Let $f$ be a continuous function on $J \times K$, and suppose that for each $x \in J$ there is an $h \in K$ such that $f(x, h)>0$. Then there is a compact interval $M \subset K$ such that

$$
\inf \{\max \{f(x, h) ; h \in M\} ; x \in J\}>0
$$

Proof. Let $K_{1}, K_{2}, \ldots$ be compact intervals,

$$
K_{1} \subset K_{2} \subset \cdots, \bigcup_{n=1}^{\infty} K_{n}=K
$$

For each $x \in J$ and for each $m \in \mathbb{N}$ there is a $h_{m}(x) \in K_{m}$ such that $f\left(x, h_{m}(x)\right)=\max \left\{f(x, h) ; h \in K_{m}\right\}$. Let $G_{m}=\left\{x \in J ; f\left(x, h_{m}(x)\right)>0\right\}$. The sets $G_{m}$ are easily seen to be open in $J$. Since $J$ is compact and since the sets $G_{m}$ are increasing with $m$ with union equal to $J$, there is an $m_{0}$ such that $J \subset G_{m_{0}}$. Then set $M=K_{m_{0}}$. It is easy to show that this choice satisfies the assertion.

Theorem 6. Let $\alpha_{j}, \beta_{j}, j=0,1, \ldots, r$ be as in Theorem 1. Define

$$
\phi(h)=\sum_{j=0}^{r} \beta_{j} \cos \left(\alpha_{j} h\right), \quad \psi(h)=\sum_{j=0}^{r} \beta_{j} \sin \left(\alpha_{j} h\right)
$$

There is a natural number $q$ and real numbers $a_{j}, b_{j}, \gamma_{j}$ such that $0<\gamma_{1}<\gamma_{2}<\cdots<\gamma_{q}$ and

$$
\begin{equation*}
\phi(h)=\frac{a_{0}}{2}+\sum_{j=1}^{q} a_{j} \cos \left(\gamma_{j} h\right), \quad \psi(h)=\sum_{j=1}^{q} b_{j} \sin \left(\gamma_{j} h\right) \tag{2}
\end{equation*}
$$

Proof. The conclusion of the theorem is clear if either $\alpha_{0}>0$ or $\alpha_{0}=$ 0 . Assume $\alpha_{0}<0$ and let $\Gamma=\left\{\left|\alpha_{j}\right| ; j=0,1, \ldots, r\right\}$. Order the positive elements of $\Gamma$ as $0<\gamma_{1}<\gamma_{2}<\cdots<\gamma_{q}$. Let $\gamma_{k} \in \Gamma$. If there are $i<j$ such that $\gamma_{k}=-\alpha_{i}=\alpha_{j}$, then combine the two corresponding terms in $\phi$ into $\left(\beta_{i}+\beta_{j}\right) \cos \left(\gamma_{k} h\right)$ and in $\psi$ into $\left(-\beta_{i}+\beta_{j}\right) \sin \left(\gamma_{k} h\right)$. That's the most difficult case. The other cases are if $\gamma_{k}=-\alpha_{j}$ or if $\gamma_{k}=\alpha_{j}$. The final case to consider is if there is a $j$ with $\alpha_{j}=0$. Then the corresponding term in $\phi$ is $\beta_{j} \cos \left(\alpha_{j} h\right)=\beta_{j}$ and in $\psi$ is $\beta_{j} \sin \left(\alpha_{j} h\right)=0$.

It should be mentioned here that, as a consequence of Theorem 4, the set of functions

$$
\left\{1, \sin \left(\gamma_{k} h\right), \cos \left(\gamma_{k} h\right) ; k=1,2, \ldots, q\right\}
$$

is a linearly independent set of functions, which is why the representations of $\phi$ and $\psi$ in (2) are more useful than the original definitions.
Theorem 7. Let $\alpha_{j}, \beta_{j}, j=0,1, \ldots, r, q, a_{0}, a_{j}, b_{j}, j=1,2, \ldots, q$ and $\phi, \psi$ be as in Theorem 6. For each finite real function $f$ on $\mathbb{R}$ and for each pair of real numbers $x, h$ let $L_{g}$ be as in Notation 1.

1) If $\psi$ is constant, then $r$ is even, $r=2 q, a_{j}=2 \beta_{q-j}=2 \beta_{q+j} \neq 0, b_{j}=$ $0, \gamma_{j}=-\alpha_{q-j}=\alpha_{q+j}, j=1,2, \ldots, q, \quad \alpha_{q}=0$ and

$$
L_{g}(f, x, h)=A_{0} f(x)+\sum_{j=1}^{q} A_{j}\left(f\left(x+\gamma_{j} h\right)+f\left(x-\gamma_{j} h\right)\right)
$$

$$
\text { for some } A_{j} \in \mathbb{R}, j=0,1, \ldots, q
$$

2) If $\phi$ is constant, then $r$ is odd, $r=2 q-1, a_{j}=0, j=0,1, \ldots, q, b_{j}=$ $-2 \beta_{q-j}=2 \beta_{q+j-1}, \gamma_{j}=-\alpha_{q-j}=\alpha_{q+j-1}, j=1,2, \ldots, q$ and

$$
L_{g}(f, x, h)=\sum_{j=1}^{q} B_{j}\left(f\left(x+\gamma_{j} h\right)-f\left(x-\gamma_{j} h\right)\right)
$$

for some $B_{j} \in \mathbb{R}, j=1,2, \ldots q$.
3) At most one of the functions $\phi, \psi$ is constant.

Proof. 1) If $\psi=c$ on $\mathbb{R}$ for some $c \in \mathbb{R}$, since $\psi(0)=0$, we get $c=0$. Therefore $\psi(h)=\sum_{j=0}^{r} \beta_{j} \sin \left(\alpha_{j} h\right)=0$ for every $h \in \mathbb{R}$. By differentiation we get

$$
\sum_{j=0}^{r} \beta_{j} \alpha_{j}^{2 i-1} \cos \left(\alpha_{j} h\right)=0, i=1,2, \ldots \text { for every } h \in \mathbb{R}
$$

For $h=0$

$$
\sum_{j=0}^{r} \beta_{j} \alpha_{j}^{2 i-1}=0, i=1,2, \ldots
$$

If $r$ is odd, then $\sum_{j=0}^{r} \beta_{j} \alpha_{j}^{r}=0$ which contradicts $\sum_{j=0}^{r} \beta_{j} \alpha_{j}^{r}=r!$. Thus $r$ is even. Since $\psi(h)=0$ for every $h$, the linear independence shows that all the coefficients in the representation of $\psi$ in equation (2) are 0 . The only case of Theorem 6 , which does not contradict $\beta_{j} \neq 0, j=0,1, \ldots, r$ with $r=2 q$, is $\gamma_{j}=\alpha_{q+j}=-\alpha_{q-j}, j=1,2, \ldots, q$ and $\alpha_{q}=0$. For each $j=$ $1,2, \ldots, q$, the corresponding term in $\phi$ is $\left(\beta_{q+j}+\beta_{q-j}\right) \cos \left(\gamma_{j} h\right)$ and in $\psi$ is $\left(\beta_{q+j}-\beta_{q-j}\right) \sin \left(\gamma_{j} h\right)$. Consequently $b_{j}=\beta_{q+j}-\beta_{q-j}=0, j=1,2, \ldots, q$, $a_{0}=2 \beta_{q}, a_{j}=2 \beta_{q+j}=2 \beta_{q-j}$, and $\left.\phi(h)=\beta_{q}+2 \sum_{j=1}^{q} \beta_{q+j} \cos \left(\gamma_{j} h\right)\right)$.

Consider now

$$
\begin{aligned}
L_{g}(f, x, h) & =\sum_{j=0}^{2 q} \beta_{j} f\left(x+\alpha_{j} h\right) \\
& =\sum_{j=1}^{q} \beta_{q-j} f\left(x-\gamma_{j} h\right)+\beta_{q} f(x)+\sum_{j=1}^{q} \beta_{q+j} f\left(x+\gamma_{j} h\right) \\
& =A_{0} f(x)+\sum_{j=1}^{q} A_{j}\left(f\left(x+\gamma_{j} h\right)+f\left(x-\gamma_{j} h\right)\right)
\end{aligned}
$$

where $A_{0}=\beta_{q}, A_{j}=\beta_{q+j}=\beta_{q-j}, j=1,2, \ldots, q$.
2) The proof is similar to the proof of part 1) with minor modifications.
3) $r$ can't be both odd and even.

## 4 Main Results.

In this section Theorem 10 (also see Notation 2) indicates what is sufficient to obtain a positive answer to the major question dealt with in the paper and Theorem 8 is the first result, which refers to the methods of succeeding it (see Corollary 1). Theorem 11 (see Notation 2 and Theorem 9) may also have some independent interest.

Notation 2. Let $r, \alpha_{j}, \beta_{j}, j=0,1, \ldots, r$ be as in Theorem 1. Let $V$ be the system of all continuous $2 \pi$-periodic functions $f$ such that for each $x \in \mathbb{R}$ there are $h_{1}, h_{2} \in(-\infty, 0)$ and $h_{3}, h_{4} \in(0, \infty)$ with

$$
\begin{equation*}
(-1)^{i} L_{g}\left(f, x, h_{i}\right)>0 \quad(i=1,2,3,4) . \tag{3}
\end{equation*}
$$

Let $V^{*}$ be the system of all $2 \pi$-periodic functions $f$ such that $f^{(r-1)}$ is continuous on $\mathbb{R}$ and that, for each $x \in \mathbb{R}$,

$$
\begin{gather*}
\limsup _{h \nearrow 0} h^{-r} L_{g}(f, x, h)=\limsup _{h \searrow 0} h^{-r} L_{g}(f, x, h)=\infty \\
\text { and }  \tag{4}\\
\liminf _{h \not 0}^{\lim } h^{-r} L_{g}(f, x, h)=\underset{h \searrow 0}{\liminf _{h}} h^{-r} L_{g}(f, x, h)=-\infty .
\end{gather*}
$$

Let $W$ be the system of all continuous $2 \pi$-periodic functions $f$ such that for each $x \in \mathbb{R}$ there is an $h_{1}>0$ and an $h_{2}<0$ with

$$
L_{g}\left(f, x, h_{i}\right) \neq 0 \quad(i=1,2) .
$$

Let $W^{*}$ be the system of all $2 \pi$-periodic functions $f$ such that $f^{(r-1)}$ is continuous on $\mathbb{R}$ and that, for each $x \in \mathbb{R}$,

$$
\limsup _{h \nearrow 0}\left|h^{-r} L_{g}(f, x, h)\right|=\limsup _{h \searrow 0}\left|h^{-r} L_{g}(f, x, h)\right|=\infty .
$$

Theorem 8. Let $f_{1}(x)=\cos x, f_{2}(x)=\cos x+\sin (2 x)$. Suppose that $\psi(h) \neq 0$ for some $h$. Let $a_{j}$ be as in Theorem 6. If $\left|a_{k}\right|>\left|a_{0}\right|$ for some $k$, then $f_{1} \in V$. If $\phi=0$ on $\mathbb{R}$, then $f_{2} \in V$.

Proof. It is easy to see that

$$
\begin{align*}
& L_{g}(\cos , x, h)=\phi(h) \cos x-\psi(h) \sin x  \tag{5}\\
& L_{g}(\sin , x, h)=\phi(h) \sin x+\psi(h) \cos x \tag{6}
\end{align*}
$$

1) Let $k$ be a number such that $\left|a_{k}\right|>\left|a_{0}\right|$ and let $x \in \mathbb{R}$. It follows from (5) that
$L_{g}\left(f_{1}, x, h\right)=\frac{a_{0} \cos x}{2}+\sum_{j=1}^{q}\left(a_{j} \cos x \cos \left(\gamma_{j} h\right)-b_{j} \sin x \sin \left(\gamma_{j} h\right)\right) \quad(h \in \mathbb{R})$.
a) If $\cos x=0$, then $|\sin x|=1$,

$$
L_{g}\left(f_{1}, x, h\right)=-\psi(h) \sin x=-\sum_{j=1}^{q} b_{j} \sin x \sin \left(\gamma_{j} h\right)
$$

and $L_{g}\left(f_{1}, x,-h\right)=-L_{g}\left(f_{1}, x, h\right) \quad(h \in \mathbb{R})$.
i) If $L_{g}\left(f_{1}, x, \cdot\right) \geq 0$ on $(0,+\infty)$, then by Theorem 4 we have $\left|-b_{j} \sin x\right| \leq$ 0 and consequently $b_{j}=0$ for all $j=1, \ldots, q$. Hence $\psi(h)=0$ for every $h$ contrary to $\psi(h) \neq 0$ for some $h$. Therefore $L_{g}\left(f_{1}, x, h_{3}\right)<$ 0 for some $h_{3} \in(0,+\infty)$. Setting $h_{2}=-h_{3}$, gives $L_{g}\left(f_{1}, x, h_{2}\right)>0$ for some $h_{2} \in(-\infty, 0)$.
ii) If $L_{g}\left(f_{1}, x, \cdot\right) \leq 0$ on $(0,+\infty)$, then

$$
-L_{g}\left(f_{1}, x, h\right)=\sum_{j=1}^{q} b_{j} \sin x \sin \left(\gamma_{j} h\right) \geq 0 \text { for every } h \in(0,+\infty)
$$

As in i), $L_{g}\left(f_{1}, x, h_{4}\right)>0$ for some $h_{4} \in(0,+\infty)$ and setting $h_{1}=$ $-h_{4}$ yields $L_{g}\left(f_{1}, x, h_{1}\right)<0$ for some $h_{1} \in(-\infty, 0)$.
b) If $\cos x \neq 0$, then from (5) it follows that

$$
L_{g}\left(f_{1}, x, h\right)=\frac{a_{0} \cos x}{2}+\sum_{j=1}^{q}\left(a_{j} \cos x \cos \left(\gamma_{j} h\right)-b_{j} \sin x \sin \left(\gamma_{j} h\right)\right) \quad(h \in \mathbb{R}) .
$$

i) If $L_{g}\left(f_{1}, x, \cdot\right) \geq 0$ on $(0,+\infty)$, then by Theorem 4 we have $a_{0} \cos x \geq$ 0 and $\left|a_{j} \cos x\right| \leq a_{0} \cos x=\left|a_{0}\right||\cos x|$ for $j=1,2, \cdots, q$. Because $\cos x \neq 0,\left|a_{j}\right| \leq\left|a_{0}\right|$ for $j=1,2, \cdots, q$ contrary to the assumption that for some $k,\left|a_{k}\right|>\left|a_{0}\right|$. Therefore $L_{g}\left(f_{1}, x, h_{3}\right)<0$ for some $h_{3} \in(0,+\infty)$.
ii) If $L_{g}\left(f_{1}, x, \cdot\right) \leq 0$ on $(0,+\infty)$, then $-L_{g}\left(f_{1}, x, \cdot\right) \geq 0$ on $(0,+\infty)$. As in i), $L_{g}\left(f_{1}, x, h_{4}\right)>0$ for some $h_{4} \in(0,+\infty)$.
iii) If $L_{g}\left(f_{1}, x, \cdot\right) \geq 0$ on $(-\infty, 0)$, then setting $h^{\prime}=-h$ we have

$$
\frac{a_{0} \cos x}{2}+\sum_{j=1}^{q}\left(a_{j} \cos x \cos \left(\gamma_{j} h^{\prime}\right)+b_{j} \sin x \sin \left(\gamma_{j} h^{\prime}\right)\right) \geq 0
$$

for every $h^{\prime} \in(0,+\infty)$. As in i), $L_{g}\left(f_{1}, x, h_{1}\right)<0$ for some $h_{1} \in$ $(-\infty, 0)$.
iv) If $L_{g}\left(f_{1}, x, \cdot\right) \leq 0$ on $(-\infty, 0)$, then setting $h^{\prime}=-h$ we have

$$
\frac{-a_{0} \cos x}{2}+\sum_{j=1}^{q}\left(-a_{j} \cos x \cos \left(\gamma_{j} h^{\prime}\right)-b_{j} \sin x \sin \left(\gamma_{j} h^{\prime}\right)\right) \geq 0
$$

for every $h^{\prime} \in(0,+\infty)$. As in i), $L_{g}\left(f_{1}, x, h_{2}\right)>0$ for some $h_{2} \in$ $(-\infty, 0)$.

Now it is easy to see that $f_{1} \in V$.
2) If $\psi$ is not constant, then $\psi(x), \psi(2 x)$ are linearly independent. Indeed, let for some $c_{1}, c_{2} \in \mathbb{R}, c_{1} \psi(x)+c_{2} \psi(2 x)=0$ for each $x \in \mathbb{R}$. If $c_{2} \neq 0$, then $\psi(2 x)=-\frac{c_{1}}{c_{2}} \psi(x)$ and by Theorem $3, \psi$ is constant contrary to the assumption that $\psi$ is not constant. Thus $c_{2}=0$ and $c_{1} \psi(x)=0$, but $\psi(x) \neq 0$ for some $x$. Therefore $c_{1}=0$.
Suppose that $\phi=0$ on $\mathbb{R}$; let $x \in \mathbb{R}$. First $L_{g}\left(f_{2}, x, h\right)$ must be written in a form that satisfies the hypothesis of Theorem 4. By (5) and (6) and the
property $L_{g}(f(2 \cdot), x, h)=L_{g}(f, 2 x, 2 h)$

$$
\begin{align*}
L_{g}\left(f_{2}, x, h\right) & =-\psi(h) \sin x+\psi(2 h) \cos (2 x)(\text { Apply Theorem 6) } \\
& =\left(\sum_{j=1}^{q}-\left(b_{j} \sin \left(\gamma_{j} h\right)\right)\right) \sin x+\left(\sum_{j=1}^{q} b_{j} \sin \left(2 \gamma_{j} h\right)\right) \cos (2 x) \\
& =\sum_{j=1}^{q}\left(-b_{j} \sin x\right) \sin \left(\gamma_{j} h\right)+\sum_{j=1}^{q}\left(b_{j} \cos (2 x)\right) \sin \left(2 \gamma_{j} h\right) \tag{7}
\end{align*}
$$

Let $0<\delta_{1}<\delta_{2}<\cdots<\delta_{q^{\prime}}$ be the ordering of the set $\left\{\gamma_{j}: j=1, \ldots, q\right\} \cup$ $\left\{2 \gamma_{j}: j=1, \ldots, q\right\}$. Combining terms from the two sums in (7) having the same angle yields

$$
L_{g}\left(f_{2}, x, h\right)=\sum_{j=1}^{q^{\prime}} b_{j}^{\prime} \sin \left(\delta_{j} h\right)=\frac{a_{0}^{\prime}}{2}+\sum_{j=1}^{q^{\prime}} a_{j}^{\prime} \cos \left(\delta_{j} h\right)+\sum_{j=1}^{q^{\prime}} b_{j}^{\prime} \sin \left(\delta_{j} h\right)
$$

where $a_{0}^{\prime}=a_{1}^{\prime}=\cdots=a_{q^{\prime}}^{\prime}=0$. Also it is easy to see that

$$
L_{g}\left(f_{2}, x,-h\right)=-L_{g}\left(f_{2}, x, h\right) \quad(h \in \mathbb{R})
$$

a) If $L_{g}\left(f_{2}, x, \cdot\right) \geq 0$ on $(0, \infty)$, then by Theorem $4\left|b_{j}^{\prime}\right| \leq a_{0}^{\prime}=0 \quad(j=$ $\left.1,2, \ldots, q^{\prime}\right)$ and $L_{g}\left(f_{2}, x, h\right)=0$ for each $h$, but $\psi(h), \psi(2 h)$ are linear independent. Thus $\sin x=\cos (2 x)=0$, a contradiction. Therefore $L_{g}\left(f_{2}, x, h_{3}\right)<0$ for some $h_{3} \in(0,+\infty)$. Setting $h_{2}=-h_{3}$ yields $L_{g}\left(f_{2}, x, h_{2}\right)>0$ for some $h_{2} \in(-\infty, 0)$.
b) If $L_{g}\left(f_{2}, x, \cdot\right) \leq 0$ on $(0, \infty)$, then $-L_{g}\left(f_{2}, x, \cdot\right) \geq 0$ on $(0, \infty)$. As in a), $L_{g}\left(f_{2}, x, h_{4}\right)>0$ for some $h_{4} \in(0,+\infty)$ and setting $h_{1}=-h_{4}$ gives $L_{g}\left(f_{2}, x, h_{1}\right)<0$ for some $h_{1} \in(-\infty, 0)$.

Now it is easy to see that $f_{2} \in V$.

Theorem 9. Let $f_{1}, f_{2}$ be as in Theorem 8. Let $f_{3}(x)=\sin x+\cos (2 x)$. Then at least one of the functions $f_{1}, f_{2}, f_{3}$ is in $W$.

Proof. On account of Theorem 7 at most one of the functions $\phi$ and $\psi$ is constant. If $\phi(h)=0$ for every $h$, then by Theorem $8 f_{2} \in V$. So $f_{2} \in W$. Thus we may assume $\phi(h) \neq 0$ for some $h$.

1) Suppose $\psi(h) \neq 0$ for some $h$ and let $x \in \mathbb{R}$. If $L_{g}(\cos , x, h)=0$ for each $h>0$, then by (5) and Theorem $4, a_{0} \cos x=0$ and if $\cos x \neq 0$, the
function $\phi=0$, otherwise $\cos x=0$ in which case $\psi=0$; i.e., one of the functions $\phi, \psi$ is identically zero contrary to the assumption $\phi \neq 0$ and $\psi \neq 0$. Now we can see easily that $f_{1}=\cos \in W$.
2) Suppose $\psi(h)=0$ for all $h \in \mathbb{R}$ and let $x \in \mathbb{R}$. Then, by (5) and (6), $L_{g}\left(f_{3}, x, h\right)=\phi(h) \sin x+\phi(2 h) \cos (2 x)$. As was shown in the proof of Theorem 8 , the functions $\psi(h)$ and $\psi(2 h)$ are linearly independent. Similarly, the functions $\phi(h)$ and $\phi(2 h)$ are linearly independent. This easily implies that $f_{3} \in W$.

Theorem 10. If $V \neq \emptyset$, then $V^{*} \neq \emptyset$.
Proof. Let $\Phi \in V$. Theorem 5 (where we take $J=[0,2 \pi]$ ) implies that there are positive numbers $\eta, \delta$ and $H$ such that for each $x \in \mathbb{R}$ there are $h_{1}, h_{2} \in[-H,-\delta]$ and $h_{3}, h_{4} \in[\delta, H]$ such that

$$
\begin{equation*}
(-1)^{i} L_{g}\left(\Phi, x, h_{i}\right) \geq \eta \quad(i=1,2,3,4) \tag{8}
\end{equation*}
$$

Set $\delta=\frac{\eta}{2\left(\left|\beta_{0}\right|+\cdots+\left|\beta_{r}\right|\right)}$. There is a trigonometric polynomial $P$ such that $|\Phi-P|<\delta$ on $\mathbb{R}$. There are positive numbers $\lambda, \mu$ (see Theorem 2) such that $\left|L_{g}(P, x, h)\right| \leq \min \left(\mu|h|^{r}, \lambda\right)$ for all $x, h$. Set $A=6 \frac{\mu H^{r}}{\eta}, B=6 \frac{\lambda}{\eta}$. Choose a natural number $a>1+A$ such that

$$
\begin{equation*}
a^{r}>(1+A)(1+B) \tag{9}
\end{equation*}
$$

and define

$$
\begin{equation*}
b=\frac{(1+A)}{a^{r}} \tag{10}
\end{equation*}
$$

Obviously $a^{r-1} b=\frac{(1+A)}{a}<1$ and for $s=0, \ldots, r-1$,

$$
b^{k}\left(a^{k}\right)^{s}=\left(\frac{1+A}{a^{r-s}}\right)^{k} \leq\left(\frac{1+A}{a}\right)^{k}
$$

Since $\sum_{k=0}^{\infty}\left(\frac{1+A}{a}\right)^{k}<\infty$, we have $\sum_{k=0}^{\infty} b^{k}\left(a^{k}\right)^{s}<\infty$, for $s=0, \ldots, r-1$. Thus, taking $s=0$ we may define

$$
f(x)=\sum_{k=0}^{\infty} b^{k} P\left(a^{k} x\right) \quad(x \in \mathbb{R})
$$

Because the sum defining $f$ converges uniformly on $\mathbb{R}$ and because each term is $2 \pi$-periodic, $f$ is $2 \pi$-periodic on $\mathbb{R}$.

To prove that $f$ is $r-1$ times continuously differentiable, first note that for each $s=0,1, \ldots, r-1$ there is a number $M_{s}>0$ such that $\left|P^{(s)}(x)\right| \leq M_{s}$ for all $x \in \mathbb{R}$. Thus for each $k \in \mathbb{N}$

$$
\begin{aligned}
\left|\frac{d^{s}}{d x^{s}} b^{k} P\left(a^{k} x\right)\right| & =\left|b^{k} a^{k s} P^{(s)}\left(a^{k} x\right)\right| \\
& \leq b^{k} a^{k s} M_{s} \leq\left(b a^{r-1}\right)^{k} M_{s} \leq\left(\frac{1+A}{a}\right)^{k} M_{s}
\end{aligned}
$$

Because $\left(\frac{1+A}{a}\right)<1, \sum_{k=0}^{\infty} \frac{d^{s}}{d x^{s}} b^{k} P\left(a^{k} x\right)$ converges uniformly to a continuous function and hence, $f^{(s)}$ exists and is continuous for $s=0,1, \ldots, r-1$.

Now let $x \in \mathbb{R}$. By (8) for $n \in \mathbb{N}$ there is a $T_{n} \in[\delta, H]$ such that

$$
L_{g}\left(\Phi, a^{n} x, T_{n}\right) \geq \eta
$$

Set $t_{n}=T_{n} / a^{n}$. Then

$$
\begin{equation*}
0<t_{n} \leq \frac{H}{a^{n}} \tag{11}
\end{equation*}
$$

It follows from the choice of $\delta$ that $\left|L_{g}(\Phi, \xi, h)-L_{g}(P, \xi, h)\right|<\frac{\eta}{2}$ for all $\xi$ and $h$; thus

$$
\begin{equation*}
L_{g}\left(P, a^{n} x, T_{n}\right) \geq \frac{\eta}{2} \tag{12}
\end{equation*}
$$

Now fix an $n$ and set

$$
\begin{aligned}
S_{1} & =\sum_{k=0}^{n-1} b^{k} L_{g}\left(P, a^{k} x, a^{k} t_{n}\right) \\
Z & =b^{n} L_{g}\left(P, a^{n} x, T_{n}\right), \text { and } \\
S_{2} & =\sum_{k=n+1}^{\infty} b^{k} L_{g}\left(P, a^{k} x, a^{k} t_{n}\right)
\end{aligned}
$$

It is easy to see that $L_{g}\left(f, x, t_{n}\right)=S_{1}+Z+S_{2}$. Hence, we have (see (10), (11) and (12))

$$
\begin{aligned}
\left|S_{1}\right| & \leq \sum_{k=0}^{n-1} b^{k} \mu a^{k r} t_{n}^{r}=\mu t_{n}^{r} \sum_{k=0}^{n-1}(1+A)^{k} \\
& =\frac{\mu}{A} t_{n}^{r}\left((1+A)^{n}-1\right)<\frac{\mu}{A} H^{r}\left(\frac{1+A}{a^{r}}\right)^{n}=\frac{\eta}{6} b^{n}
\end{aligned}
$$

$$
Z \geq \frac{\eta}{2} b^{n}, \text { and }\left|S_{2}\right| \leq \lambda \sum_{k=n+1}^{\infty} b^{k}=\frac{\lambda b^{n+1}}{1-b} .
$$

By (9) and (10) we have $1>b(1+B)$; whence $\frac{b}{1-b}<\frac{1}{B}, \quad\left|S_{2}\right|<\frac{\lambda}{B} b^{n}=$ $\frac{\eta}{6} b^{n}$. It follows that $L_{g}\left(f, x, t_{n}\right) \geq Z-\left|S_{1}+S_{2}\right| \geq \frac{\eta}{6} b^{n}$. As (see (11) and (10)) $\frac{b^{n}}{t_{n}^{r}} \geq b^{n} \frac{a^{n r}}{H^{r}}=\frac{(1+A)^{n}}{H^{r}}$, we have $t_{n}^{-r} L_{g}\left(f, x, t_{n}\right) \rightarrow \infty$. This shows that

$$
\underset{h \searrow 0}{\limsup } h^{-r} L_{g}(f, x, h)=\infty .
$$

The remaining equalities in (4) can be proved similarly.
Corollary 1. If $\psi(h) \neq 0$ for some $h$ and if either $\phi=0$ on $\mathbb{R}$ or $\left|a_{k}\right|>\left|a_{0}\right|$ for some $k$, then $V^{*} \neq \emptyset$.

Proof. This follows from Theorems 8 and 10.

Corollary 2. Let $r, \alpha_{j}, \beta_{j}, j=0,1, \ldots, r$ be as in Theorem 1. If $\alpha_{j} \neq 0$ for all $j=0,1, \ldots, r$, then the corresponding $V^{*} \neq \emptyset$.

Proof. If $\psi(h)=0$ for every $h$, then from Theorem $7, r$ is even, $r=2 q$, and $\alpha_{q}=0$, a contradiction. Therefore

$$
\psi(h) \neq 0 \text { for some } h .
$$

Because $\alpha_{j} \neq 0$ for all $j=0,1, \ldots, r$, it follows that $a_{0}=0$. If there is a $k$ with $\left|a_{k}\right|>0$, then by Theorem $10, V^{*} \neq \emptyset$. If $a_{k}=0$ for all $k$, then $\phi(h)=0$ for all $h$ and hence by Theorem 10, $V^{*} \neq \emptyset$.

Corollary 3. Let $r$ be odd and let $\alpha_{j}=2 j-r, j=0,1, \ldots, r$. Then the corresponding $V^{*} \neq \emptyset$.

Proof. This follows from Corollary 2.
Remark 1. If $r=1,3$, then Corollary 3 is a generalization of [1] and [2] respectively.

Corollary 4. Let $r$ be natural number $r \geq 3$, let $\alpha_{j}=j, j=0,1, \ldots, r$. Then the corresponding $V^{*} \neq \emptyset$.

Proof. From Theorem 1

$$
\beta_{j}=\frac{r!}{\prod_{\substack{i=0 \\ i \neq j}}^{r}\left(\alpha_{j}-\alpha_{i}\right)}=\frac{r!}{\prod_{\substack{i=0 \\ i \neq j}}^{r}(j-i)}=(-1)^{r+j}\binom{r}{j}
$$

Then

$$
\begin{gathered}
\phi(h)=\sum_{j=0}^{r} \beta_{j} \cos \left(\alpha_{j} h\right)=\frac{2 \beta_{0}}{2}+\sum_{j=1}^{r} \beta_{j} \cos \left(\alpha_{j} h\right)=\frac{a_{0}}{2}+\sum_{j=1}^{r} a_{j} \cos \left(\gamma_{j} h\right) \\
\psi(h)=\sum_{j=0}^{r} \beta_{j} \sin \left(\alpha_{j} h\right)=\sum_{j=1}^{r} b_{j} \sin \left(\gamma_{j} h\right)
\end{gathered}
$$

with

$$
a_{0}=2 \beta_{0}=2(-1)^{r}\binom{r}{0}=2(-1)^{r}, \quad a_{j}=\beta_{j}=(-1)^{r+j}\binom{r}{j}, j=1,2, \ldots, r
$$

and

$$
\gamma_{j}=\alpha_{j}=j, j=1,2, \ldots, r, \quad b_{j}=\beta_{j}=(-1)^{r+j}\binom{r}{j}, j=1,2, \ldots, r
$$

Since $r \geq 3$, we have $\left|a_{1}\right|>\left|a_{0}\right|$ and

$$
\psi(h)=\sum_{j=1}^{r} \beta_{j} \sin \left(\alpha_{j} h\right)=\sum_{j=1}^{r}(-1)^{r+j}\binom{r}{j} \sin (j h) .
$$

Theorem 11. We always have $W^{*} \neq \emptyset$.
Proof. By Theorem 9 we have $W \neq \emptyset$. Now we proceed as in the proof of Theorem 10.
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