
INROADS Real Analysis Exchange
Vol. 37(1), 2011/2012, pp. 439–450
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MEAN VALUE INTEGRAL INEQUALITIES

Abstract

Let F : [a, b] −→ R have zero derivative in a dense subset of [a, b].
What else we need to conclude that F is constant in [a, b]? We prove a
result in this direction using some new Mean Value Theorems for inte-
grals which are the real core of this paper. These Mean Value Theorems
are proven easily and concisely using Lebesgue integration, but we also
provide alternative and elementary proofs to some of them which keep
inside the scope of the Riemann integral.

1 Introduction

Roughly, zero derivative implies constancy, but the devil hides in the details.
This note follows the spirit of [2], where we find the following theorem:

Theorem 1.1. A function F : I = [a, b] −→ R is constant in I provided that
one of the following conditions holds:

(A) F ′ = 0 everywhere in I; or

(B) F ′ = 0 nearly everywhere in I (i.e., F ′ = 0 in [a, b]\B, with B countable)
and F is continuous; or

(C) F ′ = 0 almost everywhere in I and F is absolutely continuous.
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We observe in conditions (A), (B) and (C) that the bigger the exceptional
set is, the more regular the function F must be. Notice that any of the
conditions (A), (B) and (C) implies that F ′ = 0 in a dense subset of [a, b],
which makes us wonder how F should be in that case in order to ensure that
F is constant. In this paper we prove the following result.

Theorem 1.2. A function F : I = [a, b] −→ R is constant in I provided that
the following condition holds:

(D) F ′ = 0 densely in I (i.e., F ′ exists and is equal to zero in a dense
subset of I) and F is an indefinite Riemann integral, i.e., we can find
a Riemann–integrable function f : I −→ R and a constant k ∈ R such
that

F (x) = k +

∫ x

a

f(y) dy (x ∈ I).

We follow the spirit of Koliha’s paper [2] in the sense that we are going to
present some very mean Mean Value Theorems (according to the terminology
in [2], the meaner, the stronger), and then we will use them to prove part (C)
in Theorem 1.1 and Theorem 1.2. In fact, these Mean Value Theorems are the
main subject in our paper, and they have some other interesting consequences.
In particular, we deduce a very mean Mean Value Theorem for the Riemann
integral which leads to a short proof for our Theorem 1.2 in section 4.

2 A first proof of Theorem 1.2 and some remarks

Our first proof is based on the fact that (D) implies (C), and then Theorem
1.2 is a particular case to part (C) in Theorem 1.1.

First proof of Theorem 1.2. Let F and f be as in the statement. We
start proving that if f is continuous at x ∈ (a, b) then f(x) = 0. Reasoning
by contradiction, assume that f is continous at x ∈ (a, b) and f(x) 6= 0. This
ensures the existence of some r > 0 such that |f | > r everywhere in (x−r, x+r)
and f has constant sign in (x − r, x + r). Let z ∈ (x − r, x + r) be such that
F ′(z) = 0. For all y ∈ (z, x+ r), y sufficiently close to z, we have

r >

∣∣∣∣F (y)− F (z)

y − z

∣∣∣∣ =
1

y − z

∣∣∣∣∫ y

z

f(s) ds

∣∣∣∣ ≥ r,
a contradiction. Therefore f(x) = 0 whenever f is continuous at x ∈ (a, b),
and then the Fundamental Theorem of Calculus and Lebesgue’s test guarantee
that F ′ = f = 0 almost everywhere in I. The conclusion now follows from
part (C) in Theorem 1.1. ut
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Remarks to Theorem 1.2 and its first proof:

1. Indefinite Riemann integrals are for Riemann integration what abso-
lutely continous functions are for the Lebesgue integral.

Indefinite Riemann integrals have been recently characterized in [4] as
follows: a function F : [a, b] −→ R is an indefinite Riemann integral if
and only if for all ε > 0 a positive δ can be found so that

n∑
i=1

∣∣∣∣F (ξi)− F (xi−1)

ξi − xi−1
− F (xi)− F (ξ′i)

xi − ξ′i

∣∣∣∣ (xi − xi−1) < ε

for every subdivision a = x0 < x1 < · · · < xn = b that is finer than δ
and every choice of associated points xi−1 < ξi ≤ ξ′i < xi.

2. Indefinite Riemann integrals are Lispchitz, but the converse is false and
Theorem 1.2 is not valid with indefinite Riemann integrals replaced by
Lispchitz functions. The following well–known example justifies these
two statements.

Example 2.1. Let C ⊂ [0, 1] be a Cantor set with Lebesgue measure
µ > 0 and let χC be its characteristic function. Using Lebesgue integral
we define

F (x) =

∫ x

0

χC(s) ds (x ∈ [0, 1]).

Notice that F is Lispchitz on [0, 1], F ′ = 0 in [0, 1] \ C (hence F ′ = 0
densely in [a, b]), and

F (1) =

∫ 1

0

χC(s) ds = µ > 0 = F (0).

Lipschitz functions are absolutely continuous, so Example 1.1 also shows
that Theorem 1.2 is not valid with indefinite Riemann integrals replaced
by indefinite Lebesgue integrals (i.e., absolutely continuous functions).

A much more sophisticated example is constructed in [1], where the
authors exhibit a Lipschitz function which is everywhere differentiable
and nowhere monotone (hence it has zero derivative in a dense subset of
its domain but it is not a constant).

3. The proof of Theorem 1.2 reveals that condition (D) implies condition
(C), so (D) is not an essentially new situation. This raises the following
question: is Theorem 1.2 valid for a larger class of functions? Such a
class of functions (if it exists!) should be bigger than the set of indefinite
Riemann integrals and smaller than the set of Lipschitz functions.
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To close this section let us point out that our first proof of Theorem 1.2
leans on null–measure sets and absolutely continuous functions, which neither
are present in the statement nor seem naturally connected with the assump-
tions. Can we have another proof which does not use these elements? The
answer is positive and we give one such proof in Section 4.

3 Mean Value Theorems for Lebesgue integrals

Part (C) in Theorem 1.1 can be proven with the aid of the following Mean
Value Theorem. In the sequel m stands for the Lebesgue measure in R.

Theorem 3.1. If f : I = [a, b] −→ R is Lebesgue–integrable then

m

({
c ∈ (a, b) : f(c)(b− a) ≤

∫ b

a

f(x) dx

})
> 0 (1)

and

m

({
c ∈ (a, b) :

∫ b

a

f(x) dx ≤ f(c)(b− a)

})
> 0. (2)

Proof. The set

A =

{
c ∈ [a, b] : f(c)(b− a) ≤

∫ b

a

f(x) dx

}

= f−1

([
−∞, 1

b− a

∫ b

a

f(x) dx

])

is Lebesgue measurable. If m(A) = 0, i.e., if for almost all c ∈ [a, b] we have

f(c) >
1

b− a

∫ b

a

f(x) dx,

then, integrating in both sides of this inequality, we obtain that∫ b

a

f(x) dx >

∫ b

a

f(x) dx,

a contradiction. The proof of (2) is similar. ut

Theorem 3.1 can be equivalently stated in terms of derivatives of absolutely
continuous functions, and then it looks like one of those mean value theorems
in differential calculus rather than in integral calculus.
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Corollary 3.2. If F : I = [a, b] −→ R is absolutely continuous then

m ({c ∈ (a, b) : F ′(c)(b− a) ≤ F (b)− F (a)}) > 0 (3)

and
m ({c ∈ (a, b) : F (b)− F (a) ≤ F ′(c)(b− a)}) > 0. (4)

Proof. Use Theorem 3.1 with f replaced by F ′. ut

Remark 3.1. In the conditions of Corollary 3.2 the set of points c such that

F (b)− F (a) = F ′(c)(b− a)

may be empty. As an example, consider F (x) = |x| for all x ∈ [−1, 1].
Analogously, in the conditions of Theorem 3.1 there may be no point c ∈

[a, b] satisfying ∫ b

a

f(x) dx = f(c)(b− a).

Part (C) in Theorem 1.1 is now immediate from Corollary 3.2.

Proposition 3.3 (Part (C) in Theorem 1.1). If F : I = [a, b] −→ R is
absolutely continuous and F ′ = 0 almost everywhere in I then F is constant.

Proof. For each x ∈ (a, b] we have, by (3),

m ({c ∈ (a, x) : F ′(c)(x− a) ≤ F (x)− F (a)}) > 0.

Since F ′ = 0 almost everywhere, we conclude that 0 ≤ F (x)− F (a).
Similarly, we deduce from (4) that F (x)−F (a) ≤ 0, and therefore we have

F (x) = F (a) for all x ∈ I. ut

4 Mean Value Theorems for Riemann integrals

Our Mean Value Theorem 3.1 yields the following Mean Value Theorem for
the Riemann integral.

Theorem 4.1. If f : I = [a, b] −→ R is Riemann–integrable then there exist
points ci ∈ (a, b) (i = 1, 2) such that f is continuous at ci (i = 1, 2) and

f(c1)(b− a) ≤
∫ b

a

f(x) dx ≤ f(c2)(b− a).
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Proof. It follows from (1) that the set{
c ∈ (a, b) : f(c)(b− a) ≤

∫ b

a

f(x) dx

}

cannot be a part of the set of discontinuity points of f , because the latter is
null. Hence there exists at least one c1 in the conditions of the statement.

The existence c2 follows from (2). ut

Theorem 1.2 is now a consequence of Theorem 4.1.

Second proof of Theorem 1.2. Following the first proof of Theorem 1.2,
we know that f = 0 whenever f is continuous. Now let x ∈ (a, b] be fixed and
use Theorem 4.1 on the interval [a, x] to deduce that

0 ≤ F (x)− F (a) =

∫ x

a

f(y) dy ≤ 0.

ut

The rest of this section is devoted to proving Theorem 1.2 using only basic
elements of Riemann integration. In particular, we even avoid using null–
measure sets. We are convinced that the following material could be interest-
ing for a broad part of the mathematical community, even for undergraduate
students. The fundamentals of Riemann integration can be looked up in any
textbook, and [5] is specially accessible and accurate.

4.1 Riemann integrability yields some continuity

Integrable functions are continuous at many points, and the usual way to prove
it uses the notion of oscillation of a function in an interval and at a point. The
following standard material is included for self–containedness.

For a bounded function f : [a, b] −→ R and a subinterval [c, d] ⊂ [a, b] we
call the oscillation of f in the subinterval [c, d] the number

osc(f, [c, d]) = sup
c≤x≤d

f(x)− inf
c≤x≤d

f(x).

The oscillation fulfills the following three basic properties: osc(f, [c, d]) ≥ 0;

for all x, y ∈ [c, d] we have |f(x) − f(y)| ≤ osc(f, [c, d]); and if [ĉ, d̂] ⊂ [c, d]

then osc(f, [ĉ, d̂]) ≤ osc(f, [c, d]).
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Subsequently, we define the oscillation of f at a point c ∈ (a, b) as

osc(f, c) = lim
δ→0+

osc(f, [c− δ, c+ δ]) = inf
δ>0

osc(f, [c− δ, c+ δ]),

and it is an exercise to prove that f is continuous at c ∈ (a, b) if osc(f, c) = 0
(the converse is also true and easy to prove, but it is not essential for this
paper).

The following lemma on continuity of integrable functions at some points
is somewhat naive in comparison with the Lebesgue’s test for Riemann in-
tegrability. The main reason for not invoking Lebesgue’s test in this section
is that we only need a very simple connection between Riemann integrability
and continuity (which wants a simple proof, even adequate for an elementary
course).

Lemma 4.2. If f : [a, b] −→ R is Riemann–integrable, then there exists at
least one point c ∈ (a, b) at which f is continuous.

Proof. Since f is integrable on [a, b] for every ε > 0 there exists a partition
P = {x0, x1, . . . , xn} of the interval [a, b] such that

ε (b− a) > U(f, P )− L(f, P ) =

n∑
k=1

osc(f, [xk−1, xk])(xk − xk−1),

where U(f, P ) is the upper sum of f relative to P and L(f, P ) is the lower
sum. Hence for some j ∈ {1, 2, . . . , n} we have osc(f, [xj−1, xj ]) < ε.

Replacing [xj−1, xj ] by one of its subintervals, if neccesary, we also have

[xj−1, xj ] ⊂ (a, b) and xj − xj−1 < ε.

Since f is integrable on every subinterval of [a, b] we can construct induc-
tively a sequence {[an, bn]}n∈N of nested subintervals of [a, b] such that for all
n ∈ N, n ≥ 2, we have

osc(f, [an, bn]) < 1/n, [an, bn] ⊂ (an−1, bn−1), and bn − an < 1/n.

Therefore there is a unique point c ∈ ∩n∈N[an, bn] ⊂ (a, b), and for all
n ∈ N we have

0 ≤ osc(f, c) ≤ osc(f, [an, bn]) <
1

n
,

which implies that f is continuous at c. ut
Our next corollary reveals that Lemma 4.2 is sharper than it might look.

Corollary 4.3. If f : [a, b] −→ R is Riemann–integrable, then f is continuous
in a dense subset of [a, b].

Proof. Use Lemma 4.2 in each nondegenerate subinterval [x, y] ⊂ [a, b]. ut
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4.2 Proving Theorem 1.2 without null–measure sets

We base our third and last proof on the following lemma, which is the closest
we can get to Theorem 4.1 without using null–measure sets.

Lemma 4.4. If f : [a, b] −→ R is Riemann–integrable, then for every ε > 0
there exist points ci ∈ (a, b) (i = 1, 2) such that f is continuous at ci (i = 1, 2),

f(c1)(b− a) <

∫ b

a

f(x) dx+ ε (5)

and ∫ b

a

f(x) dx− ε < f(c2)(b− a). (6)

Proof. Let ε > 0 be fixed and let P = {x0, x1, . . . , xn} be a partition of [a, b]
such that

U(f, P ) =

n∑
k=1

sup
xk−1≤x≤xk

f(x)(xk − xk−1) <

∫ b

a

f(x) dx+ ε.

This implies the existence of some j ∈ {1, 2, . . . , n} such that

sup
xj−1≤x≤xj

f(x) <
1

b− a

(∫ b

a

f(x) dx+ ε

)
.

Now (5) is satisfied with any c1 ∈ (xj−1, xj) such that f is continuous at c1
(such c1 exists by virtue of Corollary 4.3).

The proof of (6) is similar and involves lower sums. ut

Third proof to Theorem 1.2. Following our first proof of Theorem 1.2 we
know that f = 0 whenever f is continuous. Now for each x ∈ (a, b] and ε > 0
we use Lemma 4.4 to guarantee the existence of some c1 ∈ (a, x) such that f
is continuous at c1 and

F (x)− F (a) + ε =

∫ x

a

f(y) dy + ε > f(c1)(x− a) = 0.

Since ε > 0 was arbitrary, we conclude that F (x) − F (a) ≥ 0. The reverse
inequality is deduced from Lemma 4.4 in a similar way. ut
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4.3 Some more mean value theorems

This section collects the most basic Mean Value Theorems in this paper, and
we are not going to use them in connection with Theorem 1.2. Despite some
of them are known, they are not easily traceable in the literature and that is
why we have decided to include them here.

It follows from the definitions that any bounded function f : [a, b] −→ R
satisfies

m(b− a) ≤
∫ b

a

f(x) dx ≤
∫ b

a

f(x) dx ≤M(b− a), (7)

where m = inf{f(x) : x ∈ [a, b]} and M = sup{f(x) : x ∈ [a, b]}.
The well–known Mean Value Theorems for the Riemann integral are im-

mediate consequences of (7), but a deeper analysis leads to better information.
We start proving the following mean value inequalities, which improve (7).

Theorem 4.5. Let f : [a, b] −→ R be bounded. If f is continuous at least at
one point in (a, b) then there exist points c1, c2 ∈ (a, b) such that

f(c1)(b− a) ≤
∫ b

a

f(x) dx ≤
∫ b

a

f(x) dx ≤ f(c2)(b− a). (8)

Proof. We shall only prove that there is some c2 ∈ (a, b) satisfying the right–
hand inequality in (8), as the proof is analogous for the left–hand inequality.

Reasoning by contradiction, we assume that for all x ∈ (a, b) we have

f(x) <
1

b− a

∫ b

a

f(y) dy. (9)

Changing the values of f at a and b, if necessary (which does not alter the

value of the upper integral), we have a new function f̂ such that (9) holds for

all x ∈ [a, b] with f replaced by f̂ .

Since f̂ is continuous at some c ∈ (a, b), we can find ε > 0 so that

f̂(x) <
1

b− a

∫ b

a

f̂(y) dy − ε for x ∈ (c− ε, c+ ε) ⊂ (a, b).

Finally, consider the partition P = {a, c− ε, c+ ε, b} to obtain∫ b

a

f̂(x) dx ≤ U(f̂ , P ) ≤
∫ b

a

f̂(x) dx− 2ε2 <

∫ b

a

f̂(x) dx,

a contradiction. ut
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Remark 4.1. The continuity condition cannot be omitted in Theorem 4.5.
Indeed, let {pn/qn}n∈N be a sequential arrangement of all rational numbers

in [0, 1], with pn, qn positive integers and pn/qn irreductible for all n ∈ N. The
function f : [0, 1] −→ R defined by

f(pn/qn) = 1/qn, f(π pn/qn) = 1− 1/qn, and f(x) = 1/2 otherwise,

satisfies 0 < f(x) < 1 for all x ∈ [0, 1],∫ 1

0

f(x) dx = 0 and

∫ b

a

f(x) dx = 1.

Integrability ensures continuity to some extent, and therefore the particular
case of Theorem 4.5 for integrable functions has a cleaner statement.

Corollary 4.6. If f : [a, b] −→ R is Riemann–integrable, then there exist
points c1, c2 ∈ (a, b) such that

f(c1)(b− a) ≤
∫ b

a

f(x) dx ≤ f(c2)(b− a). (10)

In particular, if f is continuous, then there exists at least one c ∈ (a, b)
such that ∫ b

a

f(x) dx = f(c)(b− a). (11)

Proof. Inequality (10) follows from Theorem 4.5 and Lemma 4.2. Using
Bolzano’s Theorem, we deduce (11) from (10). ut

Remark 4.2. As far as the author knows, the first part of Corollary 4.6,
concerning integrable functions, is new. Notice that it has some interesting
consequences, such as the strict positivity of the integral of strictly positive
integrable functions (which, in turn, yields the strict monotonicity of the Rie-
mann integral).

The Mean Value Theorem for continuous functions in Corollary 4.6 is
known. We can cite Stromberg [3], where we find it on page 281, left as
Exercise 28.
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