
RESEARCH Real Analysis Exchange
Vol. 21(2), 1995–96, pp. 521–547

Washek F. Pfeffer∗, Department of Mathematics, University of California,
Davis, CA 95616, USA, e-mail: wfpfeffer@ucdavis.edu

THE GENERALIZED
RIEMANN-STIELTJES INTEGRAL

Abstract

We define a generalized Riemann-Stieltjes integral with respect to
charges (i.e., additive continuous functions on bounded BV sets), and
study the linear space of all functions that are integrable with respect
to every charge.

Generalized Riemann-Stieltjes integrals with respect to charges (i.e., ad-
ditive continuous functions on bounded BV sets) arise naturally in studying
multipliers for the generalized Riemann integral with respect to the Lebesgue
measure (Proposition 2.9). Once around, they tend to make life on their own
and generate interesting problems. The one of primary importance is to de-
scribe the linear space of all functions that are integrable with respect to every
charge, or every charge in a given class. While this problem remains open in
its full generality, some partial solutions can be found in the present paper.
Specifically, we show the following.

• A function integrable with respect to all charges is essentially bounded
and BV (Proposition 3.1).

• Essentially bounded BV functions which are pointwise Lipschitz are in-
tegrable with respect to all charges (Theorem 3.4).

• Simple BV functions are integrable with respect to a broad class of
charges (Proposition 3.6); in particular, they are multipliers for the ge-
neralized Riemann integral with respect to the Lebesgue measure.
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Our main technique is based on the geometric idea introduced in [10]. To
every charge G in Rm we associate a unique charge Ĝ in Rm+1 (Lemma 3.2).
Given a nonnegative essentially bounded BV function f on Rm, we show that
Ĝ evaluated on the subgraphs of f over bounded BV sets defines a charge F
in Rm. The charge F is a natural candidate for the indefinite integral of f
with respect to G, and we prove that under suitable hypothesis, F indeed is
such an indefinite integral.

The paper is organized as follows. After necessary preliminaries given in
Section 1, we define the generalized Riemann-Stieltjes integral in Section 2
and establish some of its basic properties. Section 3, devoted to the study
of integrable functions, contains the main results. In section 4, we present a
generalization Wloc(Ω) of the Sobolev space W 1,1

loc (Ω), and prove a divergence
theorem (Proposition 4.4) for continuous vector fields in Wloc(Ω,Rm).

I acknowledge with pleasure that during the preparation of this paper I
largely benefited from discussions with Josef Král, Jan Malý, Ivan Netuka and
Thierry De Pauw.

1 Preliminaries

For an integer m ≥ 1, we denote by Rm the m-fold Cartesian product of the
set R of all real numbers. In Rm we use exclusively the maximum norm | · |.
The usual inner product of x, y ∈ Rm is denoted by x · y, and ‖x‖ =

√
x · x.

For an x ∈ Rm and ε > 0, we let B[x, ε] = {y ∈ Rm : |x − y| ≤ ε}. The
closure, interior, boundary, and diameter of a set E ⊂ Rm are denoted by
clE, intE, ∂E, and d(E), respectively. A cell is a compact nondegenerate
subinterval of Rm, and a figure is a finite (possibly empty) union of cells.

By λ and H we denote, respectively, the Lebesgue and (m−1)-dimensional
Hausdorff measures in Rm. For a set E ⊂ Rm, we often write |E| instead of
λ(E). The terms “measurable” and “absolutely continuous” as well as the
expressions “almost all” and “almost everywhere” always refer to the measure
λ. A set E ⊂ Rm is called, respectively, negligible or thin according to whether
its λ measure is zero or its H measure is σ-finite.

For E ⊂ Rm and 0 ≤ α ≤ 1, let

E(α) =

{
x ∈ Rm : lim

ε→0+

∣∣E ∩B[x, ε]
∣∣

(2ε)m
= α

}
.

The sets int∗E = E(1), cl∗E = Rm − E(0), and ∂∗E = Rm −
[
E(0) ∪ E(1)

]
are called the essential interior, essential closure, and essential boundary of
E, respectively. We say E is nondispersed whenever clE = cl∗E.
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Unless specified otherwise, all functions we consider are real-valued. If f
is a function defined on a set E ⊂ Rm, the sets

null f =
{
x ∈ E : f(x) = 0

}
and supp f = cl (E − null f)

are called the null set of f and support of f , respectively.
A BV function is a function f ∈ L1(Rm;λ) such that the distributional

derivative of f is a vector-valued measure Df in Rm whose variation ‖Df‖
is finite [6, Chapter 5]; we let ‖f‖ = ‖Df‖(Rm). A BV set is a set A ⊂ Rm
whose characteristic function χA is BV . By BV∞c and BVc we denote the
families of all essentially bounded BV functions with compact support and all
bounded BV sets, respectively. Using the obvious identification, we view BVc
as a subset of the linear space BV∞c . A set A ⊂ Rm is locally BV if A ∩ B is
BV for each B ∈ BVc.

For each compact set K ⊂ Rm and n = 1, 2, . . . , the family

BV(K,n) = {f ∈ BV∞c : supp f ⊂ K and ‖f‖∞ + ‖f‖ ≤ n}

is a compact subset of L1(Rm;λ) [6, Section 5.2.3]. We give BV∞c the largest
locally convex topology τ for which the embeddings BV(K,n) ↪→ BV∞c are
continuous. It is easy to verify that τ is a complete Hausdorff topology which
is sequential [5, Section 1.7] but not metrizable. A sequence {fn} in BV∞c
τ -converges to zero if and only if lim ‖fn‖1 = 0 and there is a compact set
K ⊂ Rm and an α > 0 such that supp fn ⊂ K and ‖fn‖∞ + ‖fn‖ ≤ α for
n = 1, 2, . . . . The family BVc, viewed as a subset of BV∞c , is closed in BV∞c .

If Ω ⊂ Rm is an open set and A ⊂ Rm is a locally BV set, the linear spaces

BV∞c (Ω) = {f ∈ BV∞c : supp f ⊂ Ω}
BV∞(A) = {f ∈ BV∞c : Rm − null f ⊂ A}

and the families

BVc(Ω) = {A ∈ BVc : clA ⊂ Ω}
BV (A) = {B ∈ BVc : B ⊂ A}

are given the relative topology from BV∞c . The linear space C1
c (Ω) is dense

in BV∞c (Ω) [6, Section 5.2], and the family of all figures contained in Ω is
dense in BVc(Ω) [3, Proposition 1.1]. In particular, BV∞c (Ω) and BVc(Ω) are
separable, and so are BV∞(A) and BV (A).

Let A ∈ BVc. The perimeter and exterior normal of A are denoted by
‖A‖ and νA, respectively. By definition ‖A‖ = ‖χA‖, and it follows from



524 Washek F. Pfeffer

[6, Section 5.11, Theorem 1] that ‖A‖ = H(∂∗A). The regularity of A is the
number

r(A) =

{ |A|
d(A)‖A‖ if d(A)‖A‖ > 0,

0 otherwise.

By the isoperimetric inequality, [2r(A)]m ≤ |A|/[d(A)]m. The set of all x ∈ Rm
such that

lim
ε→0+

‖DχA‖
(
B[x, ε]

)
(2ε)m−1

> 0

is called the critical boundary of A, denoted by ∂cA. According to [22, Sec-
tion 4], ∂∗A ⊂ ∂cA ⊂ ∂A and H(∂cA−∂∗A) = 0. The sets intcA = cl∗A−∂cA
and clcA = cl∗A ∪ ∂cA are called the critical interior and critical closure of
A, respectively.

A nonnegative function δ on a set E ⊂ Rm is called a gage on E whenever
its null set is thin. A partition is a collection (possibly empty) P =

{
(A1, x1),

. . . , (Ap, xp)
}

such that A1, . . . , Ap are disjoint sets from BVc, and xi ∈ cl∗Ai
for i = 1, . . . , p. Given ε > 0, E ⊂ Rm, and a gage δ on E, we say that P is

1. ε-regular if r(Ai) > ε for i = 1, . . . , p;

2. in E if
⋃p
i=1Ai ⊂ E;

3. anchored in E if {x1, . . . , xp} ⊂ E;

4. δ-fine if it is anchored in E and d(Ai) < δ(xi) for i = 1, . . . , p.

We note that our concept of partition coincide with that of tight partition
introduced in [11, Section 7].

A charge in an open set Ω ⊂ Rm or in a locally BV set A ⊂ Rm is an
additive τ -continuous function F defined on the family BVc(Ω) or BV (A).
Explicitly, F satisfies the following two conditions.

Additivity: F (A ∪ B) = F (A) + F (B) for each pair of disjoint sets A,B in
BVc(Ω) or BV (A), respectively.

Continuity: Given ε > 0 and a compact set K ⊂ Ω or a bounded BV set
B ⊂ A, there is an η > 0 such that

∣∣F (C)
∣∣ < ε for each BV set C

contained in K or B, respectively, for which ‖C‖ < 1/ε and |C| < η.

If F is a charge in Ω or in A, then F (C) = 0 for each negligible set C in BVc(Ω)
or in BV (A), respectively. Given a charge F in a locally BV set A ⊂ Rm, we
let (F LA)(B) = F (A ∩ B) for each B ∈ BVc. Clearly, F LA is a charge in
Rm, called the canonical extension of F .
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Example 1.1 Let Ω ⊂ Rm be an open set and let v : Ω→ Rm be a continuous
vector field. If G(A) =

∫
∂∗A

v ·νA dH for each A ∈ BVc(Ω), then G is a charge
in Ω, called the flux of v [11, Example 4.2].

The τ -closure of a family E ⊂ BVc is denoted by E−. A kernel of a set
A ∈ BVc is a family A ⊂ BV (A) such that A ∈ A−. If A is a kernel of
A ∈ BVc and B is a kernel of B ∈ BVc, then

A ∨ B = {X ∪ Y : X ∈ A, Y ∈ B}

and

A ∧ B = {X ∩ Y : X ∈ A, Y ∈ B}

are kernels of A ∪ B and A ∩ B, respectively [11, Lemma 8.3]. For further
properties of kernels we refer to [11, Section 8]. If F is a charge in A ∈ BVc
and A is a kernel of A, then F (A) is uniquely determined by F � A.

The next three lemmas have been established in [10, Proposition 1] and
[11, Lemmas 7.2 and 8.3].

Lemma 1.2 An additive function F in an open set Ω ⊂ Rm or in a locally
BV set A ⊂ Rm is a charge if and only if the following condition is satisfied:
given ε > 0 and a compact set K ⊂ Ω or a bounded BV set B ⊂ A, there is a
θ > 0 such that

∣∣F (C)
∣∣ < θ|C|+ ε

(
‖C‖+ 1

)
for each BV set C contained in

K or B, respectively.

Lemma 1.3 Let F be a charge in A ∈ BV , and let δ be a gage on cl∗A. For
each positive ε < 1/(2m) there is an ε-regular δ-fine partition P in A with∣∣F (A−

⋃
P )
∣∣ < ε.

Lemma 1.4 For each kernel A of a set A ∈ BVc, there is a countable kernel
A′ of A such that each B′ ∈ A′ is a nondispersed subset of a B ∈ A.

2 The Integral

Definition 2.1 Let G be a charge in A ∈ BVc. A function f defined on cl∗A
is called integrable in A with respect to G if there is a kernel A of A and a
charge F in A satisfying the following condition: given B ∈ A and ε > 0, we
can find a gage δ on cl∗B so that

∑p
i=1

∣∣f(xi)G(Bi) − F (Bi)
∣∣ < ε for each

ε-regular δ-fine partition
{

(B1, x1), . . . , (Bp, xp)
}

in B.
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The family of all integrable functions in A with respect to G is denoted
by R(A;G). When the trivial kernel A = {A} can be used in Definition 2.1,
we say f is simply integrable (abbreviated as s-integrable), and we denote
by Rs(A;G) the family of all simply integrable functions in A with respect
to G. If f ∈ R(A;G), then there is only one charge F in A that satisfies the
condition of Definition 2.1; it is called the indefinite integral of f in A with
respect to G.

Indeed, let F1 and F2 be two such charges, and let B ∈ BV (A). Since
B = {B ∩C : C ∈ A} is a kernel of B, it suffices to show that F1(B) = F2(B)
for each B ∈ BV (A) contained in a C ∈ A. To this end, choose a positive
ε < 1/(2m) and for k = 1, 2, find gauges δk on cl∗C that correspond to Fk and ε
according to Definition 2.1. Then δ = min{δ1, δ2} is a gage on cl∗C, and hence
on cl∗B. By Lemma 1.3, there is an ε-regular δ-fine partition P =

{
(B1, x1),

. . . , (Bp, xp)
}

in B, and hence in C, with

∣∣∣∣(F1 −F2)

(
B −

⋃p
i=1Bi

)∣∣∣∣ < ε . We

obtain

|F1(B)− F2(B)| ≤
∣∣∣∣(F1 − F2)

(
B −

p⋃
i=1

Bi

)∣∣∣∣+

p∑
i=1

∣∣F1(Bi)− f(xi)G(Bi)
∣∣

+

p∑
i=1

∣∣f(xi)G(Bi)− F2(Bi)
∣∣ < 3ε

and F1(B) = F2(B) by the arbitrariness of ε.

If F is the indefinite integral of f in A with respect to G, we call the number
F (A) the integral of f over A with respect to G, denoted by

∫
A
f dG. In view

of Proposition 2.6 below, this notation will cause no confusion. Using the same
symbol for functions and their restrictions, we note that F (B) =

∫
B
f dG for

each B ∈ BV (A); since f ∈ R(B;G) and F is the indefinite integral of f in B
with respect to G. The map (f,G) 7→

∫
A
f dG is bilinear in the obvious way.

A completely Riemannian definition of the integral
∫
A
f dG can be found

in [13, Section 2]. If G = λ, the integral
∫
A
f dG coincides with the continuous

integral of [11, Section 9] modified in accordance with [11, Remark 5.2, 4(a)];
s-integrability with respect to G coincides with variational integrability of [11,
Definition 5.1], again modified in accordance with [11, Remark 5.2, 4(a)].

By the definition of a gage, neither the integrability of f nor its indefinite
integral depend on values f takes on thin sets. However, the integral

∫
A
f dG

may depend on the values f takes on negligible sets, in particular, on cl∗A−A.
The following example and proposition clarify this dependence.
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Example 2.2 Assume m = 1. In this case, each integrable function is s-
integrable [11, Corollary 9.12]. Let C be the Cantor ternary set in [0, 1], and
let G be the Cantor function on [0, 1] viewed as a charge in [0, 1] (see [11,
Example 5.3.11] and Example 1.1). The set A = [0, 1]−C belongs to BVc and
cl∗A = [0, 1]. Let δ be a gage on [0, 1] such that C ∩ B

[
x, δ(x)

]
= ∅ for each

x ∈ A. If
{

(A1, x1), . . . , (Ap, xp)
}

is a δ-fine partition in [0, 1], then

p∑
i=1

χA(xi)G(Ai) = 0

and so
∫
A
χA dG =

∫ 1

0
χA dG = 0. On the other hand,∫

A

χ[0,1] dG =

∫ 1

0

χ[0,1] dG = G(A) = 1

and yet χA and χ[0,1] differ only on a negligible set C = cl∗A−A.

Let Ω ⊂ Rm be an open set, and let F be a function defined on BVc(Ω).
If E ⊂ Ω, we let

V∗F (E) = sup
0<ε< 1

2m

inf
δ

sup
P

p∑
i=1

∣∣F (Ai)
∣∣

where δ runs through all gauges on E such that B
[
x, δ(x)

]
⊂ Ω for each x ∈

E, and P runs through all ε-regular partitions P =
{

(A1, x1), . . . , (Ap, xp)
}

anchored in E that are δ-fine. It is easy to verify that the extended real-valued
function V∗F : E 7→ V∗F (E) is a metric measure in Ω (cf. [21, Theorem 3.7]
and [14, Section 3.2]). By [3, Lemma 4.6], the measure V∗F is Borel regular
[6, Section 1.1.1].

Remark 2.3 Let F be an additive continuous function in A ∈ BVc, and let
E ⊂ cl∗A. Then it follows from [3, Lemma 4.10] that

V∗(F LA)(E) = sup
0<ε< 1

2m

inf
δ

sup
P

p∑
i=1

∣∣F (Ai)
∣∣

where δ runs through all gauges on E, and P runs through all ε-regular par-
titions P =

{
(A1, x1), . . . , (Ap, xp)

}
in A anchored in E that are δ-fine.

Proposition 2.4 Let G be a charge in A ∈ BVc, and let E ⊂ cl∗A. The
following conditions are equivalent.
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1. There is a kernel A of A such that V∗(G LB)(E ∩ cl∗B) = 0 for each
B ∈ A.

2. If f is a function on cl∗A such that f(x) = 0 for each x ∈ cl∗A − E,
then f ∈ R(A;G) and

∫
B
f dG = 0 for each B ∈ BV (A).

Proof. Assume the first condition is met, and let f be a function on cl∗A
such that f(x) = 0 for each x ∈ cl∗A−E. It suffices to show that f ∈ R(A;G)
and

∫
A
f dG = 0. To this end, select a B ∈ A, and let

En = {x ∈ E ∩ cl∗B : n− 1 ≤ |f(x)| < n}

for n = 1, 2, . . . . Choose an ε > 0, and find a gage δn on En so that

p∑
i=1

∣∣G(Bi)
∣∣ < ε

n2n

for each ε-regular partition
{

(B1, x1), . . . , (Bp, xp)
}

in B anchored in En that
is δn-fine. Since E is the disjoint union of the sets E1, E2, . . . , we can define a
gage δ on cl∗B by letting

δ(x) =

{
δn(x) if x ∈ En, n = 1, 2, . . . ,

1 if x ∈ cl∗B − E.

Now if
{

(B1, x1), . . . , (Bp, xp)
}

is an ε-regular δ-fine partition in B, then

p∑
i=1

∣∣f(xi)G(Bi)
∣∣ ≤ ∞∑

n=1

n
∑
xi∈En

∣∣G(Bi)
∣∣ < ∞∑

n=1

n
ε

n2n
= ε ,

and the desired conclusion follows. Conversely, suppose χE ∈ R(A;G) and∫
B
χE dG = 0 for each B ∈ BV (A). Then there is a kernel A of A with the

following property: given B ∈ A and a positive ε < 1/(2m), we can find a gage
δ on cl∗B so that

∑p
i=1

∣∣χE(xi)G(Bi)
∣∣ < ε for each ε′-regular δ-fine partition{

(B1, x1), . . . , (Bp, xp)
}

in B, where ε′ = εm+1. With no loss of generality, we
may assume δ(x) = 0 for each x ∈ cl∗B− intcB. Now on cl∗B, there is a gage
δ′ ≤ δ such that if

{
(C1, z1), . . . , (Cs, zs)

}
is an ε-regular partition anchored

in E∩cl∗B that is δ′-fine, then
{

(B∩C1, z1), . . . , (B∩Cs, zs)
}

is an ε′-regular
δ-fine partition in B [12, Lemma 1.2]. Thus we obtain

s∑
i=1

∣∣(G LB)(Ci)
∣∣ =

s∑
i=1

∣∣χE(zi)G(B ∩ Ci)
∣∣ < ε ,

and V∗(G LB)(E ∩ cl∗B) ≤ ε. The proposition follows from the arbitrariness
of ε. �
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Definition 2.5 A charge G in A ∈ BVc is called regular whenever it satisfies
the following condition: given a negligible set E ⊂ cl∗A, we can find a kernel
A of A such that V∗(G LB)(E ∩ cl∗B) = 0 for each B ∈ A.

Let G be a regular charge in A ∈ BVc, and let f be a function defined on
cl∗A. According to Proposition 2.4, the integrability of f with respect to G
and the value of

∫
A
f dG do not depend on the values f takes on negligible

subsets of cl∗A.

Proposition 2.6 Let µ be a Borel measure in Rm whose restriction to BVc is
a charge G in Rm. Then µ is σ-finite and absolutely continuous, and µ(E) =
V∗G(E) for every measurable set E ⊂ Rm. If A ∈ BVc, then each function f
from L1(cl∗A;µ) belongs to Rs(A;µ) and we have∫

A

f dG =

∫
A

f dµ ,

where on the right is the Lebesgue integral with respect to the measure µ.

Proof. Since µ extends a charge in Rm, it is σ-finite and absolutely continu-
ous. By [3, Lemma 4.4], we have µ(K) = V∗G(K) whenever K ⊂ Rm is a cell.
As V∗G vanishes on thin sets, µ(U) = V∗(U) for each open set U ⊂ Rm, and
the first claim follows from [16, Theorem 2.18].

Given f ∈ L1(cl∗A;µ), the map F : C 7→
∫
C
f dµ is a charge in A. Choose

an ε > 0 and use the Vitali-Carathéodory theorem [16, Theorem 2.25] to
find extended real-valued functions g and h on cl∗A such that g is upper
semicontinuous, h is lower semicontinuous, g ≤ f ≤ h, and

∫
A

(h− g) dµ < ε.
There is a positive function δ on B such that g(y) − ε < f(x) < h(y) + ε for
each x, y ∈ cl∗A with |x−y| < δ(x). Thus if

{
(A1, x1), . . . , (Ap, xp)

}
is a δ-fine

partition in A, we have∫
Ai

g dµ− εG(Ai) ≤ f(xi)G(Ai) ≤
∫
Ai

h dµ+ εG(Ai)

and ∫
Ai

g dµ ≤ F (Ai) ≤
∫
Ai

h dµ

for i = 1, . . . , p. Consequently

p∑
i=1

∣∣f(xi)G(Ai)− F (Ai)
∣∣ ≤ ∫

A

(h− g) dµ+ εG(A) < ε
[
1 +G(A)

]
and the proposition is proved. �
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Remark 2.7 Let G be a nonnegative charge in Rm, and let G∗ be the Stieltjes
measure in Rm induced by G according to [18, Chapter III, Section 5]. It
follows from [3, Lemma 4.4] that V∗G(K) = G(K) = G∗(K) for each cell
K ⊂ Rm, and hence V∗G(U) = G∗(U) for every open set U ⊂ Rm. As
both measures V∗G and G∗ are Borel regular (see [3, Lemma 4.6] and [18,
Chapter III, Theorem 6.5]) and locally finite, they coincide [6, Section 1.1,
Theorem 4(i)]. On the other hand, there is no simple relationship between
the integral with respect to G and the Lebesgue integral with respect to G∗.
For instance, in the context of Example 2.2, we have

∫
C
χC dG = 0 while∫

C
χC dG

∗ = 1.

Proposition 2.8 Let G be a charge in A ∈ BVc, and let f be a function on
cl∗A. If A is the union of a pair of disjoint BV sets B,C and f ∈ R(B;G)∩
R(C;G), then f ∈ R(A;G) and

∫
A
f dG =

∫
B
f dG+

∫
C
f dG .

Proof. Let FB and FC be, respectively, the indefinite integrals of f in B
and C with respect to G. Then F = FB LB + FC LC is a charge in Rm, and
it suffices to show that F � BV (A) is the indefinite integral of f in A with
respect to G.

To this end, let B and C be, respectively, the kernels of B and C associated
with f according to Definition 2.1, and choose an X ∈ B, Y ∈ C, and ε > 0.
There are gauges δX on cl∗X and δY on cl∗Y such that

r∑
i=1

∣∣f(yi)G(Bi)− FB(Bi)
∣∣ < ε and

s∑
i=1

∣∣f(zi)G(Ci)− FC(Ci)
∣∣ < ε

for each ε-regular δB-fine partition
{

(B1, y1), . . . , (Br, yr)
}

in X and each ε-

regular δC-fine partition
{

(C1, z1), . . . , (Cs, zs)
}

in Y . Making δX and δY
smaller, we can achieve that B

[
x, δX(x)

]
is disjoint from Y for every x ∈

cl∗X − clY , and B
[
y, δY (y)

]
is disjoint from X for every y ∈ cl∗Y − clX. In

view of Lemma 1.4, we may assume X and Y are nondispersed. As X∩Y = ∅,
we have

(clX) ∩ (clY ) = (cl∗X) ∩ (cl∗Y ) ⊂ (∂∗X) ∩ (∂∗Y )

and the set (clX) ∩ (clY ) is thin. Thus letting

δ(x) =


δX(x) if x ∈ cl∗X − clY ,

δY (x) if x ∈ cl∗Y − clX,

0 if x ∈ (clX) ∩ (clY )
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defines a gage δ on cl∗(X ∪ Y ). Now if P =
{

(A1, x1), . . . , (Ap, xp)
}

is an

ε-regular δ-fine partition in X ∪ Y , then PX =
{

(Ai, xi) : xi ∈ cl∗X
}

is an ε-

regular δX -fine partition in X and PY =
{

(Ai, xi) : xi ∈ cl∗Y
}

is an ε-regular
δY -fine partition in Y . As P is the disjoint union of PX and PY , we obtain

p∑
i=1

∣∣f(xi)G(Ai)− F (Ai)
∣∣ =

∑
xi∈cl∗X

∣∣f(xi)G(Ai)− FB(Ai)
∣∣

+
∑

xi∈cl∗Y

∣∣f(xi)G(Ai)− FC(Ai)
∣∣ < 2ε .

Since B ∨ C is a kernel of A, the proposition follows. �

Proposition 2.9 Let G be a charge in A ∈ BVc, let h ∈ R(A;G), and let
H be the indefinite integral of h in A with respect to G. A function f on
A belongs to R(A;H) or Rs(A;H) if and only if fh belongs to R(A;G) or
Rs(A;G), respectively, in which case

∫
A
f dH =

∫
A
fh dG .

Proof. Let f ∈ R(A;H) and let F be the indefinite integral of f in A
with respect to H. If Ah and Af are kernels of A associated with h and f ,
respectively, according to Definition 2.1, then A = Ah ∧ Af is a kernel of A
associated simultaneously with both h and f . Choose a B ∈ A and an ε > 0,
and for n = 1, 2, . . . , find a gage δn on cl∗B so that

p∑
i=1

∣∣h(xi)G(Bi)−H(Bi)
∣∣ < ε

n2n

for each ε-regular δn-fine partition
{

(B1, x1), . . . , (Bp, xp)
}

in B. If

En =
{
x ∈ cl∗B : n− 1 ≤

∣∣f(x)
∣∣ < n

}
,

then cl∗B is the disjoint union of the sets E1, E2, . . . . Define a gage δ on cl∗B
by letting δ(x) = δn(x) for x ∈ En. Making δ smaller, we may assume

p∑
i=1

∣∣f(xi)H(Bi)− F (Bi)
∣∣ < ε

for each ε-regular δ-fine partition P =
{

(B1, x1), . . . , (Bp, xp)
}

in B. If P is
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such a partition, we obtain

p∑
i=1

∣∣f(xi)h(xi)G(Bi)− F (Bi)
∣∣

≤
p∑
i=1

∣∣f(xi)h(xi)G(Bi)− f(xi)H(Bi)
∣∣+

p∑
i=1

∣∣f(xi)H(Bi)− F (Bi)
∣∣

<

∞∑
n=1

∑
xi∈En

∣∣f(xi)
∣∣ · ∣∣h(xi)G(Bi)−H(Bi)

∣∣+ ε <

∞∑
n=1

n
ε

n2n
+ ε

= 2ε .

Thus fh ∈ R(A;G) and F is the indefinite integral of fh in A with respect to
G. The proof of the converse is similar, and the modification of the previous
argument for the case of s-integrability is obvious. �

Let Ω ⊂ Rm be an open set, and let F be a function defined on BVc(Ω).

We say F is derivable at x ∈ Ω if there is a finite limit lim F (Bn)
|Bn| for each

sequence {Bn} in BVc(Ω) such that x ∈ cl∗Bn, n = 1, 2, . . . , lim d(Bn) = 0,
and inf r(Bn) > 0. When all such limits exist, they have the same value,
denoted by F ′(x) and called the derivate of F at x.

Remark 2.10 Let F be a charge in A ∈ BVc, and let x ∈ intcA. According
to [3, Lemma 3.5], the canonical extension F LA is derivable at x if and only

if there is a finite limit lim F (Bn)
|Bn| for each sequence {Bn} in BV (A) such that

x ∈ cl∗Bn, n = 1, 2, . . . , lim d(Bn) = 0, and inf r(Bn) > 0. When all such
limits exist, they have the same value equal to (F LA)′(x).

The relationship between the integral and derivate is described by the
following theorem proved in [3, Theorem 5.3 and Lemma 4.10].

Theorem 2.11 If F is a charge in A ∈ BVc, then the following conditions
are equivalent.

1. The measure V∗(F LA) restricted to the subsets of cl∗A is absolutely
continuous and σ-finite.

2. The derivate (F LA)′(x) is defined at almost all x ∈ cl∗A, the function
f : x 7→ (F LA)′(x) extended arbitrarily to cl∗A belongs to Rs(A;λ), and
F is the indefinite integral of f in A with respect to λ.

Question 2.12 Let F be a charge in Rm. Does the absolute continuity of
V∗F imply its σ-finiteness?
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Question 2.12 arises naturally from condition 1 of Theorem 2.11. If m = 1,
an affirmative answer follows from a recent result of Bongiorno, Di Piazza,
and Skvortsov [2] (see [15] for more details). For m ≥ 2, the question remains
an open problem, which appears quite difficult.

Definition 2.13 A charge G in A ∈ BVc is called primitive if there is a
kernel A of A satisfying the following condition: for each B ∈ A, the measure
V∗(G LB) restricted to the subsets of cl∗B is absolutely continuous and σ-
finite. If this condition is satisfied by the trivial kernel A = {A}, we say G is
a simple charge.

Theorem 2.11 justifies the names introduced in the previous definition: a
charge G in A ∈ BVc is, respectively, primitive or simple if and only if it is
the indefinite integral of an integrable or simply integrable function in A with
respect to λ. Each simple charge is primitive, however, the converse is false in
dimensions greater than one [11, Example 5.21].

Proposition 2.14 In dimension one, there is no difference between regular,
primitive, and simple charges.

Proof. Each simple charge is primitive, and each primitive charge is regular.
We show that for m = 1, a regular charge G in A ∈ BVc is simple. To this
end, select a negligible set E ⊂ cl∗A and, using Lemma 1.4, find a countable
kernel {Bn} of A so that V∗(G LBn)(E∩ cl∗Bn) = 0 for n = 1, 2, . . . . With no
loss of generality, we may assume that the sets A and Bn are figures. Given
positive numbers ε and η < 1/(2m), there are gauges δn on E ∩Bn such that

s∑
i=1

∣∣G(Bn ∩ Ci)
∣∣ < ε2−n

for each η-regular δn-fine partition
{

(C1, z1), . . . , (Cs, zs)
}

anchored in E∩Bn.

Making δn smaller, we may achieve that δn = 0 on ∂Bn, and B
[
x, δn(x)

]
⊂ Bn

whenever x ∈ intBn. In view of [11, Proposition 8.7], we can define a gage on
E ∩A by letting

δ(x) =

{
δn(x) if x ∈ Bn −

⋃n
k=1Bk,

0 if x ∈ A−
⋃∞
n=1Bn.

Now if P =
{

(C1, z1), . . . , (Cs, zs)
}

is an η-regular δ-fine partition anchored
in E ∩A, then

Pn =

{
(Ci, zi) ∈ P : zi ∈ Bn −

n⋃
k=1

Bk

}
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is an η-regular δn-fine partition in Bn anchored in E ∩Bn, and P =
⋃∞
n=1 Pn.

Thus
s∑
i=1

∣∣G(A ∩ Ci)
∣∣ =

∞∑
n=1

∑
(Ci,zi)∈Pn

∣∣G(Bn ∩ Ci)
∣∣ < ∞∑

n=1

ε2−n = ε ,

end we conclude that V∗(G LA)(E ∩ A) = 0. In view of the above mentioned
result in [2], the charge G is simple. �

Let A ∈ BVc and let Φ : A→ Rm be a lipeomorphism. Then Φ has a unique
extension to a lipeomorphism from cl∗A onto cl∗Φ(A) [11, Lemma 6.5], still
denoted by Φ, and we let B• = Φ(B) for each B ∈ BV (A). By [11, Lemmas 6.5
and 6.6], the map B 7→ B•, also denoted by Φ, is a bijection from BV (A) onto
BV (A•). According to Kirszbraun’s theorem [7, Theorems 2.10.43], the map
Φ can be extended to a Lipschitz map Ψ : Rm → Rm. If Ψ is differentiable at
x ∈ A, let JΦ(x) = |detDΨ(x)| where DΨ(x) is the derivative of Ψ at x. In
view of Rademacher’s theorem [6, Section 3.1.2, Theorem 2], JΦ(x) is defined
for almost all x ∈ cl∗A, and by [14, Lemma 10.5.5], up to a negligible set, the
function JΦ : x 7→ JΦ(x), called the Jacobian of Φ, is determined uniquely by
Φ and does not depend on the extension Ψ.

Proposition 2.15 Let A ∈ BVc, let Φ : A → Rm be a lipeomorphism, and
let G be a charge in Φ(A). Then G ◦ Φ is a charge in A, and if f belongs to
R
(
Φ(A);G

)
, then f ◦ Φ belongs to R(A;G ◦ Φ) and∫

A

f ◦ Φ d(G ◦ Φ) =

∫
Φ(A)

f dG .

Proof. If x ∈ cl∗A andB ∈ BV (A), let x• = Φ(x) andB• = Φ(B). There are
positive constants a, b such that a|x−y| ≤ |x•−y•| ≤ b|x−y| for all x, y ∈ cl∗A.
It follows that am|B| ≤ |B•| ≤ bm|B| and am−1‖B‖ ≤ ‖B•‖ ≤ bm−1‖B‖ for
each B ∈ BV (A), and we conclude that G ◦ Φ is a charge in A.

Let f ∈ R(A•;G), and let F be the indefinite integral of f in A• with re-
spect to G. IfA• is a kernel of A• associated with f according to Definition 2.1,
then A = {B : B• ∈ A•} is a kernel of A. Choose a B ∈ A and an ε > 0,
and find a gage δ• on cl∗B• so that

∑p
i=1

∣∣f(x•i )G(B•i )−F (B•i )
∣∣ < ε for every

ε-regular δ•-fine partition
{

(B•1 , x
•
1), . . . , (B•p , x

•
p)
}

in B•. Define a gage δ on
cl∗B by letting δ(x) = δ•(x•)/b for each x ∈ cl∗B, and let ε′ = (a/b)mε. Now
if
{

(B1, x1), . . . , (Bp, xp)
}

is an ε′-regular δ-fine partition in B, then
{

(B•1 , x
•
1),

. . . , (B•p , x
•
p)
}

is an ε-regular δ•-fine partition in B•. Thus

p∑
i=1

∣∣f ◦ Φ(xi)G ◦ Φ(Bi)− F ◦ Φ(Bi)
∣∣ =

p∑
i=1

∣∣f(x•i )G(B•i )− F (B•i )
∣∣ < ε ,
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and the proposition follows. �

Corollary 2.16 Let A ∈ BVc, and let Φ : A→ Rm be a lipeomorphism. If f
belongs to R

(
Φ(A);λ

)
, then (f ◦ Φ)JΦ belongs to R(A;λ) and∫

A

(f ◦ Φ)JΦ dλ =

∫
Φ(A)

f dλ .

Proof. By the area theorem [6, Section 3.1.2, Theorem 2] and Proposi-
tion 2.6, the Jacobian JΦ of Φ belongs to R(A;λ) and λ ◦ Φ is the indefinite
integral of JΦ in A with respect to λ. The corollary follows from Proposi-
tions 2.9 and 2.15. �

Let C ⊂ Rm and let n ≥ 1 be an integer. We say a map v : C → Rn is
almost differentiable at x ∈ C whenever there are positive numbers c and δ
such that |v(y)− v(x)| < c|y − x| for each y ∈ C with |y − x| < δ.

Suppose C is closed and v is continuous, and denote by E the set of all
x ∈ C at which v is almost differentiable. A version of Whitney’s extension
theorem [20, Chapter 6, Section 2] shows that v has a continuous extension w :
Rm → Rn such that w is almost differentiable at each x ∈ E. By Stepanoff’s
theorem [7, Theorem 3.1.9], the map w is differentiable almost everywhere
in E. If m = n we let div v(x) = divw(x) for every x ∈ E at which w is
differentiable. According to [14, Lemma 10.5.5], up to a negligible set, the
divergence div v is determined uniquely by v and does not depend on the
extension w. The following divergence theorem has been established in [11,
Theorems 5.19 and 9.13].

Theorem 2.17 Let A ∈ BVc, and let v : clA → Rm be a continuous vector
field. Suppose there is a kernel A of A with the following property: for each
B ∈ A there is an thin set TB such that v � clB is almost differentiable at
every x ∈ cl∗B − TB. Then div v belongs to R(A;λ) and∫

A

div v dλ =

∫
∂∗A

v · νA dH .

Moreover, if the kernel A is trivial, then div v belongs to Rs(A;λ).

3 Integrable Functions

Given a set A ∈ BVc, we shall study the space R(A) =
⋂
R(A;G) where

the intersection is taken over all charges G in A. Our first result shows that
R(A) ⊂ BV∞(cl∗A).
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Proposition 3.1 Let A ∈ BVc, and let f be a function on Rm that vanishes
outside cl∗A. Then f ∈ BV∞(cl∗A) whenever either of the following conditions
holds:

1. f ∈ R(A;G) for each primitive charge G in A;

2. f ∈ Rs(A;G) for each simple charge G in A.

Proof. It suffices to prove the proposition for m ≥ 2; the case m = 1 follows
from [19]. By our assumptions, f belongs to R(A;λ) or Rs(A;λ), and we
denote by F the indefinite integral of f in A with respect to λ. Again by
our assumptions, f ∈ R(A;F ), and hence f2 ∈ L1(A;λ) by Proposition 2.9
and [11, Proposition 9.5,5]. As L2(A;λ) ⊂ L1(A;λ), the function f belongs to
L1(Rm;λ).

Next assume f is not a BV function, and find real numbers a < b so that
A is contained in the cell K = [a, b]m. If a < t < b let

Kt− = [a, t]× [a, b]m−1 and Kt+ = [t, b]× [a, b]m−1 .

There is a v1 ∈ C1
c (Rm,Rm) with ‖v1‖∞ ≤ 1 and

∫
A
fdiv v1 dλ > 23 . Find

a t ∈ (a, b) so that
∫
A∩Kt±

fdiv v1 dλ = 1
2

∫
A
fdiv v1 dλ > 22 , and denote by

K1 that cell from the pair {Kt−,Kt+} for which the function fχA−K1
is not

BV . There is a v2 ∈ C1
c (Rm,Rm) with ‖v2‖∞ ≤ and

∫
A−K1

fdiv v2 dλ > 25 .

Repeating the previous argument with K replaced by cl (K −K1), find a cell
K2 ⊂ cl (K −K1) so that

∫
A∩K2

fdiv v2 dλ > 24 and fχA−(K1∪K2) is not BV .

Proceeding inductively, construct sequences {Kn} of cells and {vn} of vector
fields in C1

c (Rm,Rm) such that ‖vn‖∞ ≤ 1 and
∫
A∩Kn

fdiv vn dλ > 22n . It is

clear from the construction that Kn = [tn, tn+1]× [a, b]m−1 are nonoverlapping
cells, and that the sequence {tn} has at most two cluster points α and β. For
n = 1, 2, . . . and i = 1, . . . , 2n, let

Ln,i = [tn, tn+1]×
[
a+

i− 1

2n
(b− a), a+

i

2n
(b− a)

]
× [a, b]m−2 .

Since Ln,1, . . . , Ln,2n are nonoverlapping cells whose union is Kn, there is an
i(n) with 1 ≤ i(n) ≤ 2n and

∫
A∩Ln,i(n)

fdiv vn dλ > 2n. Now select cells Ln ⊂
intLn,i(n) so that

∫
A∩Ln

fdiv vn dHm > 2n , and observe that with no loss of

generality we may assume supp vn ⊂ Ln,i(n). The vector field v =
∑∞
n=1 2−nvn

is continuous in Rm and differentiable outside the thin set
{

(ξ1, . . . , ξm) ∈ Rm :

ξ1 = α or ξ1 = β
}
. According to the divergence theorem (Theorem 2.17), we

can define a simple charge G in Rm by letting G(C) =
∫
C

div v dλ for every
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C ∈ BVc. Set Bk = A ∩
⋃k
n=1 Ln, and observe that the sequence {Bk} τ -

converges to B = A ∩
⋃∞
n=1 Ln; indeed,

‖Bk‖ ≤ ‖A‖+

k∑
n=1

‖Ln‖ < ‖A‖+

∞∑
n=1

‖Ln,i(n)‖

and an easy calculation reveals that
∑∞
n=1 ‖Ln,i(n)‖ < ‖K‖. Since f belongs

to R(A;G) by our assumptions, Proposition 2.9 implies∫
B

f dG =

∫
B

fdiv v dλ = lim
k→∞

k∑
n=1

∫
A∩Ln

fdiv v dλ

= lim
k→∞

k∑
n=1

2−n
∫
A∩Ln

fdiv vn dλ = +∞ ,

a contradiction.
Finally, if f is a BV function with ‖f‖∞ = +∞, we may assume by

symmetry that ‖f+‖∞ = +∞. According to the coarea formula for BV
functions [6, Section 5.5, Theorem 1], for n = 1, 2, . . . , there are real numbers
sn ≥ 2n such that Cn = {x ∈ A : f(x) > sn} are BV sets of positive measure

with ‖Cn‖ ≤ 1. Letting µ(E) =
∑∞
n=1 2−n |E∩Cn|

|Cn| for each E ⊂ Rm defines

a finite absolutely continuous measure µ in Rm. Thus H = µ � BV (A) is a
simple charge in A, and f ∈ R(A;H) by our assumptions. As lim |Ck| = 0
and

∫
Ck
f dH ≥ skH(Ck) ≥ 1 for k = 1, 2, . . . , we again have a contradiction.

�
If A ∈ BVc and C ∈ BV (A × R), we let Ct =

{
x ∈ A : (x, t) ∈ C

}
. It

follows from [8, Theorems 20 and 33] that Ct ∈ BV (A) for almost all t ∈ R.

Lemma 3.2 Let G be a charge in A ∈ BVc. If C ∈ BV (A × R), then the
function t 7→ G(Ct), defined for almost all t ∈ R, belongs to L1(R;λ). Letting
Ĝ(C) =

∫
RG(Ct) dλ(t) for each C ∈ BV (A×R) defines a charge Ĝ in A×R.

Proof. Select a C ∈ BV (A × R), ε > 0, and real numbers a < b so that
C ⊂ A× [a, b]. By Lemma 1.2, there is a θ > 0 such that∣∣G(Ct)

∣∣ < θ|Ct|+ ε
[
‖Ct‖+ χ[a,b](t)

]
(3.1)

for almost all t ∈ R.
Let L be the linear space of all functions f on R for which there is a

g ∈ L1(R;λ) with |f | ≤ g. By the Hahn-Banach theorem [17, Theorem 3.2],
there is a linear functional Λ : L → R such that Λ(f) ≤

∫
R g dλ for each
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f ∈ L and each g ∈ L1(R;λ) with f ≤ g; in particular, Λ is nonnegative and
Λ(g) =

∫
A
g dλ whenever g ∈ L1(R;λ). For t ∈ R, let

fC(t) =

{
G(Ct) if Ct ∈ BV (A),

0 otherwise.

By Fubini’s theorem and [9, Section 2.2.1],∫
R
|Ct| dλ(t) = |C| and

∫
R
‖Ct‖ dλ(t) ≤ ‖C‖ ,

from which we conclude H(C) = Λ(fC) is a well defined real number. Thus we
have obtained an additive function H in A×R. Applying Λ to inequality (3.1)
yields ∣∣H(C)

∣∣ < θ|C|+ ε
(
‖C‖+ b− a

)
,

so H is a charge. We claim that H(C) does not depend on the choice of Λ.
If K is a figure and K̂ = K ∩

(
A× [a, b]

)
, then

H
(
K̂
)

=

∫
R
G
(
K̂t
)
dλ(t) ,

as t 7→ G
(
K̂t
)

is a simple measurable function with compact support. By
DeGiorgi’s approximation theorem [3, Proposition 1.1], there is a sequence
{Ki} of figures such that lim

∣∣(Ki −C) ∪ (C −Ki)
∣∣ = 0 and sup ‖Ki‖ < +∞ .

Clearly, the same conditions are satisfied by the sequence
{
K̂i

}
. From∣∣∣H(K̂i

)
−H(C)

∣∣∣ =
∣∣∣H(K̂i−C

)
−H

(
C − K̂i

)∣∣∣ ≤ ∣∣∣H(K̂i−C
)∣∣∣+ ∣∣∣H(C − K̂i

)∣∣∣
it follows that H(C) = limH

(
K̂i

)
, and the claim is proved.

Using the claim, it is easy to deduce from the construction of Λ that the
function fC is measurable. Thus H = Ĝ, which establishes the lemma. �

Remark 3.3 The measurability of the function fC defined in the proof of
Lemma 3.2 can be established directly (i.e., without referring to the Hahn-
Banach theorem) by the following argument of J. Král.

Observe that gi : t 7→ G
(
K̂i

t)
is a simple measurable function on [a, b]; for

K̂i

t
= Kt

i ∩A for each t ∈ [a, b]. Since limi,j→∞

∣∣∣(K̂i − K̂j

)
∪
(
K̂j − K̂i

)∣∣∣ = 0

and sup
∥∥K̂i

∥∥ < +∞, from inequality (3.1) follows limi,j→∞
∫ b
a
|gi−gj | dλ = 0 .

Thus {gi} converges in L1
(
[a, b];λ

)
to a function g ∈ L1

(
[a, b];λ

)
, and it
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suffices to show that fC(t) = g(t) for almost all t ∈ [a, b]. According to

Fubini’s theorem, the functions hi : t 7→
∣∣∣(K̂i

t
− Ct

)
∪
(
Ct − K̂i

t)∣∣∣ converge

to zero in L1
(
[a, b];λ

)
. Passing to a subsequence, there is a negligible set

N ⊂ [a, b] such that lim gi(t) = g(t) and limhi(t) = 0 for each t ∈ [a, b] −N .
By Fatou’s lemma,∫ b

a

lim inf
∥∥K̂i

t∥∥ dλ(t) ≤ lim inf
∥∥K̂i

∥∥ ≤ sup
∥∥K̂i

∥∥ < +∞ .

Enlarging N , we can achieve that lim inf
∥∥K̂i

t∥∥ < +∞ for every t ∈ [a, b] −
N . Now fix a t ∈ [a, b] − N , and find a subsequence {Kij} of {Ki} with

sup
∥∥K̂ij

t∥∥ < +∞. It follows that
{
K̂ij

t}
τ -converges to Ct. We conclude

fC(t) = G(Ct) = limG
(
K̂ij

t)
= lim gij (t) = g(t) ,

which completes the argument.

Let f be a nonnegative function on A, and let E ⊂ A. The subgraph of f
over E is the set

Σ(f,E) =
{

(x, t) ∈ E × R : 0 ≤ t ≤ f(x)
}
.

The following theorem is a mild generalization of the result obtained in [10].

Theorem 3.4 Let G be a charge in A ∈ BVc, and let f be a bounded BV
function. If there is a thin set T such that f � cl∗A is almost differentiable at
each x ∈ cl∗A− T , then f ∈ Rs(A;G) and∫

A

f dG = Ĝ
[
Σ(f+, A)

]
− Ĝ

[
Σ(f−, A)

]
.

Proof. For x ∈ cl∗A− T let

h(x) = lim sup
y→x
y∈cl∗A

|f(y)− f(x)|
|y − x|

,

and set h(x) = 0 for each x ∈ T ∩cl∗A. This defines a nonnegative measurable
function h on cl∗A, which is finite by our assumption. Analyzing the proof
of Stepanoff’s theorem [14, Theorem 6.6.8], it is easy to deduce that almost
everywhere in cl∗A − T , the function f is differentiable “relative” to cl∗A.
More precisely, there is a negligible set N containing T , and a vector field
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∇f : cl∗A − N → Rm with the following property: given x ∈ cl∗A − N and
ε > 0, we can find a δ > 0 so that∣∣f(y)− f(x)−∇f(x) · (y − x)

∣∣ < ε|y − x|

for each y ∈ B[x, δ]∩ cl∗A. It follows f is approximately differentiable at each
x ∈ int∗A − N . According to [6, Section 6.1.3, Theorem 4 and the following
Remark], almost everywhere in cl∗A, the vector field ∇f equals the density of
the absolutely continuous part of Df . The previous inequality yields∣∣f(y)− f(x)

∣∣
|y − x|

< ε+
√
m ‖∇f(x)‖

for all y ∈ B[x, δ] ∩ cl∗A. As ε is arbitrary, h(x) ≤
√
m ‖∇f(x)‖ for each

x ∈ cl∗A−N ; in particular,∫
A

h dλ ≤
√
m

∫
A

‖∇f‖ dλ ≤
√
m ‖f‖ . (3.2)

The rest of the proof parallels that of the main theorem of [10]. With no loss
of generality, suppose 0 ≤ f ≤ 1, and for each B ∈ BV (A), let ΣB = Σ(f,B).
Observe that |ΣB | ≤ |B| and

‖ΣB‖ ≤ ‖B‖+ 2|B|+ ‖Df‖(B) ≤ ‖B‖+ 2|A|+ ‖f‖ .

Thus ΣB ∈ BV
(
A × [0, 1]

)
for each B ∈ BV (A) and, in view of Lemma 3.2,

the map F : B 7→ Ĝ(ΣB) is a charge in A. Choose an ε > 0 and find an η > 0
so that |Ĝ(C)| < ε for every BV set C ⊂ A× [0, 1] with

|C| < η
(
1 +
√
m ‖f‖+ |A|

)
and

‖C‖ < 2|A|+ ‖f‖+
1

ε

(
1 +
√
m ‖f‖+ |A|

)
.

For each x ∈ cl∗A− T , there is a positive δx < η such that

|f(y)− f(x)| <
(
h(x) + 1

)
|y − x|

for all y ∈ B[x, δx] ∩ cl∗A. Extending the map x 7→ δx to cl∗A by zero defines
a gage δ on cl∗A. In view of inequality (3.2) and Proposition 2.6, making δ
smaller, we may assume

p∑
i=1

h(xi)|Ai| <
√
m ‖f‖+ 1 (3.3)
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for each ε-regular δ-fine partition
{

(A1, x1), . . . , (Ap, xp)
}

in A. Choose such
a partition, and let Ji = [0, f(xi)] for i = 1, . . . , p. After a suitable reordering,
we find a nonnegative integer k ≤ p so that

S =

p∑
i=1

∣∣f(xi)G(Ai)− F (Ai)
∣∣

=

∣∣∣∣∣
k∑
i=1

[
Ĝ(Ai × Ji)− Ĝ(ΣAi

)
]∣∣∣∣∣+

∣∣∣∣∣
p∑

i=k+1

[
Ĝ(Ai × Ji)− Ĝ(ΣAi

)
]∣∣∣∣∣

≤

∣∣∣∣∣Ĝ
[
k⋃
i=1

(
Ai × Ji − ΣAi

)]∣∣∣∣∣+

∣∣∣∣∣Ĝ
[
k⋃
i=1

(
ΣAi
−Ai × Ji

)]∣∣∣∣∣
+

∣∣∣∣∣Ĝ
[

p⋃
i=k+1

(
Ai × Ji − ΣAi

)]∣∣∣∣∣+

∣∣∣∣∣Ĝ
[

p⋃
i=k+1

(
ΣAi
−Ai × Ji

)]∣∣∣∣∣ .
From inequality (3.3), we infer∣∣∣∣∣

s⋃
i=r

(
Ai × Ji − ΣAi

)∣∣∣∣∣ =

s∑
i=r

∣∣Ai × Ji − ΣAi

∣∣
=

s∑
i=r

∫
Ai

∣∣f(x)− f(xi)
∣∣ dλ(x) ≤

s∑
i=r

(
h(xi) + 1

)
d(Ai)|Ai|

≤ η
s∑
i=r

(
h(xi) + 1

)
|Ai| < η

(
1 +
√
m ‖f‖+ |A|

)
and ∥∥∥∥∥

s⋃
i=r

(
Ai × Ji − ΣAi

)∥∥∥∥∥ ≤
s∑
i=r

∥∥Ai × Ji − ΣAi

∥∥
≤

s∑
i=r

[
2|Ai|+ ‖Df‖(Ai) +

∫
∂∗Ai

∣∣f(x)− f(xi)
∣∣ dH(x)

]

≤ 2|A|+ ‖f‖+
s∑
i=r

(
h(xi) + 1

)
d(Ai)‖Ai‖

< 2|A|+ ‖f‖+
1

ε

s∑
i=r

(
h(xi) + 1

)
|Ai|

< 2|A|+ ‖f‖+
1

ε

(
1 +
√
m ‖f‖+ |A|

)
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for all integers r, s with 1 ≤ r ≤ s ≤ p. As the same estimates are true for the
sets

⋃s
i=r(ΣAi

−Ai × Ji), we conclude S < 4ε and the theorem is proved. �

Corollary 3.5 Let G be a regular charge in A ∈ BVc, and let f be an es-
sentially bounded BV function. Suppose there exists a kernel A of A with the
following property: for each B ∈ A there is a thin set TB such that f � cl∗B,
modified on a negligible set, is almost differentiable at each x ∈ cl∗B − TB.
Then f ∈ R(A;G) and∫

A

f dG = Ĝ
[
Σ(f+, A)

]
− Ĝ

[
Σ(f−, A)

]
.

In particular, the conclusion holds when f is a simple BV function.

Proof. Since G is a regular charge, Theorem 3.4 implies f ∈ R(B;G) and∫
B

f dG = Ĝ
[
Σ(f+, B)

]
− Ĝ

[
Σ(f−, B)

]
for each B ∈ A. Observing that both sides of the previous equality are charges
in A, and that the families

{
Σ(f+, B) : B ∈ A

}
and

{
Σ(f−, B) : B ∈ A

}
are

kernels of Σ(f+, A) and Σ(f−, A), respectively, the first part of the corollary
is established.

Let f be a simple BV function. Then f � cl∗A =
∑n
k=1 ckχAk

where
c1, . . . , ck are distinct real numbers and A1, . . . , An are disjoint BV sets whose
union equals cl∗A. By Lemma 1.4, each Ak has a nondispersed kernel Ak, and
the family A =

∨n
k=1Ak is the kernel of A. If Bk ∈ Ak for k = 1, . . . , n and

B =
⋃n
k=1Bk, let g =

∑n
k=1 ckχcl∗Bk

and observe that g = f almost every-

where in cl∗B. Moreover, g � cl∗B is locally constant on cl∗B −
⋃n
k=1 ∂

∗Bk;
indeed, each Bi − ∂∗Bi is disjoint from

n⋃
k=1
k 6=i

cl∗Bk =

n⋃
k=1
k 6=i

clBk = cl (B −Bi) .

As
⋃n
k=1 ∂

∗Bk is a thin set, the corollary is proved. �

Proposition 3.6 Let G be a simple charge in A ∈ BVc, and let f be a simple
BV function. Then f ∈ Rs(A;G) and∫

A

f dG = Ĝ
[
Σ(f+, A)

]
− Ĝ

[
Σ(f−, A)

]
.
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Proof. Since both sides of the desired equality are linear functionals on the
space of simple BV functions, we may assume that f is the characteristic
function of a BV set B. To simplify the notation, denote G LA by G. Let
F = G LB, and select a set E ⊂ cl∗A with V∗G(E) < α < +∞. Choose a
positive η < 1/(2m), and set η′ = ηm+1. In view of Remark 2.3, there is a
gage δ on E such that

∑p
i=1

∣∣G(Ai)
∣∣ < α for each η′-regular δ-fine partition{

(A1, x1), . . . , (Ap, xp)
}

in A anchored in E. We may assume that δ(x) = 0

for all x ∈ E ∩ ∂cB. Now on E there is a gage δ′ ≤ δ such that if
{

(B1, x1),

. . . , (Bq, xq)
}

is an η-regular δ′-fine partition in A anchored in E, then{
(Bi ∩B, xi) : xi ∈ cl∗B

}
and

{
(Bi −B, xi) : xi 6∈ cl∗B

}
are η′-regular δ-fine partitions in A anchored in E [12, Lemma 1.2]. Thus

q∑
i=1

∣∣F (Bi)
∣∣ =

∑
xi∈cl∗B

∣∣G(Bi ∩B)
∣∣+

∑
xi 6∈cl∗B

∣∣G(Bi − [Bi −B]
)∣∣

<α+

q∑
i=1

∣∣G(Bi)
∣∣+

∑
xi 6∈cl∗B

∣∣G(Bi −B)
∣∣ < 3α ,

and applying again Remark 2.3, we see that V∗F (E) ≤ α. It follows that F is
a simple charge in A. Using Theorem 2.11, we conclude F ′ ∈ Rs(A;λ) and

G(A ∩B) = F (A) =

∫
A

F ′ dλ . (3.4)

Moreover, F ′(x) = G′(x) for almost all x ∈ B by Remark 2.10. Applying the
previous argument to H = G L (A − B), we obtain H ′(x) = G′(x) for almost
all x ∈ A − B. Since G = F + H yields G′(x) = F ′(x) + H ′(x) whenever
the derivates exist, F ′ = fG′ almost everywhere in A. Now equation (3.4)
together with Theorem 2.11 and Proposition 2.9 imply f ∈ Rs(A;G) and

Ĝ
[
Σ(f+, A)

]
= G(A ∩B) =

∫
A

fG′ dλ =

∫
A

f dG .

As Ĝ
[
Σ(f−, A)

]
= 0, the proof is completed. �

Corollary 3.7 Let A ∈ BVc be a union of BV sets B and C, and let f be a
function on cl∗A with f ∈ Rs(B;λ) ∩ Rs(C;λ). If f 6∈ Rs(A;λ), then either
f � cl∗B or f � cl∗C has no s-integrable extension to cl∗A.
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Proof. We may assume that the sets B and C are disjoint. Suppose both
f � cl∗B and f � cl∗C have s-integrable extensions to cl∗A denoted by fB and
fC , respectively. Then f = χBfB + χCfC almost everywhere in cl∗A, and a
contradiction follows from Propositions 3.6 and 2.4. �

Remark 3.8 A function f satisfying the assumption of Corollary 3.7 has been
constructed by Z. Buczolich [11, Example 5.21].

Question 3.9 Let G be a charge in A ∈ BVc.

1. Is BV∞(cl∗A) a subfamily of Rs(A;G) or R(A;G) ?

2. If G is a regular charge, does the equality∫
A

f dG = Ĝ
[
Σ(f+, A)

]
− Ĝ

[
Σ(f−, A)

]
.

hold for each essentially bounded BV function in R(A;G) or Rs(A;G) ?

The following comments about Question 3.9 are in place.

1. For m = 1 and a primitive charge G, the first question was answered
affirmatively in [1], and by a different method in [4, Section 5].

2. Example 2.2 shows that without the assumption of regularity the answer
to the second question is negative.

4 Linear Functionals on BV∞
c (Ω)

Let Ω ⊂ Rm be an open set, and let G be a charge in Ω. For ϕ ∈ C1
c (Ω), let∫

Ω

ϕdG =

∫
A

ϕdG

where A ∈ BVc(Ω) contains suppϕ. It follows from Proposition 2.8 that the
definition of

∫
Ω
ϕdG does not depend on the choice of A.

Theorem 4.1 Let G be a charge in an open set Ω ⊂ Rm. The map ϕ 7→∫
Ω
ϕdG on C1

c (Ω) has a unique extension to a continuous linear functional

ΛG on BV∞c (Ω) given by ΛG(f) = Ĝ[Σ(f+,Ω)]− Ĝ[Σ(f−,Ω)] . If
∫

Ω
ϕdG = 0

for each ϕ ∈ C1
c (Ω), then G(A) = 0 for every A ∈ BVc(Ω).
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Proof. If a sequence {fn} in BV∞c (Ω) τ -converges to an f ∈ BV∞c (Ω), then
the sequences {Σ(f±n ,Ω)} in BVc(Ω×R) τ -converge to Σ(f±,Ω) ∈ BVc(Ω×R).
It follows from Lemma 3.2 that the map ΛG : BV∞c (Ω) → R is continuous.
As ΛG(ϕ) =

∫
Ω
ϕdG for each ϕ ∈ C1

c (Ω) (Theorem 3.4), the functional ΛG is
linear on C∞c (Ω). This completes the proof, since C∞c (Ω) is a dense subspace
of BV∞c (Ω) and G(A) = ΛG(χA) for every A ∈ BVc(Ω). �

Proposition 4.2 Let G and G1, G2, . . . be charges in an open set Ω ⊂ Rm. If
the sequence {Gn} converges to G monotonically or uniformly, then ΛG(f) =
lim ΛGn

(f) for each f ∈ BV∞c (Ω). Moreover, if {Gn} converges unifor-
mly, then {ΛGn} converges uniformly on every family E ⊂ BV∞c (Ω) with
sup{‖f‖∞ : f ∈ E} < +∞.

Proof. If C ∈ BVc(Ω × R), then Ct = ∅ whenever |t| is sufficiently large.

Thus Ĝ(C) = lim Ĝn(C) by Lemma 3.2 and the monotone or dominated con-
vergence theorem. Moreover, if {Gn} converges uniformly, then {Ĝn} con-
verges uniformly on each family BVc(Ω× (a, b)) where a < b are real numbers.
The proposition follows. �

For an open set Ω ⊂ Rm, we denote by BV loc(Ω) the linear space of all
locally BV functions in Ω [6, Section 5.1]. If f belongs to BV loc(Ω), or to
the Sobolev space W 1,1

loc (Ω) [6, Section 4.1], we give Df = (D1f, . . . ,Dmf) the
appropriate meaning.

Let Ω ⊂ Rm be an open set. By Wloc(Ω) we denote the linear space
of all functions f ∈ L1

loc(Ω;λ) whose distributional derivatives are charges
in Ω. More precisely, f ∈ Wloc(Ω) if and only if f ∈ L1

loc(Ω;λ) and there
are charges D1f, . . . ,Dmf in Ω such that

∫
Ω
f div v dλ = −

∑m
i=1

∫
Ω
vi d(Dif)

for each vector field v = (v1, . . . , vm) in C1
c (Ω,Rm). As usual, we let Df =

(D1f, . . . ,Dmf), and denote
∑m
i=1

∫
Ω
vi d(Dif) by

∫
Ω
v · d(Df). In view of

Theorem 4.1, the distributional gradient Df of f ∈ Wloc(Ω) is determined
uniquely, and it follows from Theorem 2.17 that∫

Ω

v · d(Df) =

∫
Ω

v ·Df dλ

whenever v ∈ C1
c (Ω,Rm) and f is a function almost differentiable in Ω. In

particular, for each function f almost differentiable in Ω, the distributional
derivativesDif are the indefinite integrals in Ω with respect to λ of the classical
partial derivatives ∂f/∂xi defined almost everywhere in Ω [14, Stepanoff’s
Theorem 6.6.8].
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Proposition 4.3 If Ω ⊂ Rm is an open set, then

W 1,1
loc (Ω) = BV loc(Ω) ∩Wloc(Ω) .

Moreover, a function f ∈ Wloc(Ω) belongs to W 1,1
loc (Ω) if and only if the mea-

sure V∗(Dif) in Ω is absolutely continuous and locally finite.

Proof. As the other inclusion is obvious, assume f ∈ BV loc(Ω) ∩Wloc(Ω).
For i = 1, . . . ,m, the locally finite signed measure Dif in Ω is absolutely
continuous, since it is also a charge in Ω. Thus the density of Dif belongs
to L1

loc(Ω;λ) which means f ∈ W 1,1
loc (Ω). The rest of the proposition is an

immediate consequence of [3, Proposition 5.9]. �

If Ω ⊂ Rm is an open set and v = (v1, . . . , vm) is a vector field in the space
Wloc(Ω,Rm), we let div v =

∑m
i=1Divi .

Proposition 4.4 Let Ω ⊂ Rm be an open set, and let v : Ω → Rm be a
continuous vector field. If v ∈ Wloc(Ω,Rm), then div v(A) =

∫
∂∗A

v · νA dH
for each A ∈ BVc(Ω).

Proof. Let v = (v1, . . . , vm) and select an A ∈ BVc(Ω). By [6, Section5.2.2],
there is a sequence {ϕn} in C1

c (Ω) converging to χA in BV∞c (Ω) and such that
{Dϕn} converges weakly to DχA. Applying Proposition 2.4 and Theorem 4.1,
we obtain

div v(A) =

m∑
i=1

ΛDivi(χA) = lim
n→∞

m∑
i=1

ΛDivi(ϕn) = lim
n→∞

m∑
i=1

∫
Ω

ϕn d(Divi)

= − lim
n→∞

∫
Ω

v ·Dϕn dλ = −
∫

Ω

v · d(DχA)

=

∫
∂∗A

v · νA dH .∗ �
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