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A UNIFIED SCALE OF ABSOLUTE AND
NON-ABSOLUTE INTEGRALS

Abstract

In this paper a Riemann scale of integrals is defined depending on
the concept of sifting. Depending on the choice of sifting, the integral
defined is equivalent to various classical integrals. The associated con-
cepts of generalized absolute continuity are also defined and used to
obtain descriptive definitions of the integrals introduced.

1 Introduction

There have been several interesting attempts to unify and generalize the var-
ious known non-absolute integrals on the real line, [3, 4, 20, 21, 22, 24], using
the methods of Denjoy and Perron. Riemann type definitions of the absolute
(Lebesgue) integral [5, 8, 16], of the Denjoy-Perron integral [9, 13, 14, 15] and
of the general Denjoy integral [12] are available. In [25, 26] the Kurzweil-
Henstock integral is studied in terms of an integration basis and a local sys-
tem with the partitioning property. However the partitioning property is not
available in many interesting cases. Also, the literature of multi-dimensional
non-absolute integrals is growing. See references in [6, 7, 17, 18].

In this paper we define a Riemann scale of integrals in Rr, r ≥ 1, the
S-integral, involving the parameter of regularity of intervals and using the
unifying concept of a sifting S, a simple class of point-interval functions, §3.
The S-integral brings all the above integrals, and many other, under one
definition and one theory. The integral is defined by a new approach, simply
by breaking the interval of integration into countably many subsets.

The S-integral is additive in every expected sense, §4. Known convergence
theorems are derived from two new ones in the form of necessary and sufficient
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conditions, §5. After a detailed study of certain generalizations of absolute
continuity and derivative, §6, we obtain a descriptive characterization of the
S-integral and its relation with absolute and non-absolute integrals, §7. One
simple choice of S gives an integral that is shown to be equivalent to the
Lebesgue integral. In the one-dimensional case, §8, another choice of S gives
an integral that is shown to be equivalent to the restricted Denjoy integral,
and for another choice, to the general Denjoy integral. In general the integrals
of the S-scale are shown to be co-extensive with the (T P)- and (T D)- integrals
of the T -scale, [20, 21].

Questions concerning a Fubini theorem and a Divergence theorem etc.
remain open.

The author wishes to thank a referee for remarks about the original one-
dimensional version of this paper.

2 Notation and Preliminaries

In this section we construct a language for the present theory and obtain some
elementary geometric results.

Throughout R will denote the real line, r ≥ 1 a fixed integer and Y = Rr,
Euclidean r-space. The ith coordinate of a point y in Y will be denoted by yi,
so that y = (y1, . . . , yr). For convenience we will use the metric d in Y defined
by

d(x, y) = max{|xi − yi|; 1 ≤ i ≤ r}.
Unless otherwise implied a set E will always be a subset of Y , |E| will denote

its outer Lebesgue measure, E
◦

its interior, E its closure and d(E) its diameter,
with d(∅) = 0. d(X,E) is the distance of the set X from the set E, with
d(∅, E) =∞.

The term interval by itself shall always mean a bounded, closed, non-
degenerate interval in Y , say I, written I = [a, b], where a and b are the
principal vertices of I, so that

I = {y; y ∈ Y, ai ≤ yi ≤ bi, 1 ≤ i ≤ r}.
Clearly d(I) = bi−ai for at least one i. Given i the two sets {y; y ∈ I, yi = ai},
{y; y ∈ I, yi = bi} are the ith opposite faces of I, that are called diametral if
bi − ai = d(I). If b1 − a1 = · · · = br − ar, then I is called a cube.

Two intervals I and J are said to overlap if I∩J is an interval; equivalently

if I
◦
∩ J
◦
6= ∅, or I ∩ J

◦
6= ∅.

The symbols n, J and (y, J), even with subscripts, will always denote,
respectively, a positive integer, an interval and a point-interval pair, with
invariably y in J . Unless otherwise implied all functions will be real valued.
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A J , or a (y, J), is said to be:

(i) at a point c if one of the 2r vertices of J is at c;

(ii) over a set E if E ∩ J 6= ∅, or y ∈ E;

(iii) in a set E if J ⊆ E;

(iv) on a set E if J has at least one pair of opposite diametral faces both
intersecting E; for r = 1 this is taken to mean that J has its end-points
in E.

A family {Jι}, or {(y
ι
, Jι)} is said to have any one of the properties (i) to

(iv) if every member of the family has that property.
A finite, possibly empty, family of non-overlapping intervals ∆ = {Jι} is

called a sub-division, in Y , [19, p. 165], and then for any choice of y
ι

in Jι the
family ∆∗ = {(y

ι
, Jι)} is called a division, [13, p. 41]. We will strictly follow

this unique correspondence between ∆ and ∆∗, omitting only the ∗.
A ∆ or ∆∗ is said to be:

(i) of a set E if ∪∆ = ∪ιJι = E;

(ii) about a set E if it is over E and E ⊆ ∪∆.

The volume of ∆, the sum over ∆ of an interval function F known on ∆, the
sum over ∆∗ of a point-interval function s known on ∆∗ and the Riemann
sum over ∆∗ of a point function f known on {y

ι
}, are defined respectively by:

|∆| =
∑
ι

|Jι|, F (∆) =
∑
ι

F (Jι),

s(∆∗) =
∑
ι

s(y
ι
, Jι), f(∆∗) =

∑
ι

f(y
ι
)|Jι|,

where all are zero if ∆ = ∅.
Two divisions ∆∗0 and ∆∗1 are non-overlapping if no interval of ∆0 overlaps

with any interval of ∆1, and then ∆∗0 ∪∆∗1 will be written as ∆∗0 + ∆∗1, or as∑
k ∆∗k in extended cases. Similar notation will be used for subdivisions.
Now let c ∈ I = [a, b]. For each i, 1 ≤ i ≤ r let

Ii =

{
[ai, ci] or [ci, bi] if ai < ci < bi

[ai, bi] if ci = ai or ci = bi.

Then J = I1 × · · · × Ir is a subinterval of I with a vertex at c. There are 2m

such intervals, 0 ≤ m ≤ r, that together form a subdivision of I. Note that
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m = 0 iff I is at c, and m = r iff c ∈ I
◦
. We will call this a subdivision of I

at c. Using this technique we easily obtain the following two lemmas.

Lemma 2.1. The greatest number of mutually non-overlapping intervals hav-
ing at least one common point c is 2r.

Lemma 2.2. Every subdivision ∆ in an interval I can be extended to a sub-
division ∆ + ∆′ of I.

Proof. Hint: Consider the super-imposition of the subdivisions of I at the
vertices of members of ∆ ∪ {I}.

Lemma 2.3. An interval J is on E ∩ J for a set E iff we have d(E∩J) = d(J).

Proof. Let A = E ∩ J , when A ⊆ J . The ‘only if’ part is obvious from
d(A) = d(A).

Next, since A is closed and bounded and since d(A) = d(J) > 0, there
must exist points u, v in A, and an index i, such that

vi − ui = d(u, v) = d(A) = d(A) = d(J).

Writing J = [a, b], we have

ai ≤ ui < vi ≤ bi, bi − ai ≤ d(J) = vi − ui,

and so ui = ai, vi = bi and bi − ai = d(J). So the points u, v of A lie on the
ith opposite faces of J , which are diametral. So J is on A.

The quantity Q(J) = |J |d(J)−r is called the parameter of regularity of the
interval J ; it is 1 if J is a cube; [19, p. 106].

The paper is based on the following two lemmas.

Lemma 2.4. Given a set E and a δ, 0 < δ < 1, every subdivision ∆ in an
interval I can be extended to a subdivision ∆ + ∆′ of I such that, if J ∈ ∆′

and E ∩ J 6= ∅, then Q(J) > 1− δ and J ⊆ Ji for some Ji at a point ci of E
with d(Ji) < δ.

Proof. Using Lemma 2.2 we easily obtain a subdivision ∆ + {Ii} of I such
that d(Ii) < δ for all i. For each i let {Iij} be the subdivision of Ii at a point
ci of Ii, where ci is also in E whenever E ∩ Ii 6= ∅. By a result of Pfeffer, [17,
2.3, p. 667], there is a subdivision ∆ij of Iij such that Q(J) > 1− δ for all J
in ∆ij . The result then follows by taking ∆′ =

∑
i,j ∆ij .

Lemma 2.5. For any interval I and any set E with d(E ∩ I) > 0, there is an
interval J on E ∩ J such that E ∩ I ⊆ J ⊆ I and Q(J) ≥ Q(I). In particular
any neighborhood of any limit point y of E contains a cube J on E ∩ J with y
in J .
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Proof. Let I = [a, b] and A = E∩I. Since A ⊆ I, A 6= ∅, for each i, 1 ≤ i ≤ r,
there are points a(i), b(i) in A such that

ai ≤ ai(i) ≤ xi ≤ bi(i) ≤ bi ∀ x ∈ A. (1)

Let J = [c, c+ h] where for 1 ≤ i ≤ r,

hi = min{bi − ai, d(A)} and ci = min{bi − hi, ai(i)}.

Clearly for each i, hi > 0 and we now show that

ai ≤ ci ≤ ai(i) ≤ bi(i) ≤ ci + hi ≤ bi. (2)

First consider the case hi = bi − ai. Then bi − hi = ai ≤ ai(i), by (1). So
ci = bi − hi = ai, which by (1) implies (2).

Next let hi = d(A) ≤ bi − ai and ci = bi − hi ≤ ai(i). Then clearly (1)
implies (2).

Finally let hi = d(A) and ci = ai(i) < bi− hi. Since bi(i)− ai(i) ≤ d(A) =
d(A), we again get (2) using (1).

Now, from (1) and (2), we see that E ∩ I = A ⊆ J ⊆ I. Again, since by
definition hi ≤ d(A) for all i, we have d(J) ≤ d(A); so because A = A ∩ J =
E ∩ I ∩ J = E ∩ J ⊆ J , it follows that d(J) = d(A) = d(E ∩ J). Hence, by
Lemma 2.3 J is on E ∩ J . Also, since d(A) ≤ d(I) and bi − ai ≤ d(I), we
clearly have hi ≥ (bi − ai) d(A)/d(I) for all i. Therefore |J | ≥ |I| (d(A)/d(I))

r
,

which by d(A) = d(J) gives Q(J) ≥ Q(I).

As in [20, 21, 22], the following concepts will be very convenient. A se-
quence of sets E= {En}∞n=1 whose union is E is called an E-form with parts
En; if further each part En is closed in E, measurable in E, disjoint from all
other parts, that is Em∩En = ∅, m 6= n, then the E-form is said to be closed,
measurable, disjoint, respectively. An increasing E-form is called an E-chain.

We also need the filtering down principle, the (FDP). Let Ei be some Ei-
form, i = 0, 1, . . .. If for each ni there is an n0 such that Eini

⊆ E0
n0

, then Ei

is said to be finer than E0. In any case, by E0E1 we mean the E0 ∩ E1-form
{E0

n ∩ E1}, which is finer than E0. Also, by E=E0E1 we mean any definite
enumeration E= {En}∞n=1 of the indexed family of sets {E0

j ∩E1
k; j, k = 1, . . .}.

Then E is an E0 ∩ E1-form finer than both E0, E1.

3 Regularity, Sifters and Sifting

In this section we introduce our unifying concept of a sifting, a phase in
the scale of integration, and construct divisions of the desired type regulated
mainly by sets and also by members of siftings, called sifters.
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A sifter, in Y , is a non-negative function s, defined for all (y, J) which is
fine in the sense that, for every η > 0 and every (y, J), there is a J1 at y such

that J1 ⊆ J and s(y, J1) < η. Recall that every J with y ∈ J
◦

subdivides into
2r intervals at y.

A sifting, in Y , is a non-empty class of sifters S such that, if s0 and s1

belong to S, then

(i) max{s0, s1} is a sifter, fineness has to be satisfied, and it belongs to S;

(ii) if s is any sifter for which there is a constant c > 0 such that for each y
in Y we have s(y, J) = cs0(y, J) for all J at y in some neighborhood of
y, then s belongs to S.

Now take any set E, any E-form E = {En}, any subdivision ∆, any division
∆∗ and any sifter s. A J , or a (y, J), is called E-regular if it is on E ∩ J ,
(recall (2.3)), over E, and in some J1 at a point y

1
of E with d(J1) < d(E),

(so d(J) < d(E)), and further Q(J) > 1− d(E), (redundant if r = 1).

Note that if E ⊆ A, then, in either case, E-regular implies A-regular. In
certain cases the converse is also true for J . One such case is of special interest.

We define the star-closure of E to be the set E+ of all points y in Y

such that every interval containing y intersects E. Then E ⊆ E+ ⊆ E,

d(E) = d(E+) = d(E), E+ = E, |E \ E+| = 0, (for r = 1, E \ E+ is
countable), E+ is measurable being almost closed, E++ = E+ and H+ ⊆ E+

if H ⊆ E.

Consider any E+-regular J . Clearly J is on E ∩ J and over E. Again, J
is in some J1 at a point y

1
of E+ with d(J1) < d(E+) = d(E). Since every

interval at y
1

“opposite” to J1 contains a point of E, clearly there is such a
point y

2
of E and a J2 at y

2
such that J ⊆ J1 ⊆ J2 and d(J2) < d(E). Finally,

Q(J) > 1− d(E+) = 1− d(E). Hence every E+-regular J is E-regular.

In general, E+ does not have this property for (y, J), ((y, J) over E+ does
not imply (y, J) over E).

Next, a J , or a (y, J) is called E-regular if it is En-regular for some n. The
∆, or ∆∗, is called E-regular, E-regular if every member of it is E-regular,
E-regular.

The division ∆∗ is called s-thin if s(∆∗) < 1.

If ∆∗ = ∆∗0 + ∆∗1 where ∆∗0 is E-regular and ∆∗1 is s-thin, then ∆∗ is called
a T-division where T = (E, s).

Finally, for T = (E, s), ∆∗ is called a T-regular division for a set A if ∆∗

is E-regular and if it can be extended to a division ∆∗ + ∆∗1 of A, so that ∆∗

is in A, such that ∆∗1 is s-thin.
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Thus the E-regular part of any T-division of a set A is necessarily a T-
regular division for A, but not conversely.

Such partial divisions will in fact determine our integrals; compare [8].
While for both absolute and non-absolute integrals we shall use (y, J) with y
in J in a unified manner, in McShane’s definition of the absolute integral y
need not be in J , [8, 16].

Now we call T = (E, s) a trimmer and call it finer than another trimmer
T0 = (E0, s0) if E is finer than E0, and s ≥ s0. Then the following basic facts
are obvious from the definitions.

Lemma 3.1. Let T = (E, s) be a trimmer finer than the trimmer T0 =
(E0, s0). Then every E-regular J , or (y, J), or subdivision, or division is
E0-regular; every s-thin division is s0-thin, every T-division is a T0-division,
and every T- regular division for a set A is a T0-regular division for A.

We now show how to construct our regulated divisions.

Lemma 3.2. Let T = (E0, s) where E0 = {E0
j }∞j=1 is some A-form and s is a

sifter. Let I be an interval, E a subset of A∩I, E1 = {E1
j }∞j=1 = E0E, E0 = ∅,

En = ∪nj=1E
1
j . Then for each n there is a T-division ∆∗n−1 about En−1 in I,

with ∆∗n−1 ⊆ ∆∗n for all n; and if E = I, then some ∆∗m is a division of I,
and then the E0-regular part of ∆∗m is a T-regular division for I.

Proof. For this proof we will denote by ∆0 the family of non E0-regular
members of a division ∆∗. Let δj = d(E0

j ) if d(E0
j ) > 0 and δj = 1 otherwise,

j = 1, . . .. Clearly ∆∗0 = ∅ and we define the ∆∗n, n = 1, . . . by recursion.
Assume that for some n ≥ 1 we have defined ∆∗n−1. Write ∆∗n0 = ∆∗n−1. Since
it is a T-division, η = 1− s(∆0

n0) > 0.
We will successively extend ∆∗n0 to a division

∆∗n =

n∑
k=0

∆∗nk = ∆∗n−1 + ∆∗n1 + · · ·+ ∆∗nn

in I, with s(∆0
nj) < η/n, for 1 ≤ j ≤ n, n fixed.

Suppose that
∑j−1
k=0 ∆∗nk has been defined for some j, 1 ≤ j ≤ n. By Lemma

2.4
∑j−1
k=0 ∆nk can be extended to a subdivision of I,

j−1∑
k=0

∆nk + ∆′nj , ∆′nj = {Ii}, say, (3)

such that, for each Ii intersecting E1
j we have

Q(Ii) > 1− δj , andIi ⊆ Ji (4)
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for some Ji at a point ci of E1
j with d(Ji) < δj . We then form a division ∆∗nj

by choosing one and only one (y, J) corresponding to each Ii intersecting E1
j

as follows.
If E1

j ∩ Ii is a singleton {y}, by the fineness of s there is a J at y such that
J ⊆ Ii and s(y, J) < η/(mn) < 1, where m is a positive integer exceeding the
number of indices i. We take this (y, J) in ∆∗nj .

If d(E1
j ∩Ii) > 0, by Lemma 2.5 there is a J on E1

j ∩ J with E1
j ∩Ii ⊆ J ⊆ Ii

and Q(J) ≥ Q(Ii). Take any point y of E1
j ∩ Ii. Then, since E1

j ⊆ E0
j and by

(4), clearly (y, J) is on E0
j ∩ J , over E0

j , and in Ji which is at the point ci of

E0
j with d(Ji) < δj = d(E0

j ) and further Q(J) > 1− δj = 1− d(E0
j ). So (y, J)

is E0-regular, and we take it in ∆∗nj . In either case, for each Ii intersecting E1
j

we have
E1
j ∩ Ii ⊆ J ⊆ Ii for a unique J in ∆nj . (5)

Also, evidently s(∆0
nj) <

∑
i η/(mn) < η/n. Thus

∑j
k=0 ∆∗nk is well-defined.

Hence we arrive at ∆∗n by a recursion on j. In the last step j = n, ∆∗nn is
over E1

n and then (5) implies that ∆∗n is about En, since ∆∗n contains ∆∗n−1

which is already about En−1. Also, by our construction, starting with n = 1,
if (y, J) ∈ ∆0

n, then J is at y, and further

s(∆0
n) = s(∆0

n0) +

n∑
j=1

s(∆0
nj) < 1− η +

n∑
j=1

η

n
= 1.

So ∆0
n is s-thin, in a special way, and hence ∆∗n is a T-division. Thus ∆∗n has

all the properties required by the lemma . This completes the recurrence on
n, and defines ∆∗n for all n.

Now write Dn =
⋃

(
∑n
k=0 ∆nk) and D′nj =

⋃
∆′nj . Suppose that E = I,

which requires A ⊇ I. Consider any x in I. Clearly x is in E1
j for some j ≥ 1.

Consider then any n ≥ j. If x ∈ D′nj , then by our construction x ∈ E1
j ∩ Ii for

some i, and so by (5) x ∈ J for some J in ∆nj . Hence, since the subdivisions
{∆nj}∞n=j are non-overlapping, Lemma 2.1 implies that x /∈ D′nj for some
n > j. Since each D′nj is closed and by (3) Dn ∪D′nj = I, it follows that each
x in I is interior to some Dn in I. Also, since ∆∗n ⊆ ∆∗n+1 and Dn = ∪∆n,
we have Dn ⊆ Dn+1, n = 1, . . . . Hence by the compactness of I, Dm = I for
some m and then ∆∗m is a division of I. Since further, the non E0-regular part
∆0
m of ∆∗m is s-thin; so ∆∗m \∆0

m is a T-regular division for I.

In the Kurzweil-Henstock theory one uses a gauge, namely, a positive func-
tion on Y . In the present general context, Y -forms will be suitable substitutes
for gauges.

In the sequel we will need the following special results.
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Lemma 3.3. (i) For any gauge p on Y , there is a Y -form E such that, for
each n, d(En) < p(y) for all y in En. Also, for every interval I there is a
division {(y

i
, Ji)} of I such that, for each i, Ji is at y

i
and d(Ji) < p(y

i
).

(ii) Given a subdivision {Ii} of an interval I, there is a Y -form E such that
every E-regular J , or (y, J), in I is in some Ii.

(iii) If E ⊆ G, where G is open, then there is an E-form E1 such that every
E1-regular J , or (y, J), is in G.

Proof. (i) Let Ei = {y; y ∈ Y, p(y) > 1/i}, i = 1, . . ., and let {Eij} be an

Ei-form with d(Eij) < 1/i for all j = 1, . . .. Then it suffices to take E to be an

enumeration of the family of sets {Eij ; i, j = 1, . . . } .
For the second part, take the trimmer T = (E, s) where s(y, J) = d(J)/p(y).

By Lemma 3.2, there is a T-division {(y
j
, Ij)} of I. If (y

j
, Ij) is E-regular,

then it is En-regular for some n, and then y
j
∈ En and d(Ij) < d(En) < p(y

j
);

otherwise s(y
j
, Ij) < 1 whence d(Ij) < p(y

j
). Hence, replacing each Ij by the

subdivision of Ij at y
j

the resulting division {(y
i
, Ji)} of I is of the required

type.
This is essentially another proof of Theorem 4.1 in [13, p. 42].
(ii) Evidently there is a gauge p such that each (y

1
, J1) with J1 at y

1
and

d(J1) < p(y
1
) is either in Y \ I

◦
or in some Ii. Take the Y -form E given by (i)

for this p. Then, for every E-regular J , or (y, J) in I, there is an n such that
J ⊆ J1 for some J1 at a point y

1
of En with d(J1) < d(En) < p(y

1
), and hence,

by noting that J is in I, by definition of p(y
1
) we must have J ⊆ J1 ⊆ Ii for

some i.
(iii) Since G is open, there is a gauge p such that each (y, J) over E with

d(J) < p(y) is in G. Take a Y -form E given by (i) for this p. Then E1 = EE

is an E-form, and for every E1-regular J , or (y, J) (For E1-regular J , we can

certainly choose a y so that (y, J) is E1-regular.) there is an n such that

y ∈ E1
n = En ∩ E and d(J) < d(E1

n) ≤ d(En) < p(y), and so J ⊆ G.

Lemma 3.4. For any set E of measure zero, and any point function f known
on E and any η > 0, there is a Y -form E such that for every E-regular
division ∆∗ over E we have |f(∆∗)| < η.

Proof. For k = 1, . . . let Gk be an open set containing E with |Gk| < η/k3k.
We obtain a Y -form {Ei} by requiring that E1 = Y \E and for i > 1, Ei is the
set of points y of E such that every (y, J) with d(J) < 1/i is in some Gk with
k > |f(y)|. Let {Eij} be an Ei-form with d(Eij) < 1/i for all j = 1, . . . and
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let E be an enumeration of the family of sets {Eij ; i, j = 1, . . .}. Obviously,
E is a Y -form.

Now, for E-regular (y, J) over E, there is a set Eij , say, with i > 1 such
that y ∈ Eij ⊆ Ei and d(J) < d(Eij) < 1/i and J ⊆ Gk for some k > |f(y)|.
Therefore, any E-regular division ∆∗ over E can be written as ∆∗ =

∑
∆∗k

where for each k and each (y, J) ∈ ∆∗k we have |f(y)| < k and J ⊆ Gk. Since
the intervals J of ∆∗k are non-overlapping, it follows that

|f(∆∗)| ≤
∑
|f |(∆∗k) ≤

∑
k|Gk| <

∑ η

3k
< η.

Notation In the sequel, S will be an arbitrary but fixed sifting in Y , I an
interval in Y , and f, g, h, f0, f1, f2, . . . real valued point functions defined at
least on I. For any Y -form E and any sifter s in S, we will call T= ( E, s)
an S- trimmer and denote by I(T) the collection of all T-regular divisions for
the interval I. By Lemma 3.2, I(T) is never empty.

4 The S-integral

Considering all S-trimmers, T = (E, s), we define

T(f, I) = sup
∆∗∈I(T)

f(∆∗), S(f, I) = inf
T

T(f, I)

and
To(f, I) = T(f, I) + T(−f, I).

We call To(f, I) the T-oscillatory sum, and S(f, I) and −S(−f, I), respectively
the upper and lower S-integrals of f on I; and if these two are finite and equal,
then f is said to be S-integrable on I, with definite integral S(f, I) written
(S)
∫
I
f = S(f, I). Obviously (S)

∫
I
f = 0 if f = 0 on I.

The following line of reasoning will be our total filtering down principle,
(FDP). Given any two S-trimmers Ti = (Ei, si), i = 0, 1 by definition s =
max{s0, s1} is in S. Also E=E0E1 is a Y -form finer than both E0 and E1.
Thus T = (E, s) is an S-trimmer finer than both T0 and T1. Then by Lemma
3.1 we have I(T) ⊆ I(T0) ∩ I(T1), and hence

−∞ < T(f, I) ≤ Ti(f, I) and To(f, I) ≤ Toi (f, I), i = 0, 1.

Then for all ∆∗ ∈ I(T) we have

−T1(−f, I) ≤ −(−f)(∆∗) = f(∆∗) ≤ T0(f, I).

This evidently implies the following assertion.
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Theorem 4.1. (i) For any S-trimmer T and ∆∗ ∈ I(T),

−T(−f, I) ≤ −S(−f, I) ≤ S(f, I) ≤ T(f, I),

and
|S(f, I)− f(∆∗)| ≤ To(f, I).

(ii) The function f is S-integrable on I iff for each η > 0 there is an S-
trimmer T such that To(f, I) < η.

(iii) The function f is S-integrable on I iff there is a real number c and to
each η > 0 there corresponds an S-trimmer T = (E, s) such that for all
∆∗ ∈ I(T) we have |f(∆∗)− c| < η; and then S(f, I) = c.

Note 1. Clearly Theorem 4.1 (iii) implies a Riemann type definition of the
S-integral for vector-valued point-interval functions.

Note 2. When f is S-integrable on I, Theorem 4.1 (iii) implies that the
value of the integral can be also approximated by Riemann sums of f over full
divisions of I. For, extending f to Y in any manner, let

s0(y, J) = max

{ |f(y)|
η
|J |, s(y, J)

}
.

Clearly s0 is a sifter, that may not belong to S, and T0=(E, s0) is finer than
T. Take any ∆∗ ∈ I(T0). Then by Lemma 3.1 ∆∗ ∈ I(T). Also ∆∗ can be
extended to a division ∆∗1 = ∆∗ + ∆∗0 of I where ∆∗0 is s0-thin. Hence

|f(∆∗1)− c| ≤ |f(∆∗)− c|+ |f(∆∗0)| < η + ηs0(∆∗0) < η + η,

which proves our assertion.
Using (FDP), from Theorem 4.1 (iii) we readily obtain the next theorem.

Theorem 4.2. The S-integrable functions on I form a linear space, and the
S-integral is a linear functional on it.

Lemma 4.3. (i) For any subdivision {Ii}mi=1 of [in] I, any ci > 0 with∑m
i=1 ci < 1, and any S-trimmer T = (E, s), and letting Ti denoting the

S-trimmer (E, c−1
i s) we have

m∑
i=1

Ti(f, Ii) ≤ T(f, I) (6)

[ m∑
i=1

Toi (f, Ii) ≤ To(f, I)

]
. (7)
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(ii) If f is S-integrable on I, then for each η > 0 there is an S-trimmer T1

such that To1(f, J) < η for all J in I.

Proof. (i) Recalling Lemma 2.2 and noting that Toi (f, Ii) ≥ 0 and
∑m
i=1 ci <

1, we can assume in both cases that ∪iIi = I.
Now any ∆∗i ∈ Ii(Ti) is E-regular, and it can be extended to a division

∆∗i + ∆∗i0 of Ii, where ∆∗i0 is c−1
i s-thin; that is c−1

i s(∆∗i0) < 1, or s(∆∗i0) < ci.
Write ∆∗ =

∑m
i=1 ∆∗i and ∆∗0 =

∑m
i=1 ∆∗i0 . Then ∆∗ is E-regular and ∆∗+∆∗0

is a division of I, where ∆∗0 is s-thin because s(∆∗0) =
∑
s(∆∗i0) <

∑
ci < 1.

Therefore ∆∗ ∈ I(T) and hence
∑m
i=1 f(∆∗i ) = f(∆∗) ≤ T(f, I). Since ∆∗i ∈

Ii(Ti) is arbitrary and Ti(f, Ii) 6= −∞ we have (6). Further

m∑
i=1

Toi (f, Ii) =

m∑
i=1

(
Ti(f, Ii) + Ti(−f, Ii)

)
≤ T(f, I) + T(−f, I) = To(f, I),

which is (7).
(ii) By Theorem 4.1 (ii), there is an S-trimmer T = (E, s) such that

To(f, I) < η. Let T1 = (E, 2s). For any J in I taking {I1} = {J} in (i)
we get To1(f, J) ≤ To(f, I) < η.

The upper and lower S-integrals are nicely additive.

Theorem 4.4. Let {Ii}mi=1 be any subdivision of I. Then:

(i) S(f, I) =
∑m
i=1 S(f, Ii), provided the sum on the right-hand side is de-

fined.

(ii) S(f, I) is finite iff all of the S(f, Ii) are finite.

Proof. (i) Since
∑m
i=1 S(f, Ii) is defined, possibly infinite, by Lemma 4.3 (i)

we have
∑m
i=1 S(f, Ii) ≤ T(f, I) for every S-trimmer T. Hence,

m∑
i=1

S(f, Ii) ≤ S(f, I). (8)

For the reverse inequality, consider any S-trimmers Ti = (Ei, si), 1 ≤ i ≤ m.
By repeated use of (FDP), there is an S-trimmer T0 = (E0, s0) finer than each
Ti. Again, by Lemma 3.3 (ii) there is a Y -form E′ such that every E′-regular

(y, J) in I is in some Ii. Also, let s(y, J) = s0(y, J) if (y, J) is either in Y \ I
◦

or in some Ii, and s(y, J) = max{1, s0(y, J)} otherwise. The definition of a

sifting evidently implies that s ∈ S. Let E = E0E
′. Then T = (E, s) is a

S-trimmer finer than T0, and hence finer than each Ti.
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Now, every ∆∗ ∈ I(T) is E-regular, and it can be extended to a division
∆∗ + ∆∗0 of I where ∆∗0 is s-thin. Then, by the above, we can evidently write
∆∗ =

∑m
i=1 ∆∗i and ∆∗0 =

∑m
i=1 ∆∗i0 where ∆∗i + ∆∗i0 is in Ii, 1 ≤ i ≤ m. Since

T is finer than Ti, by Lemma 3.1 ∆∗i is Ei-regular and ∆∗i0 is si-thin. Besides,
since ∆ + ∆0 =

∑m
i=1 (∆i + ∆i0) is a subdivision of I, and since

⋃
(∆i + ∆i0)

is a closed set in Ii for each i, clearly ∆∗i + ∆∗i0 is a division of Ii. Therefore
∆∗i ∈ Ii(Ti), 1 ≤ i ≤ m; and so

f(∆∗) =

m∑
i=1

f(∆∗i ) ≤
m∑
i=1

Ti(f, Ii), ∆∗ ∈ I(T).

Hence S(f, I) ≤ T(f, I) ≤
∑

Ti(f, Ii). Since the Ti are arbitrary and since∑
S(f, Ii) is well defined, it follows that

∑m
i=1 S(f, Ii) ≥ S(f, I), which by (8)

completes the proof of (i).
(ii) If S(f, I) is finite, then T(f, I) < ∞ for some S-trimmer T. Then by

Lemma 4.3 (i), S(f, Ii) < ∞ for all i, which by (i) above implies that all
S(f, Ii) are finite. The converse is immediate from (i).

Theorem 4.5. For any subdivision {Ii} of I, we always have

(S)

∫
I

f =
∑
i

(S)

∫
Ii

f,

whenever the right-hand side or the left-hand side is defined.

Proof. If f is S-integrable on I, or if f is S-integrable on each Ii, then in
either case by Theorem 4.4 we have

S(f, I) =
∑
S(f, Ii) = −

∑
S(−f, Ii) = −S(−f, I),

and further, recalling Theorem 4.1 (i) −∞ < −S(−f, Ii) ≤ S(f, Ii) < ∞ for
each i. Hence, clearly, in either case, all the integrals exist and the required
equality holds.

We now prove an elementary but very useful result which extends the Saks-
Henstock lemma, [15, Theorem 3.7, p. 11].

Lemma 4.6. For any S-trimmer, T = (E, s), and any E-regular [s-thin]
division {(y

i
, Ji)} in I, we have

∑
i

∣∣S(f, Ji)− f(y
i
)|Ji|

∣∣ ≤ To(f, I),

[∑
i

∣∣S(f, Ji)
∣∣ ≤ To(f, I)

]
.
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Proof. In the first case, choose ci > 0 with
∑
i ci < 1, and put Ti = (E, c−1

i s),
∆∗i = {(y

i
, Ji)} and ∆∗i0 = ∅. Since ∆∗i is an E-regular division of Ji and ∆∗i0

is vacuously c−1
i s-thin, we have ∆∗i ∈ Ji(Ti), and hence

−Ti(−f, Ji) ≤ f(y
i
)|Ji| ≤ Ti(f, Ji).

Also, by Theorem 4.1 (i) −Ti(−f, Ji) ≤ S(f, Ji) ≤ Ti(f, Ji). Hence∣∣∣S(f, Ji)− f(y
i
)|Ji|

∣∣∣ ≤ Ti(f, Ji) + Ti(−f, Ji) = Toi (f, Ji),

whence the required result follows at once, recalling Lemma 4.3 (i).
In the second case, since

∑
i s(yi, Ji) < 1, we can choose ci > s(y

i
, Ji)

such that
∑
i ci < 1. Let now Ti = (E, c−1

i s), ∆∗i = ∅ and ∆∗i0 = {(y
i
, Ji)}.

Then ∆∗i is vacuously E-regular and ∆∗i + ∆∗i0 is a division of Ji, where ∆∗i0 is
c−1
i s-thin because c−1

i s(∆∗io) = c−1
i s(y

i
, Ji) < 1. So ∆∗i ∈ Ji(Ti). Since in this

case −Ti(−f, Ji) ≤ −(−f)(∆∗i ) = f(∆∗i ) = 0 ≤ Ti(f, Ji), it follows as above
that

∑
|S(f, Ji)| ≤ To(f, I).

Theorem 4.7. If f ≤ g + c a.e. on I, for some constant c ≥ 0, then

S(f, I) ≤ S(g, I) + c|I|. (9)

Consequently if f = g a.e. on I, then S(f, I) = S(g, I) and S(−f, I) =
S(−g, I) and hence, if further g is S-integrable on I, then f is also and to the
same value. In particular if f = 0 a.e. on I, then f is S-integrable on I and
S(f, I) = 0.

Proof. Let A = {x; x ∈ I, f(x) ≤ g(x) + c}, E = I \ A, h = f − g − c, and
η > 0. Since |E| = 0, by Lemma 3.4, there is a Y -form E0 such that for every
E0-regular division ∆∗0 over E we have h(∆∗0) < η. Now, given any S-trimmer
T = (E, s) let E1 be the Y -form which is an enumeration of the family of sets{
Ei \ E,Ei ∩ E0

j ∩ E; i, j = 1, . . .
}

. Then T1 = (E1, s) is an S-trimmer. Take

any ∆∗ ∈ I(T1). By Lemma 3.1 ∆∗ ∈ I(T). Also, ∆∗ = ∆∗1 + ∆∗0 where ∆∗1 is
over A and ∆∗0 is over E. Besides, since Y \ E and E are disjoint, and ∆∗0 is
E1-regular, clearly ∆∗0 is E0-regular. Then noting that h ≤ 0 on A we have

f(∆∗) =(g + c+ h)(∆∗) = g(∆∗) + c|∆|+ h(∆∗)

≤T(g, I) + c|I|+ h(∆∗0) + h(∆∗1)

≤T(g, I) + c|I|+ η, ∆∗ ∈ I(T1).

So S(f, I) ≤ T1(f, I) ≤ T(g, I) + c|I| + η, whence by the arbitrariness of T
and η we get (9).
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Remark 4.8. In view of Theorem 4.7, we could speak of S-integrability of
functions defined and real valued a.e. on I. Besides, using the technique of
McShane [16], the interval I could be replaced by any set in Y .

The last part of Theorem 4.7 has the following useful converse.

Theorem 4.9. If (S)
∫
J
f = 0 for all J in I, then f = 0 a.e. on I.

Proof. It is enough to show that for every η > 0, |E| ≤ 2η where E = {y; y ∈
I, |f(y)| ≥ η}. Now, by Theorem 4.1 (ii) there is an S-trimmer T = (E, s) such

that To(f, I) < η2. Let En =
⋃n
j=1(Ej ∩ E), and let T1 = (E, s1) where

s1(y, J) = η−1|J |. By Lemma 3.2, for each n there is a T1-division ∆∗n about
En in I, with ∆∗n ⊆ ∆∗n+1. Then ∆∗n = ∆∗n1 + ∆∗n0, where ∆∗n1 is E-regular
and s1(∆∗n0) < 1, that is |∆n0| < η.

Write ∆∗n1 = {(y
i
, Ji)}, n fixed. Since y

i
∈ En ⊆ E, |f(y

i
)| ≥ η and by

hypothesis S(f, Ji) = 0. Hence using Lemma 4.6 we get

|∆n1| =
∑
|Ji| ≤

1

η

∑∣∣∣0− f(y
i
)|Ji|

∣∣∣ ≤ 1

η
To(f, I) < η.

Thus |∆n| = |∆n1| + |∆n0| < 2η for all n. Since ∆n ⊆ ∆n+1 and
⋃∞
n=1 ∆n

covers E, we get that |E| ≤ 2η.

Our next theorem is the best possible of its type.

Theorem 4.10. Let h = min{f, g}. If f and g are S-integrable on I and
S(h, I) > −∞, then h is S-integrable on I.

Proof. By Theorem 4.7, S(h, J) ≤ S(f, J) and S(h, J) ≤ S(g, J) for all J in
I. In particular −∞ < S(h, I) ≤ S(f, I) < ∞. Now, given η > 0, by (FDP)
there is an S-trimmer T = (E, s) such that To(f, I) < η/3 and To(g, I) < η/3.
By definition, every ∆∗ ∈ I(T) is E-regular and it can be extended to a division
∆∗+ ∆∗0 of I such that ∆∗0 is s-thin. Let ∆∗ = {(y

i
, Ji)} and ∆∗0 = {(xj , Ij)}.

Then {Ji, Ij} is a subdivision of I. So, using Theorem 4.4 for h and Lemma
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4.6 for f and g, we get on writing A = {i; h(y
i
) = f(y

i
)},

(−h)(∆∗) =
∑
i∈A

[
S(h, Ji)− h(y

i
)|Ji|

]
+
∑
j

S(h, Ij)

+
∑
i/∈A

[
S(h, Ji)− h(y

i
)|Ji|

]
− S(h, I)

≤
∑
i∈A

[
S(f, Ji)− f(y

i
)|Ji|

]
+
∑
j

S(f, Ij)

+
∑
i/∈A

[
S(g, Ji)− g(y

i
)|Ji|

]
− S(h, I)

≤To(f, I) + To(f, I) + To(g, I)− S(h, I)

<η − S(h, I), ∆∗ ∈ I(T).

Hence S(−h, I) ≤ T(−h, I) ≤ η − S(h, I), which by Theorem 4.1 (i) gives
−S(h, I) ≤ S(−h, I) ≤ η−S(h, I). Letting η tend to zero, we get −S(−h, I) =
S(h, I) 6= ±∞ as required.

Theorem 4.11. Let f be S-integrable on I. If S(−|f |, I) > −∞, in particular
if f is essentially bounded above or below in I, then |f | is S-integrable on I
and

∣∣S(f, I)
∣∣ ≤ S(|f |, I).

Proof. Since −|f | = min{f,−f}, by Theorem 4.10 and Theorem 4.2 |f | is
S-integrable on I and the inequality is obvious.

If f is essentially bounded above on I, take an n such that f(x) < n a.e.
on I. Then f(x) < 2n− |f(x)| a.e. on I and so by Theorem 4.7

−∞ < S(f, I) ≤ S(−|f |, I) + 2n|I|.

If f is essentially bounded below, then −f is essentially bounded above and
so −∞ < S(−| − f |, I) = S(−|f |, I).

Notation In the sequel, we shall write F = S(f : I) to mean that f is S-
integrable on I and that F is the indefinite S-integral, or S-primitive of f on
I, namely the interval function defined for all J in I by F (J) = S(f, J); recall
Theorem 4.5.

5 Convergence Theorems

In this section we present two new types of convergence theorems: Singular and
Uniform, for sequences of S-integrable functions, in the form of necessary and
sufficient conditions for convergence of both the integrands and the integrals.
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From these we then quickly obtain the monotone convergence theorem, Fatou’s
lemma and the dominated convergence theorem.

The singular convergence theorem has the widest possible range of applica-
tion. The uniform convergence theorem is restricted precisely by the uniform
convergence of the sequence of primitives, and as such it supersedes both the
controlled convergence theorem and the generalized mean convergence theo-
rem of Lee, [15, 7.6, p. 39; 9.7, p. 55] and also compare [1, 10, 11, 23].

Lemma 5.1. Let Fn = S(fn : I), n = 1, . . ., let p(y) be a positive integer for
each y in I, and let η > 0. Then there is a Y -form E, such that for every

E-regular division {(y
i
, Ji)} in I we have

∑
i

∣∣Fp(y
i
)(Ji)− fp(y

i
)(yi)|Ji|

∣∣ < η.

Proof. By Theorem 4.1 (ii), there are S-trimmers Tj = (Ej , sj) such that
(Tj)o(fj , I) < 2−jη, j = 1, . . .. Let Aj = {y; y ∈ I, p(y) = j}. {Aj} is a
disjoint I-form. Then let E be the Y -form which is an enumeration of the
family of sets {Y \ I, Aj ∩ Ejk; j, k = 1, . . .}. Now, for any E-regular (y, J) in

I there is a unique j such that y ∈ Aj , and then (y, J) is clearly Ej-regular.
Hence, by Lemma 4.6, for every E-regular division {(y

i
, Ji)} in I we have∑

i

∣∣Fp(y
i
)(Ji)− fp(y

i
)(yi)|Ji|

∣∣ =
∑
j

∑
y
i
∈Aj

∣∣Fj(Ji)− fj(yi)|Ji|∣∣
≤
∑
j

(Tj)o(fj , I) <
∑
j

η

2j
= η.

A sequence of functions {fn} is said to be S-integrally, [uniformly S-
integrally], Cauchy on I if each fn is S-integrable on I, with Fn = S(fn : I)
say, and if for each η > 0 there are positive integers m and N(y), y ∈ I, such
that for every choice of integers k ≥ m and p(y) ≥ N(y), y ∈ I, there is an
S-trimmer T such that for every T-regular division {(y

i
, Ji)} for I, [for any

subinterval J of I], we have

C(η) :

∣∣∣∣∑
i

(
fp(y

i
) − fk

)
(y
i
)|Ji|

∣∣∣∣ < η.

The {m,N(y)} and T are then said to correspond to {fn} and {k, p(y)},
respectively, on I, [uniformly], in the C(η) sense.

Lemma 5.2. Let Fn = S(fn : I), n = 1, . . .. Then {fn} is S-integrally,
[uniformly S-integrally], Cauchy on I if and only if for each η > 0 there are
positive integers m and N(y), y ∈ I, such that for every choice of integers
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k ≥ m and p(y) ≥ N(y), y ∈ I, there is an S-trimmer T such that for every
T-regular division {(y

i
, Ji)} for I, [for any subinterval J of I], we have

C ′(η) :

∣∣∣∣∑
i

(
Fp(y

i
) − Fk

)
(Ji)

∣∣∣∣ < η.

Proof. Since Fn−Fk = S(fn−fk : I) for all n, each part of the lemma follows
readily by applying Lemma 5.1 to the sequence {fn−fk}∞n=1 and using (FDP)
in the obvious way, with η/2 in place of η and without altering {m,N(y)}.

Note 5.3. Since the condition C ′(η) involves only S-integrals, by Theorem
4.7 the values of the functions fn can be altered on a set of measure zero both
for the application and for the verification of the conditions C(η) and C ′(η).

Lemma 5.4. If {fn} is S-integrally Cauchy on I, then {S(fn, I)} is conver-
gent and {fn} is convergent pointwise a.e.

Proof. Let Fn = S(fn : I). Given η > 0, let {m,N(y)} correspond to {fn}
on I in the C(η) sense. Choose arbitrary integers j > m and k > m and let
p(y) = N(y) for all y in I. Then by (FDP) there is an S-trimmer T which
corresponds to both {j, p(y)} and {k, p(y)} on I in the C(η) sense, and also
satisfies To(fj − fk, I) < η. Then taking a T-regular division {(y

i
, Ji)} for I,

and using Theorem 4.1 (i) and C(η), we have

|Fj(I)− Fk(I)| ≤
∣∣(Fj − Fk)(I)−

∑
i

(fj − fk)(y
i
)|Ji|

∣∣
+
∣∣∑

i

(fj − fp(y
i
))(yi)|Ji|

∣∣+
∣∣∑

i

(fp(y
i
) − fk)(y

i
)|Ji|

∣∣
<To(fj − fk, I) + η + η < 3η.

Thus the sequence {Fn(I) = S(fn, I)} is Cauchy and so convergent.
The second part will be proved if we can show that, for any η > 0, if E

is the set of points y in I for which there are arbitrarily large integers p, q
satisfying |fp(y) − fq(y)| ≥ η, then |E| ≤ 3η. Let {m,N(y)} correspond to

{fn} on I in the C(η2) sense. For each y in E we choose p(y) > N(y) and
q(y) > N(y) such that

fp(y)(y)− fq(y)(y) ≥ η, (10)

and for each y in I \ E we choose p(y) = q(y) = N(y). Then, by (FDP),
there is an S-trimmer T = (E, s) which corresponds to both {m, p(y)} and to

{m, q(y)} on I in the C(η2) sense.
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Now let En =
⋃n
j=1(Ej ∩ E), and let T1 = (E, s1) where s1(y, J) = |J |/η.

By Lemma 3.2, for each n there is a T1-division ∆∗n about En in I, with
∆∗n ⊆ ∆∗n+1. Then ∆∗n = ∆∗n1 + ∆∗n0 where ∆∗n1 is E-regular and s1(∆∗n0) < 1,
that is |∆n0| < η.

Fix any n. As in the proof of Lemma 3.2, we can extend ∆∗n1 to a T-regular
division {(y

i
, Ji)} for I. Then, noting that ∆∗n1 is over E and p(y

i
) = q(y

i
)

for all y
i
/∈ E, by (10) and C(η2) we have

η|∆n1| ≤η
∑
y
i
∈E
|Ji| ≤

∑
y
i
∈E

(
fp(y

i
) − fq(y

i
)

)
(y
i
)|Ji|

=
∑
i

(
fp(y

i
) − fm

)
(y
i
)|Ji|+

∑
i

(
fm − fq(y

i
)

)
(y
i
)|Ji|

<η2 + η2 = 2η2.

Thus |∆n| = |∆n1|+ |∆n0| < 2η + η for all n. Since ∆n ⊆ ∆n+1 and ∪∞n=1∆n

covers E, we get |E| ≤ 3η.

Theorem 5.5. (Singular Convergence) Let Fn = S(fn : I), n = 1, . . . . The
following conditions are equivalent.

(i) The sequence {fn} is S-integrally Cauchy on I.

(ii) {fn} converges pointwise a.e. to an S-integrable function f0 on I, and
also {S(fn, I)} converges to c = S(f0, I).

Proof. Assume (i). By Lemma 5.4 {fn} converges pointwise a.e. to a
function f0 on I, and {S(fn, I) = Fn(I)} converges to a number c. For
the integrals in (ii), by Note 5.3, we can assume further that {fn} converges
everywhere to f0 on I. Now, given η > 0, let {m,N(y)} correspond to {fn}
on I in the C(η) sense. We choose integers p(y) > N(y), y ∈ I, and k > m
such that ∣∣f0(y)− fp(y)(y)

∣∣ < η and |Fk(I)− c| < η.

Then, by (FDP), there is an S-trimmer T which corresponds to {k, p(y)} on
I in the C(η) sense, and also satisfies To(fk, I) < η. Then for all ∆∗ ∈ I(T),
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∆∗ = {(y
i
, Ji)}, using C(η) and Theorem 4.1 (i) we have∣∣f0(∆∗)− c

∣∣ ≤∑
i

∣∣(f0 − fp(y
i
)

)
(y
i
)
∣∣ |Ji|

+
∣∣∑

i

(
fp(y

i
) − fk

)
(y
i
) |Ji|

∣∣
+
∣∣∑

i

fk(y
i
)|Ji| − Fk(I)

∣∣+ |Fk(I)− c|

<
∑
i

η|Ji|+ η + To(fk, I) + η < η(|I|+ 3).

Hence, by Theorem 4.1 (iii) we have (S)
∫
I
fo = c, proving (ii).

Conversely, assume (ii). To prove (i), by Note 5.3 we can assume further
that {fn} converges to f0 everywhere on I. Then given an η > 0, there are
positive integers m and N(y), y ∈ I such that for every choice of integers
k ≥ m and p(y) ≥ N(y), y ∈ I we have∣∣fp(y) − f0

∣∣(y) < τ =
η

|I|+ 3
and

∣∣c− Fk(I)
∣∣ < τ.

Also, by (FDP), there is an S-trimmer T such that To(fj , I) < τ , j = 0, k.
Then for all {(y

i
, Ji)} ∈ I(T), we have∣∣∑

i

(
fp(y

i
)−fk

)
(y
i
)|Ji|

∣∣ ≤ ∣∣∑
i

(
fp(y

i
) − f0

)
(y
i
)|Ji|

∣∣
+
∣∣∑

i

f0(y
i
)|Ji| − c

∣∣+
∣∣c− Fk(I)

∣∣+
∣∣Fk(I)−

∑
i

fk(y
i
)|Ji|

∣∣
<
∑
i

τ |Ji|+ To(f0, I) + τ + To(fk, I) < τ |I|+ 3τ = η.

Thus {m,N(y)} corresponds to {fn} on I in the C(η) sense. Hence {fn} is
S-integrally Cauchy on I, proving (i).

Theorem 5.6. (Uniform Convergence) Let Fn = S(fn : I), n = 1, . . . . The
following conditions are equivalent.

(i) The sequence {fn} is uniformly S-integrally Cauchy on I.

(ii) {fn} converges pointwise a.e. to a S-integrable function f0 on I and also
{Fn} converges uniformly on I to F0 = S(f0 : I), that is Fn(J)→ F0(J)
uniformly for all J in I.
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Proof. Assume (i). Then obviously, {fn} is S-integrally Cauchy on every
subinterval J of I. So obviously by Theorem 5.5, {fn} converges pointwise a.e.
to an S-integrable function f0 on I. Writing F0 = S(f0 : I), we also have that
Fn(J) → F0(J), for all J in I. Now, given η > 0, let {m,N(y)} correspond
to {fn} uniformly on I in the C(η) sense. Choose arbitrary integers j > m
and k > m, and let p(y) = N(y) for all y in I. Then, recalling Lemma 4.3
(ii), by (FDP) there is an S-trimmer T = (E, s) which corresponds to both
{j, p(y)} and {k, p(y)} uniformly on I in the C(η) sense, and also satisfies
To(fj−fk, J) < η for all J in I. Then, for all J in I, taking a {(y

i
, Ji)} ∈ J(T)

it follows that as in the first part of the proof of Lemma 5.4, with J for I, that
|Fj(J) − Fk(J)| < 3η. Hence {Fn} converges uniformly to F0 on I, proving
(ii).

Conversely, assume (ii). To prove (i), by Note 5.3 we can assume further
that {fn} converges to f0 everywhere on I. Then, given η > 0, there are
positive integers m and N(y), y ∈ I, such that for every choice of integers
k ≥ m and p(y) ≥ N(y), y ∈ I, and for all J in I, we have∣∣fp(y) − f0

∣∣(y) < τ =
η

|I|+ 3
and

∣∣F0(J)− Fk(J)
∣∣ < τ.

Also, recalling Lemma 4.3 (ii), by (FDP) there is an S-trimmer T such that
for j = 0, k, To(fj , J) < τ for all J in I. Then considering all J in I, and all
{(y

i
, Ji)} ∈ J(T) it follows that as in the last part of the proof of Theorem

5.5, with J for I and F0(J) for c, that T corresponds to {k, p(y)} uniformly
on I in the C(η) sense, proving (i).

Remark 5.7. In contrast to uniform convergence, singular convergence is
extremely pathological. For example, in R, let

fn(x) =


n if 0 < x < 1

n ,

−n if 3− 1
n < x < 3,

0 otherwise.

Then {fn} converges to f0 = 0 everywhere. Assuming that S in R contains
the length sifter s, s(y, J) = |J |. It is easy to verify that (S)

∫
I
fn = 0 where

I = [0, 3], and so Theorem 5.5 holds trivially. But, on the other hand, for the
subinterval J = [0, 1], (S)

∫
J
fn = 1, while (S)

∫
J
f0 = 0.

Theorem 5.8. (Monotone Convergence) Let Fn = S(fn : I), n = 1, . . . ,
let fn ≤ fn+1, [fn ≥ fn+1], a.e. on I for each n and let supn Fn(I) < ∞,
[infn Fn(I) > −∞]. Then {fn} converges pointwise a.e. to an S-integrable
function f0 on I, and also {Fn} converges uniformly to F0 = S(f0 : I) on I.
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Proof. Looking at {−fn}, we prove the first case only. Obviously, the
sequence {Fn(I)} is nondecreasing and convergent. So, given η > 0, there is
a positive integer m such that 0 ≤ Fq(I) − Fm(I) < η for all q ≥ m. Let
N(y) = m, y ∈ I. Then for every choice of integers k ≥ m and p(y) ≥ N(y) =
m, y ∈ I, and every division {(y

i
, Ji)} in I, setting q = k +

∑
i p(yi), for all i

we have

−(fq − fm) ≤ fp(y
i
) − fk ≤ (fq − fm) a.e. on I,

and hence |S(fp(y
i
) − fk, Ji)| ≤ S(fq − fm, Ji). Hence

∣∣∑
i

(
Fp(y

i
) − Fk

)
(Ji)

∣∣ ≤∑
i

∣∣S(fp(y
i
) − fk, Ji)

∣∣ ≤∑
i

S(fq − fm, Ji)

≤S(fq − fm, I) = Fq(I)− Fm(I) < η.

Thus {m,N(y) = m} corresponds to {fn} uniformly on I in the C ′(η) sense
as in Lemma 5.2, in a trivial way. Hence by Lemma 5.2, {fn} is uniformly S-
integrally Cauchy on I, in a remarkably strong sense indeed, which by Theorem
5.6 completes the proof.

Lemma 5.9. Let Fn = S(fn : I), n = 1, . . . . If fn ≥ g a.e. on I for each n,
and if S(g, I) > −∞, then infn fn equals a.e. an S-integrable function on I.

Proof. Let hn = min{f1, . . . , fn}, n = 1, . . . . Then hn ≥ g a.e. on I, and
so by Theorem 4.7 S(hn, I) ≥ S(g, I) > −∞ for all n. So from Theorem
4.10 it follows by induction that each hn is S-integrable on I. Also, we have
hn ≥ hn+1 on I for all n and infn S(hn, I) ≥ S(g, I) > −∞. Hence by
Theorem 5.8, {hn} converges a.e. to an S-integrable function h on I, and the
proof ends by noting that infn fn(x) = limn hn(x) = h(x) a.e. on I.

Theorem 5.10. (Fatou’s Lemma) Let Fn = S(fn : I), n = 1, . . . .

(i) If fn ≥ g a.e. on I for each n, and if S(g, I) > −∞ and lim infn Fn(I) <
∞, then lim infn fn equals a.e. an S-integrable function h on I, and
further S(h, I) ≤ lim infn Fn(I).

(ii) If fn ≤ g a.e. on I for each n, and if S(−g, I) > −∞ and lim supn Fn(I)
> −∞, then lim supn fn equals a.e. an S-integrable function h on I, and
further S(h, I) ≥ lim supn Fn(I).

Proof. As before, looking at {−fn} we prove only (i).
By Lemma 5.9, for each n there is an S-integrable function hn on I such

that hn(x) = inf{fk(x); k ≥ n} a.e. on I. Clearly hn ≤ hn+1 and hn ≤ fn
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a.e. on I for each n, and so S(hn, I) ≤ S(hn+1, I) and S(hn, I) ≤ Fn(I) for
all n. Hence

sup
n
S(hn, I) = lim

n
S(hn, I) ≤ lim inf

n
Fn(I) <∞,

which by Theorem 5.8 for {hn} evidently proves (i).

Theorem 5.11. (Dominated Convergence) Let Fn = S(fn : I), n = 1, . . . ,
let {fn}converge to f0 a.e. on I, and let g ≤ fn ≤ f a.e. on I for each n,
where S(g, I) > −∞ and S(−f, I) > −∞. Then f0 is S-integrable on I and
limn Fn(J) = S(f0, J) for all J in I.

Proof. We have

−∞ < S(g, I) ≤ Fn(I) = −S(−fn, I) ≤ −S(−f, I) <∞

for all n. So, lim infn Fn(I) and lim supn Fn(I) are both finite. Therefore,
by Theorem 5.10 (i,ii) and Theorem 4.7, clearly f0 is S-integrable on I, and
further,

lim sup
n

Fn(I) ≤ S(f0, I) ≤ lim inf
n

Fn(I).

Thus limn Fn(I) = S(f0, I). We note also that, since by above both S(g, I)
and S(−f, I) are finite by Theorem 4.4 (ii) both S(g, J) and S(−f, J) are
finite for all J in I. Hence we can replace I with any J in I.

6 Functions S-AC and MAC, Spectral Derivative

We now pause to introduce and study two distinct generalizations of absolute
continuity, AC, [19, p. 93], and a notion of strong approximate derivative, for
interval functions. These will be used in the next section to give a Denjoy-
Lusin type descriptive definition of the S-integral. The use of Vitali’s covering
theorem, [19, p. 109], and the theory of density of sets, [19, p. 128], seems to
be indispensable here.

Take any interval function F known for all J in I . If for each η > 0 there
is an s in S such that |F (∆)| < η for all s-thin divisions ∆∗ in I, then F is
said to be S-AC on I.

Next, a subdivision ∆1 is said to be subordinate to a subdivision ∆, written
∆1 sub∆, if each interval of ∆1 is in some, necessarily unique, interval of ∆.

For E ⊆ I, we denote by M(F,E; I), [ U(F,E; I)], the infimum of all
K ≤ ∞ for which there is an E-form E and a δ > 0 such that F (∆)−F (∆1) <
K for all pairs of E-regular, possibly empty, subdivisions ∆, ∆1 in I with
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∣∣|∆| − |∆1|
∣∣ < δ, [and with ∆1 sub∆]. Clearly M(F,E; I) ≥ U(F,E; I) ≥ 0.

We call M(F,E; I) the meager variation of F on E in I.
If for each η > 0 there is an I-form {En} such that

∞∑
n=1

M(F,En; I) < η,
[ ∞∑
n=1

U(F,En; I) < η
]
,

then F is said to be MAC, [MAC-up], on I. Using (FDP), it is readily seen
that M(F,A; I) ≤M(F,E; I) and U(F,A; I) ≤ U(F,E; I), if A ⊆ E, that the
properties S-AC and MAC are hereditary and that a linear combination of
any two S-AC functions is again S-AC. For MAC this follows from Theorem
6.9 infra. It is natural to call F MAC-down if −F is MAC-up.

Theorem 6.1. For every E ⊆ I there is a measurable set A such that E ⊆
A ⊆ I and W (F,E; I) = W (F,A; I), for W = M, U .

Proof. Given a positive integer k, by (FDP), there is an E-form E and a
δ > 0 such that

F (∆)− F (∆1) ≤M(F,E; I) +
1

k
,

[
F (∆)− F (∆1) ≤ U(F,E; I) +

1

k

]
,

for all pairs of E-regular subdivisions ∆, ∆1 in I with
∣∣|∆| − |∆1|

∣∣ < δ, [and
∆1 sub∆]. Invoking star-closure (see §3) the set Ak = ∪∞n=1E

+
n is measurable

and E ⊆ Ak ⊆ I. Since E+ is an Ak-form and E+-regular subdivisions are
E-regular, we have W (F,Ak; I) ≤W (F,E; I)+1/k for W = M,U . It is clearly
enough to take A = ∩∞k=1Ak.

Now recall that a set E has (outer) density 1 at a point y in Y , if for each
η > 0, we have |E ∩ J | > (1− η)|J | for all (y, J) in some neighborhood of y.

For each y in I, we denote by F sp(y) the infimum of all K ≤ ∞ for which
there is a closed set A having density 1 at y, such that F (J) ≤ K|J | for all A-
regular J in I; J need not contain y; the existence of A-regular J in I follows

from Lemma 2.5. The phrase ‘in I’ is superfluous for y in I
◦
.

We call F sp(y) and −(−F )sp(y) respectively the upper and lower spectral
derivates of F at y in I; and if they are equal, their common value is called
the spectral derivative of F at y in I, F ′sp(y).

Routine arguments give us −(−F )sp(y) ≤ F sp(y), as well as other standard
results concerning linear combinations.

Theorem 6.2. The spectral derivate F sp is measurable on I.
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Proof. For any y
0

in I
◦

and any c > F sp(y0
), taking a K with c > K >

F sp(y0
) there is a closed set A having density 1 at y

0
such that F (J) < K|J |

for all A-regular J . Since A is closed and has density 1 a.e. on itself, we have
c > K ≥ F sp(y) for almost all y in A. This evidently implies that F sp is
measurable on I.

Lemma 6.3. Let F sp > f a.e. on a set E in I.Then, for almost all y in E
and for every η > 0, every neighborhood of y contains an E-regular (y, J) in
I (Recall Lemma 2.5.) such that

F (J) > f(y)|J | and Q(J) > 1− η.

Proof. Since R is separable, it is clearly enough to consider the case when
F sp > c > f a.e. on E, where c is a real number. It is then enough to show
that, for each η > 0, if H is the set of points y of E such that F (J) ≤ c|J |
for every E-regular (y, J) in I with d(J) < η and Q(J) > 1− η, then |H| = 0.
Invoking star-closure again, let A be a closed subset of H+ with d(A) < η. For
any A-regular J in I, we have d(J) < d(A) < η and Q(J) > 1− d(A) > 1− η;
also since A ⊆ H+ ⊆ E+, clearly J intersects H and J is E-regular, being
E+-regular. Then, taking y ∈ H ∩ J we see that (y, J) is E-regular and is in
I, d(J) < η, and Q(J) > 1− η. So, by the definition of H, F (J) ≤ c|J |. Since
A is closed and has density 1 a.e. on H ∩ A, it follows that F sp(y) ≤ c a.e.
on H ∩A. Since H+ is a countable union of closed sets A with d(A) < η and
a set of measure zero, we have F sp ≤ c a.e. on H, which by hypothesis gives
|H| = 0.

Recall that the ordinary upper derivate, [19, p. 106], of F at y in I, F (y),
is the infimum of all K ≤ ∞ such that, for each τ > 0, F (J) ≤ K|J | for all
(y, J) in some neighborhood of y in I with Q(J) > τ . If F (y) = −(−F )(y),
then this common value is the ordinary derivative of F at y in I, F ′(y).

We define the upper cubical derivate of F at y in I, CF (y) to be the
infimum of all K ≤ ∞ for which there is an η > 0 such that F (J) ≤ K|J |
for all (y, J) in some neighborhood of y in I with Q(J) > 1 − η. If CF (y) =

−C(−F )(y), then this common value is the cubical derivative of F at y in I,
CF ′(y).

Theorem 6.4. We have F sp ≤ CF ≤ F a.e. on I. [In other words F ′sp is the
most general derivative in the a.e. sense.]

Proof. Clearly CF ≤ F on I. If E = {y; y ∈ I, F sp(y) > CF (y)}, choose

an f such that F sp > f > CF on E. From Lemma 6.3 it follows at once that
CF ≥ f a.e. on E and so |E| = 0.
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For any set E and any E-form E, by a Vitali E-cover we shall mean a
family of intervals ζ such that, for each n and for almost all y in En, every
neighborhood of y contains an En-regular J ∈ ζ with y ∈ J and Q(J) > 1/2.

Lemma 6.5. If F sp > c > c1 > −(−F )sp a.e. on a set E in I, then (c −
c1)|E| ≤ U(F,E; I).

Proof. Let ζ, [ζ1], be the family of all J such that F (J) > c|J |, [−F (J) >
−c1|J |]. Take any E-form E and any δ > 0. Since F sp > c and c1 > −(−F )sp
a.e. on En for each n, by Lemma 6.3 both ζ and ζ1 are Vitali E-covers. Hence,
clearly by the Vitali covering theorem, given 0 < η < δ/2 we can successively
find E-regular subdivisions ∆ ⊆ ζ and ∆1 ⊆ ζ1 in I such that

|E| − η < |∆| < |E ∩
⋃

∆|+ η, ∆1sub∆, and |E ∩
⋃

∆| − |∆1| < η.

Then 0 ≤ |∆| − |∆1| < 2η < δ and we have

F (∆)− F (∆1) ≥c|∆| − c1|∆1| = (c− c1)|∆|+ c1(|∆| − |∆1|)
>(c− c1)|E| − (c− c1)η − |c1|2η.

This evidently implies the required result.

Theorem 6.6. If U(F,E; I) < ∞, then both F sp and (−F )sp are finite a.e.
on E. If F is MAC-up on I, F ′sp exists finitely a.e. on I.

Proof. There is an E-form E and a δ > 0, such that

F (∆)− F (∆1) < U(F,E; I) + 1 <∞,

for all pairs of E-regular subdivisions ∆, ∆1 in I with |∆| − |∆1| < δ and
∆1sub∆. Now, first take a J0 in I with |J0| < δ. Let E0 = {y; y ∈ E ∩
J0, F sp(y) = ∞} and put E0 = EE0. Let η > 0 and ζ be the family of all J

such that F (J) > |J |/η. Since F sp > 1/η on E0
n for each n, by Lemma 6.3 ζ is

a Vitali E0-cover. Then, by the Vitali covering theorem, there is an E0-regular
and so E-regular, subdivision ∆ ⊆ ζ in J0 such that||E0| − |∆|| < η. Since
|∆| − |∅| ≤ |J0| < δ, we have

U(F,E; I) + 1 >F (∆)− F (∅) ≥ |∆|
η

=
1

η
|E0|+

1

η

(
|∆| − |E0|

)
>
|E0|
η
− 1.

Since η > 0 is arbitrary, it follows that |E0| = 0. Taking a subdivision {Ji} of
I with |Ji| < δ for each i, it therefore follows that F sp <∞ a.e. on E.
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Next, let E1 = {y; y ∈ E, (−F )sp(y) = ∞},E1 = EE1 and 0 < η <

δ/2. By Lemma 2.5, the family of all E1-regular intervals is a Vitali E1-
cover. So by the Vitali covering theorem, there is an E1-regular, so E-regular,
subdivision ∆ in I such that |E1| − η < |∆| <

∣∣E1 ∩
⋃

∆
∣∣ + η. Take a

positive integer k > (U(F,E; I) + 1− F (∆)) /η. Let ζ1 be the family of all
J such that −F (J) > k|J |. Since (−F )sp > k on E1

n for each n, by Lemma

6.3 ζ1 is a Vitali E1-cover. Hence, clearly by the Vitali covering theorem,
there is an E1-regular, and so E-regular, subdivision ∆1 ⊆ ζ1 in I such that∣∣E1 ∩

⋃
∆
∣∣−|∆1| < η and ∆1sub∆. Noting that |∆|− |∆1| < 2η < δ we have

U(F,E; I) + 1 > F (∆)− F (∆1), whence by our choice of k,

kη > −F (∆1) ≥ k|∆1| > k(|∆| − 2η) > k(|E1| − 3η).

Thus |E1| < 4η, and so |E1| = 0. Hence

−∞ < −(−F )sp ≤ F sp <∞. a.e. on E.

For the second part, it is enough now to show that, for any two numbers
c > c1 we have |A| = 0 where

A = {y; y ∈ I, F sp(y) > c > c1 > −(−F )sp(y)}.

Since here F is MAC-up on I, given η > 0 there is an I-form {En} such that∑
n U(F,En; I) < η(c− c1). Then by Lemma 6.5,

(c− c1)|A| ≤
∑

(c− c1)|A ∩ En| ≤
∑

U(F,A ∩ En; I)

≤
∑

U(F,En; I) < η(c− c1).

Thus |A| < η, and hence |A| = 0.

Theorem 6.7. Let F ′sp = f a.e. on I. Then there is a set E ⊆ I
◦

with
|I \ E| = 0 such that, for each η > 0, there is a measurable E-form E such
that

(i) |f(y) − f(y′)| < η for all y, y′ in En, and En has density 1 at each of
its points, n = 1, . . . , and

(ii)
∣∣ 1
|J|F (J)− f(y)

∣∣ < η for every E-regular (y, J).

Proof. Fix a positive integer i. For each y in I
◦

at which F ′sp(y) = f(y)

evidently there is a closed set A(y) ⊂ I
◦

having density 1 at y, such that for
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all A(y)-regular J we have ∣∣∣∣ 1

|J |
F (J)− f(y)

∣∣∣∣ < 1

i
.

Then, considering the closed sets A(y)∩J(y) for all such y and all cubes J(y)
containing y, by the Vitali covering theorem there is a sequence {A(y

n
) ∩

J(y
n
)} such that

∣∣I \ ∞⋃
n=1

An
∣∣ = 0 where An = A(y

n
) ∩ J(y

n
).

For each n, let Ein denote the set of points y of An at which An has density

1 and also F ′sp(y) = f(y). Then |An \ Ein| = 0, and so Ein is measurable and
has density 1 at each of its points and, by the above,

|I \ Ei| = 0, where Ei =

∞⋃
n=1

Ein ⊆ I
◦
. (11)

Also, since A(y
n
) is a closed set having density 1 at each point y of Ein, and

for all A(y
n
)-regular J we have∣∣∣∣ 1

|J |
F (J)− f(y

n
)

∣∣∣∣ < 1

i
, (12)

the condition F ′sp(y) = f(y) gives, by definition,

|f(y)− f(y
n
)| ≤ 1

i
for all y in Ein, n = 1, . . . . (13)

Take now E =
⋂∞
i=1E

i. Given η > 0, choose i > 2/η and set E = EiE. By

(11), E ⊆ I
◦

and |I \ E| = 0 and E is clearly an E-form. Then, for each n,
|Ein \ E| = 0 and so En is measurable and has density 1 at each of its points,
and by (13) we have |f(y)− f(y′)| ≤ 2/i < η for all y, y′ in En. Finally, since

En ⊆ Ein ⊆ A(y
n
) for all n, every E-regular (y, J) is both Ein-regular, then

y ∈ Ein, and A(y
n
)-regular for some n and then we have both (12) and (13)

and hence

∣∣∣∣ 1
|J|F (J)− f(y)

∣∣∣∣ < 2
i < η.

Lemma 6.8. If both F and −F are MAC-up on I, then for every E0 ⊂ I,
with |E0| = 0 and every η > 0 there is an E0-form E0 such that |F (∆)| < η
for every E0-regular subdivision ∆ in I.
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Proof. First we observe the following. Given τ > 0, there is an E0-form E0

and a δ > 0, such that F (∆) − F (∆1) ≤ U(F,E0; I) + τ for all pairs of E0-
regular subdivisions ∆, ∆1 in I with |∆| − |∆1| < δ and ∆1sub∆. But, since
|E0| = 0, by Lemma 3.3 (iii) evidently there is an E0-form E′ such that |∆| < δ
for every E′-regular subdivision ∆. Then E = E0E

′ is an E0-form and for every
E-regular subdivision ∆ in I we evidently have F (∆)−F (∅) ≤ U(F,E0; I)+τ .

Now, since F is MAC-up on I, by (FDP) there is an E0-form {En} such
that

∑
n U(F,En; I) < η. Let τn > 0 be such that

∑
U(F,En; I) +

∑
τn <

η. Since |En| = 0, by above there is an En-form En such that F (∆n) ≤
U(F,En; I) + τn for all En-regular subdivisions ∆n in I.

Let now E be an enumeration of the family of sets {Eji ; i, j = 1, . . .}. Then
E is an E0-form, and every E-regular subdivision ∆ in I can be written as
∆ =

∑m
i=1 ∆i where ∆i is Ei-regular, and so

F (∆) =

m∑
i=1

F (∆i) ≤
∑

(U(F,Ei; I) + τi) < η.

Similarly, since −F is MAC-up on I, there is an E0-form E' such that−F (∆) <
η for every E′-regular subdivision ∆ in I. Then E0 = EE′ is an E0-form of the
required type.

Theorem 6.9. The following five conditions are equivalent. Also (iii) implies
(iv) with any f = F ′sp a.e. on I, and with E measurable; and (iv) implies
F ′sp = f a.e. on I.

(i) The function F is MAC on I.

(ii) Both F and −F are MAC-up on I.

(iii) F ′sp exists finitely a.e. on I, and, for every E0 ⊂ I with |E0| = 0 and
every η > 0, there is an E0-form E0 such that |F (∆)| < η for every
E0-regular subdivision ∆ in I.

(iv) There is a function f and for each η > 0 there is a Y -form E, such that
for every E-regular division {(y

i
, Ji)} in I we have∑

i

∣∣∣F (Ji)− f(y
i
)|Ji|

∣∣∣ < η.
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(v) For each τ > 0, there is a disjoint, measurable I-form {En} such that,
for each n and all E ⊆ En, we have M(F,E; I) ≤ τ |E|.

Proof. From definitions, (i) implies (ii). Also by Theorem 6.6 and Lemma
6.8, (ii) implies (iii). Next, assuming (iii), take any f = F ′sp a.e. on I. By

Theorem 6.7, there is a set E ⊆ I
◦

with |E0| = 0, where E0 = I \ E, and for
each η > 0 there is a measurable E-form E1 such that for every E1-regular
(y, J) we have ∣∣F (J)

|J |
− f(y)

∣∣ < η

2|I|
.

Also, by (iii) there is an E0-form E0 such that, (separating the positive and
negative terms in F (∆)), |F |(∆) < η/4 for every E0-regular subdivision ∆
in I. Further, by Lemma 3.4 there is a Y -form E′ such that |f |(∆∗) < η/4
for every E′-regular division ∆∗ over E0. Now, take the measurable Y -form E
which is an enumeration of the family of sets {Y \I, E1

i , E
0
j ∩E′k; i, j, k = 1, . . .}.

Clearly, every E-regular division {(y
i
, Ji)} in I is of the form ∆∗1 + ∆∗ where

∆∗1 is E1-regular and ∆∗ is both E0-regular and E′-regular, and hence, then,∑∣∣∣F (Ji)− f(y
i
)|Ji|

∣∣∣ ≤ |∆1|
η

2|I|
+ |F |(∆) + |f |(∆∗) < η

2
+
η

4
2 = η.

Thus (iii) implies (iv) in the special way stated.
Next, assuming (iv), to prove (v) we first show that F ′sp = f a.e. on I. For

this, it is clearly enough to show that, for each η > 0, we have |E| < 2η where

E =
{
y; y ∈ I

◦
, F sp(y) > f(y) + η, or(−F )sp(y) > η − f(y)

}
.

Let E0 be the Y -form corresponding to η2 as furnished by (iv). Let E1 = E0E
and let ξ be the family of all J such that, for some y, (y, J) is E1-regular and∣∣F (J)− f(y)|J |

∣∣ > η|J |. By Lemma 6.3, ξ is evidently a Vitali C1-cover. So
there is a subdivision {Ji} ⊆ ξ in I such that|E| − η <

∑
|Ji|. Then there

are points y
i

such that{(y
i
, Ji)} is an E1-regular, and so E0-regular, division,

with
∣∣∣F (Ji)− f(y

i
)|Ji|

∣∣∣ > η|Ji| for each i. Then by our choice of E0,

η(|E| − η) < η
∑
|Ji| ≤

∑∣∣∣F (Ji)− f(y
i
)|Ji|

∣∣∣ < η2,

whence |E| < 2η. Now, by Theorem 6.2 f is measurable on I. So, given τ > 0
obviously there is a disjoint, measurable I-form {En} such that, for each n,
|f(y) − f(y′)| < τ/2 for all y, y′ in En. Take any n and any E ⊆ En. Given
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η > 0, let E0 be the Y -form as furnished by (iv). Take an open set G ⊇ E
with |G| < |E| + η. By Lemma 3.3 (iii), there is an E-form E0 such that
every E0-regular J is in G. Then E1 = E0E

0 is an E-form. Take any pair of
E1-regular subdivisions ∆ = {Ji} and ∆1 = {Ij} in I with ||∆| − |∆1|| < η.
Then ∆ and ∆1 are in G, and there are points y

i
, xj such that {(y

i
, Ji)} and

{(xj , Ij)} are E1-regular and so E0 regular, divisions in I. Fix a point y of E
and put m = 2 + |f(y)|. (The case E = ∅ is trivial.) We have then

|F (∆)− F (∆1)| ≤
∑∣∣∣F (Ji)− f(y

i
)|Ji|

∣∣∣+
∑
|f(y

i
)− f(y)| |Ji|

+ |f(y)|
∣∣∣∑ |Ji| −

∑
|Ij |
∣∣∣+
∑
|f(y)− f(xj)| |Ij |

+
∑∣∣f(xj)|Ij | − F (Ij)

∣∣
<η +

∑ τ |Ji|
2

+ |f(y)|η +
∑ τ |Ij |

2
+ η

<
τ |G|

2
+
τ |G|

2
+mη < τ |E|+ (τ +m)η.

Hence, clearly, M(F,E; I) ≤ τ |E|. Thus (iv) implies (v). Since obviously (v)
implies (i), the proof is complete.

The notion of AC is linked with MAC and S-AC as below.
We call F additive on I if F (I) =

∑
F (Ij) for every subdivision {Ij} of

I. This is a hereditary property. For, take any J in I, and extend {J} to a
subdivision {J}+ {Ij} of I. Then, for any subdivision {Ji} of J , {Ji}+ {Ij}
is a subdivision of I. So

F (I) = F (J) +
∑

F (Ij), and F (I) =
∑

F (Ji) +
∑

F (Ij);

so F (J) =
∑
F (Ji).

Theorem 6.10. If F is additive and AC on I, then F is MAC on I.

Proof. Since F is AC on I, given η > 0 there is a δ > 0 such that |F (∆0)| < η
for every subdivision ∆0 in I with |∆0| < δ. Let now ∆ = {Ji} and ∆′ be
any two subdivisions in I with |∆| − |∆′| < δ and ∆′sub∆. We can write
∆′ =

∑
i ∆i where ∆i is in Ji for each i. Extending ∆i to a subdivision

∆i + ∆′i of Ji, put ∆0 =
∑
i ∆′i. Then, |∆0| = |∆| − |∆′| < δ, and so

|F (∆0)| < η. Since F is additive we get

|F (∆)− F (∆′)| =
∣∣∣∑ (F (Ji)− F (∆i))

∣∣∣ =
∣∣∣∑F (∆′i)

∣∣∣ = |F (∆0)| < η.

This evidently implies that both F and −F are MAC-up on I. Hence by
Theorem 6.9, F is MAC on I.
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Theorem 6.11. Let S consist of all the sifters s for which there is a positive
number c such that, for each y in Y , we have s(y, J) = c|J | for all J at y in
some neighborhood of y. If F is additive on I, then F is S-AC on I if and
only if F is AC on I.

Proof. Suppose F is S-AC on I. Then, given η > 0, there is an s in S
such that |F (∆)| < η for all s-thin divisions ∆∗ in I. Now, there is a c > 0
and a gauge p such that, for each y in Y we have s(y, J) = c|J | for all J at
y with d(J) < p(y). By Lemma3.3 (i), for any interval J , there is a division
∆∗ = {(y

i
, Ji)} of J such that, for each i, Ji is at y

i
and d(Ji) < p(y

i
), and so

s(y
i
, Ji) = c|Ji|. Therefore s(∆∗) = c|∆|.
Consider now any subdivision {Ji} in I with

∑
|Ji| < 1/c. By above, there

is a division ∆∗i of Ji such that s(∆∗i ) = c|∆i|. Then ∆∗ =
∑
i ∆∗i is a division

in I, and it is s-thin because s(∆∗) =
∑
s(∆∗i ) =

∑
c|∆i| = c

∑
|Ji| < 1. So,

|
∑
F (Ji)| = |

∑
F (∆i)| = |F (∆)| < η. Hence F is AC on I.

The converse is obvious.

7 The S-primitives; Relations between the Integrals

The following two theorems together characterize the S-integral.

Theorem 7.1. Let F be an additive function of intervals in I. If F is both
S-AC and MAC on I, and F ′sp = fa.e. on I, then we have F = S(f : I).

Proof. Let η > 0. Since F is MAC on I and f = F ′sp a.e. on I, by Theorem
6.9 there is a Y -form E such that, for every E-regular division {(y

i
, Ji)} in I

we have
∑∣∣∣F (Ji)− f(y

i
)|Ji|

∣∣∣ < η
2 . Again, since F is S-AC on I, there is an s

in S such that |F (∆0)| < η/2 for every s-thin division∆∗0 in I. Now, T = (E, s)
is an S-trimmer. Every ∆∗ ∈ I(T) is E-regular and it can be extended to a
division ∆∗ + ∆∗0 of I where ∆∗0 is s-thin. Then, writing ∆∗ = {(y

i
, Ji)} and

using additivity of F , we have

|F (I)− f(∆∗)| ≤
∑∣∣∣F (Ji)− f(y

i
)|Ji|

∣∣∣+ |F (∆0)| < η.

Hence by Theorem 4.1 (iii), f is S-integrable on I to F (I). Then the proof
ends by noting that the hypotheses hold on every J in I.

Theorem 7.2. If F = S(f : I), then F is additive on I, and it is both S-AC
and MAC on I, and further F ′sp = f a.e. on I and so, by Theorem 6.2, f is
measurable on I.
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Proof. By Theorem 4.5, F is additive on I. By Theorem 4.1 (ii), given η > 0
there is a S-trimmer T = (E, s) such that To(f, I) < η. Then by Lemma 4.6,
for every s-thin division ∆∗ in I we have |F (∆)| < η. Thus F is S-AC on I.
Again by Lemma 4.6, for every E -regular division {(y

i
, Ji)} in I we have∑∣∣∣F (Ji)− f(y

i
)|Ji|

∣∣∣ < η.

Hence by Theorem 6.9, F is MAC on I and, further F ′sp = f a.e. on I.

Theorem 7.3. If f is non-negative and S-integrable on I, then f is Lebesgue
integrable on I to the same value.

Proof. Let F = S(f : I). Since f ≥ 0 on I, obviously F (J) ≥ 0 for all J in
I. Since also F is additive on I, F is of bounded variation on I. Therefore
F ′(y) exists finitely a.e. on I, [19, (5.4), p. 115]. Then by Theorem 6.4
and Theorem 7.2 F ′ = F ′sp = f a.e. on I, and further, [19, (7.5), p. 119],
F (J) ≥ (L)

∫
J
f = G(J), say, for all J in I. Since F is S-AC on I and

G(J) ≤ F (J) for all J in I, clearly G is S-AC on I. Also, G is additive and
AC on I, and so by Theorem 6.10 G is MAC on I, and further G′sp = G′ = f
a.e. on I. So by Theorem 7.1 G = S(f : I), and hence G(I) = F (I).

Theorem 7.4. For the sifting S in Theorem 6.11, the S-integral is equivalent
to the Lebesgue integral.

Proof. Recalling Remark 4.8, we will consider only finite integrands. First
let F = S(f : I). Then F is additive and S-AC on I, and hence by Theorem
6.11 F is AC on I, and hence further F ′ = F ′sp = f a.e. on I. Therefore f is
Lebesgue integrable on I to F (I).

Conversely, if f has a Lebesgue primitive F on I, then F is additive and
AC on I. Then by Theorem 6.10 and Theorem 6.11, F is MAC and S-AC on
I; and further F ′sp = F ′ = f a.e on I. Hence F = S(f : I).

Among the various Henstock- Kurzweil type non-absolute integrals, the
HK-integral due to Chew, [7], is very general. It includes the integral of
Pfeffer, [17], which in turn includes the generalized Riemann integral, [13].
It is easy to show that, if F is an additive interval function on I such that
CF ′(y) = f(y) for all y in I, then f is HK-integrable on I to F (I). We prove
the following assertion.

Theorem 7.5. Let S consist of all the sifters s for which there is a gauge q
such that, for each y in Y , we have s(y, J) = q(y)|J | for all cubes J at y in
some neighborhood of y. Then the S-integral is more general than the HK-
integral.



566 D. N. Sarkhel

Proof. Let f be HK-integrable on I to c. From definition, [7, p. 263], given
η > 0 there is a gauge p such that |f(∆∗)− c| < η/2 for every division ∆∗ of I
such that d(J) < p(y) and Q(J) > 1− p(y) for all (y, J) ∈ ∆∗. Take a gauge
q with q(y) > 2|f(y)|/η for all y in I. Define s(y, J) = q(y)|J | if d(J) < p(y)
and Q(J) = 1, and s(y, J) = 1 otherwise. By Lemma 3.3 (i), there is a Y -form
E such that, for each n, d(En) < p(y) for all y in En. Then T = (E, s) is an
S-trimmer.

Now every ∆∗1 ∈ I(T) is E-regular and it can be extended to a division
∆∗ = ∆∗1 + ∆∗0 of I with s(∆∗0) < 1. For each (y, J) ∈ ∆∗1, there is an n such
that y ∈ En and d(J) < d(En) and Q(J) > 1−d(En), and so d(J) < p(y) and
Q(J) > 1− py). For each (y, J) ∈ ∆∗0, y ∈ I and s(y, J) < 1, and so

s(y, J) = q(y)|J | > 2

η
|f(y)| |J |; d(J) < p(y); Q(J) = 1 > 1− p(y).

Therefore, noting that |f(∆∗0)| ≤ s(∆∗0)η/2 < η/2, by above,

|f(∆∗1)− c| ≤ |f(∆∗)− c|+ |f(∆∗0)| < η

2
+
η

2
= η.

Hence by Theorem 4.1 (iii), f is S-integrable on I to c.

8 The S-integral in R

In this final section we assume r = 1, and connect the present theory with
other existing theories in one dimension. Given a point function F on I, we
identify F with the interval function F ([u, v]) = F (v)− F (u).

Let E ⊆ I, and δ > 0. Deviating slightly but harmlessly from [22, p. 337],
we denote by V (F,E; δ) the supremum of |F (∆)| for all subdivisions ∆ on E
with |∆| < δ, and set

V (F,E; 0) = inf
δ
V (F,E; δ), V (F,E) = sup

δ
V (F,E; δ).

We note that F is VB on E iff V (F,E) <∞, and AC on E iff V (F,E; 0) = 0.
If F is VB on each part of some closed I-form, then F is called (VBG) on
I. If F is continuous on I and AC on each part of some I-form, which can
then be taken to be closed, then F is called ACG on I, [19, p. 223]. The
point function F is said to satisfy Lusin’s condition (N) on I, [19, p. 224], if
|F (H)| = 0 for every H ⊂ I with |H| = 0.

The author defined, [22, p. 337], F to be (PAC) on I if for each η > 0
there is an I-chain, (see §2), {En} such that V (F,En; 0) < η for all n; and
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showed that, [22, 3.6, p. 340], F is (PAC) on I iff it satisfies the condition (N)
on I and is (VBG) on I.

Next, let O(F ;A) denote the oscillation of the point function F on a set
A. We denote by V∗(F,E; δ) the supremum of

∑
iO(F ; Ji) for all subdivisions

{Ji} on E with
∑
i |Ji| < δ, and set

V∗(F,E; 0) = inf
δ
V∗(F,E; δ), V∗(F,E) = sup

δ
V∗(F,E; δ).

If V∗(F,E) <∞, then F is called V B∗ on E; if F is V B∗ on each part of some
I-form, then F is called V BG∗ on I, [19, p. 228]. If V∗(F,E; 0) = 0 and F is
bounded on I, then F is called AC∗ on E; if F is continuous on I and AC∗ on
each part of some I-form, which can then taken to be closed, then F is called
ACG∗ on I; [19, (7.1), p. 229; (8.8), p. 233]. Clearly, ACG∗ implies ACG,
which in turn implies (PAC),[22, 3.5, p. 340].

Theorem 8.1. F is MAC on I iff it is (PAC).

Proof. Suppose F is (PAC) on I, F satisfies the condition (N) on Iand
is (VBG) on I. Let {An} be a closed I-form such that V (F,An) < ∞ for
each n. Then F |An has at most countably many points of discontinuity, say
dn1, dn2, . . . . Given η > 0, for each dnk we can find two intervals Ink =
[ank, dnk] and Jnk = [dnk, bnk], and two sequences {Inkj} and {Jnkj} of non-

overlapping intervals with ∪jInkj = I
◦
nk and ∪jJnkj = J

◦
nk, such that∑

j

V (F,An ∩ Inkj) +
∑
j

V (F,An ∩ Jnkj) <
η

3n+k
.

We note that the set Bn = An \
⋃
k

(
I
◦
nk ∪ J

◦
nk

)
is closed and bounded, and

F |Bn is continuous and VB and satisfies the condition (N) on Bn. Hence F
is AC on Bn, [19, (6.7), p. 227]. Let then δn > 0 be such that V (F,Bn; δn) <
η/3n. Now, fix any n. Let ∆ = {Ji} and ∆′ be any twoBn-regular subdivisions
with |∆| − |∆′| < δn and ∆′sub∆. We can write ∆′ =

∑
i ∆i where ∆i is in

Ji for each i. Since Bn is closed, by Bn-regularity both ∆ and ∆′ are on Bn.
Then, since Bn is a linear set, evidently ∆i can be extended to a subdivision
∆i + ∆′i of Ji where ∆′i is also on Bn. Let ∆0 =

∑
i ∆′i, ∆0 is on Bn and

|∆0| = |∆| − |∆′| < δn. Therefore

|F (∆)− F (∆′)| =
∣∣∣∑ (F (Ji)− F (∆i))

∣∣∣
=
∣∣∣∑F (∆′i)

∣∣∣ = |F (∆0)| ≤ V (F,Bn; δn).
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Hence U(±F,Bn; I) ≤ V (F,Bn; δn).

Similarly U(±F,An∩Inkj ; I) ≤ V (F,An∩Inkj) and U(±F,An∩Jnkj ; I) ≤
V (F,An ∩ Jnkj). Hence altogether

∑
U(±F,Bn; I) +

∑
U(±F,An ∩ Inkj ; I) +

∑
U(±F,An ∩ Jnkj ; I)

≤
∑

V (F,Bn; δn) +
∑

V (F,An ∩ Inkj) +
∑

V (F,An ∩ Jnkj)

<
∑ η

3n
+
∑ η

3n+k
< η.

Since the family of sets {Bn, An ∩ Inkj , An ∩ Jnkj} determines a (closed) I-
form, it follows that F and −F are MAC-up on I. Hence by Theorem 6.9 F
is MAC on I.

Conversely, suppose F is MAC on I. By Theorem 6.9, there is a function
f and for each η > 0 there is an R-form E0, such that for every E0-regular
division {(yi, Ji)} in I we have

∑
|F (Ji)− f(yi)|Ji|| < η. Let E1

n = {y; y ∈
I, |f(y)| < n}. Then E = E0E1 is an I-form on each part of which f is
bounded. Let |f | < Mn on An = ∪ni=1Ei. Since {En} is a closed I-form, by
[22, 2.1, p.337], there is an I-chain {En} such that, for each n, En = ∪nk=1E

kn

where d(Ein, Ejn) ≥ 1/n for i 6= j and Ekn ⊆ Ek for k = 1, . . . , n. Let
δn = η/(nη +Mn).

Consider now any subdivision ∆ on En with |∆| < δn, n fixed. If b1 <
b2 < · · · < bm+1 are all the end points of the intervals of ∆, let Jp = [bp, bp+1]
for p = 1, . . . ,m. Let P = {p; Jp ∈ ∆}. We see that, for each J ∈ ∆, since J
is on En and |J | < δn < 1/n, there is a unique k ≤ n such that J intersects
Ekn, and then J is on Ekn. So, for each p = 1, . . . ,m + 1 there is a unique
kp ≤ n such that bp ∈ Ekpn ⊆ Ekp and kp = kp+1 for all p in P . For each
p = 1, . . . ,m+1 we choose ap = bp if bp ∈ Ekp , and otherwise we can evidently
choose ap ∈ Ekp arbitrarily close to bp such that Ip = [ap, bp] or [bp, ap] (as
the case may be) is Ekp -regular. Writing J ′p = [ap, ap+1] and noting that

kp = kp+1 for all p in P , we thus obtain two E-regular, and so E0-regular,
divisions {(ap, Ip); ap 6= bp} and {(ap, J ′p); p ∈ P} in I with

∑
|Ip| < δn and∑

P |J ′p| < δn, where all ap ∈ An since kp ≤ n. Then, writing Ip = [ap, bp]
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even if ap = bp, we have

|F (∆)| ≤
∑
P

|F (Jp)| ≤
∑(

|F (Ip+1)|+ |F (J ′p)|+ |F (Ip)|
)

≤
∑∣∣F (Ip+1)− f(ap+1)|Ip+1|

∣∣+
∑
|f(ap+1)| |Ip+1|

+
∑∣∣F (J ′p)− f(ap)|J ′p|

∣∣+
∑
|f(ap)| |J ′p|

+
∑∣∣F (Ip)− f(ap)|Ip|

∣∣+
∑
|f(ap)| |Ip|

<3η + 3Mnδn < 6η.

Therefore, V (F,En; 0) ≤ V (F,En; δn) ≤ 6η for all n. Since {En} is an I-
chain, F is (PAC) on I.

Theorem 8.2. Let S be the sifting in R as in Theorem 7.5. Then F is S-AC
on I iff it is ACG∗ on I.

Proof. Suppose F is ACG∗ on I. Then F is continuous on I, and it is AC∗
on each part of some closed I-form {En}. It is then easy to show that given
η > 0, for each n there is δn > 0 such that|F (∆)| < η/2n for every subdivision
∆ over En in I with |∆| < δn; [15, 6.4, p. 27].

Define a sifter s by

s(y, J) =

{
|J |, if y /∈ I,
|J |
/
δn, if y ∈ En \

⋃n
i=1Ei−1, n = 1, 2, . . . ;E0 = ∅.

Then s ∈ S. Given any s-thin division ∆∗ in I, put

∆∗n =

{
(y, J); (y, J) ∈ ∆∗, y ∈ En \

n⋃
i=1

Ei−1

}
, n = 1, 2, . . . .

Then |∆n| = δns(∆
∗
n) ≤ δns(∆

∗) < δn, and so |F (∆)| ≤
∑
|F (∆n)| <∑

η/2n = η. Hence F is S-AC on I .
Conversely, suppose F is S-AC on I. Then, given η > 0 there is an s

in S such that |F (∆)| < η for all s-thin divisions ∆∗ in I. Evidently there
is a gauge p on R such that s(y, J) < p(y)|J | for each y and all J at y
with |J | < 1/p(y). Then, for all (y, J) in I with J at y and |J | < 1/p(y),
we have s(y, J) < p(y)|J | < 1, so {(y, J)} is s-thin, and so |F (J)| < η.
Hence F is continuous on I. Now, let En = {y; y ∈ I, p(y) < n}, {En}
is an I-chain. Fix any n,and consider any subdivision {[ai, bi]} on En with∑

(bi − ai) < 1/n. Let Ji = [ai, xi] ⊆ [ai, bi]. Then |Ji| < 1/n < 1/p(ai), and
so s(ai, Ji) < p(ai)|Ji|, whence

∑
s(ai, Ji) ≤

∑
p(ai)|Ji| ≤

∑
n(bi − ai) < 1.
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Thus {(ai, Ji)} is an s-thin division in I, and hence |
∑
F (Ji)| < η. Separating

the positive and negative terms F (Ji), we get
∑
|F (Ji)| < 2η. Hence, clearly∑

O(F ; [ai, bi]) ≤ 4η. Hence V (F,En; 0) ≤ V∗(F,En; 1/n) ≤ 4η for all n.
Thus, F is continuous and (PAC) on I, and so by [22, 3.5, p. 340] F is ACG
on I and it is also VBG∗ on I because each En is the union of a finite number
of sets of diameter less than 1/n. Hence, by [19, (8.8), p. 233], F is ACG∗ on
I.

Let I = [a, b]. We will now identify any S-primitive F = S(f : I) with the
point function F (x) = S(f, [a, x]), F (a) = 0.

Theorem 8.3. If F = S(f : I), then the point function F is Darboux (has
the intermediate value property).

Proof. By Theorem 7.2 and Theorem 8.1, F is (PAC) and S-AC on I. Being
(PAC), F is (VBG) on I and so is Baire-1 on I. Also, since F is S-AC, and
every s in S is fine, obviously F lies between its upper and lower one-sided
limits on either side everywhere in I. Hence by [2, 6.1, p. 103], F is Darboux
on I.

Note. Integration by parts formula and mean value theorems can now be
proved for the S-integral as in [22, pp. 348–349].

In Theorem 7.4 we showed that, for a suitable S, the S-integral is equiv-
alent to the Lebesgue integral. Now recall that f is restricted Denjoy, (D∗),
integrable on I to a number c iff there is a function F on I with F (a) = 0 and
F (b) = c such that F is ACG∗ on I, [19, p. 241]; so then F ′(y) exists finitely
a.e. on I, [19, (7.2), p. 230], and F ′ = f a.e. on I. Then by Theorem 8.1
and Theorem 6.4, F is necessarily MAC on I and F ′ = F ′sp a.e. on I. Hence,
recalling Theorem 7.1, Theorem 7.2 and Theorem 8.2, we get at once:

Theorem 8.4. For the sifting S of Theorem 8.2, the S-integral is equivalent to
the D∗-integral and, hence, to the Perron integral and to the Kurzweil-Henstock
integral.

Next recall that f is general Denjoy, (D), integrable on I to a number c iff
there is a function F on I with F (a) = 0 and F (b) = c such that F is ACG
on I, [19, p. 241]; so then F ′ap(y) exists finitely a.e. on I, [19, (4.3), p. 222],
and F ′ap = f a.e. on I.

Theorem 8.5. Let S consist of all the sifters s in R which are continuous in
the sense that, for each y in R, s(y, [y, x])→ 0 as x→ y+, and s(y, [x, y])→ 0
as x→ y−. Then the S-integral is equivalent to the D-integral.



Absolute and Nonabsolute Integrals 571

Proof. Suppose f is D-integrable on I with primitive F . Since F is ACG on
I, it is (PAC) on I and so by Theorem 8.1 it is MAC on I. Then, recalling
Theorem 6.6, we have F ′sp = F ′ap = f a.e. on I. Also, since F is continuous,
given η > 0 clearly there is an s in S such that s(y, J) = |F (J)|/η for all (y, J)
in I, which trivially implies that F is S-AC on I. Hence by Theorem 7.1 f is
S-integrable on I to F (I) = F (b).

Conversely, let F= S(f : I). By Theorem 7.2 and Theorem 8.1, F is S-AC
and (PAC) on I, and F ′sp = f a.e. on I. Since every s in S is continuous,
the condition S-AC clearly implies that F is continuous on I. Thus F is
continuous and (PAC) on I and hence by [22, 3.5 p. 340] F is ACG on I
and obviously F ′ap = F ′sp = f a.e. on I. Hence f is D-integrable on I to
F (b) = F (I).

We will conclude this paper by indicating the extent of the integrals in
the S-scale. In terms of an abstract limit process T in R, the author defined
the (T P) and (T D) integrals, which are equivalent, [20, 21]. By [20, 4.4,
p. 242] and [21, 5.1, p. 303], the function f is (T P) or (T D)-integrable on
I to a number c iff there is a function F on I with F (I) = c, such that
F is T - continuous and (PAC) on I and F ′ap = f a.e. on I. If T is the
approximate limit process then this integral is substantially more general than
the D-integral and the various approximately continuous integrals, [22, p. 352].
Now, let B be Thomson’s simple (local) system that is bilateral and filtering
down, B induces a unique limit process, T say, in the natural way, [25, pp.
280–282]. Let S consist of all the sifters s in R which are T -continuous, (i.e
B-continuous), in the sense that, for each y in R

T − lim
x→y−

s(y, [x, y]) = T − lim
x→y+

s(y, [y, x]) = 0.

Then S is a sifting and, as in Theorem 8.5, the S-integral is equivalent to the
(T P) and (T D) integrals. This integral is more general than the B -integral
defined by Wang & Ding, [26], in special cases.

Next, given any sifting S in R, S induces a unique limit process, T say,
defined by weakening S-AC in the natural way. Then the S-integral is included
in the (T P) and (T D) integrals.

Finally, given any limit process T , let f be (T P) or (T D)-integrable on
I with primitive F , F (x) = 0 for x ≤ a and F (x) = F (b) for x ≥ b. Then
F is T -continuous and (PAC), and so (MAC) on I, and F ′sp = F ′ap = f a.e.
on I. Also, by [20, 4.4.1, p. 242] F is Darboux on I, which plainly implies
that, if S consists of all the sifters s in R for which there is a c > 0 such that,
for each y in R, s(y, J) = c|F (J)| for all J at y in some neighborhood of y,
then S is a sifting (depending on f), and F is trivially S-AC on I. Hence f is
S-integrable on I to F (b). Thus the integrals in the Riemann S-scale and in
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the Perron-Denjoy T -scale differ only in classification, and not in extent.
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