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SETS WITH DIFFERENT DIMENSIONS IN
[0,1]

Abstract

Given 0 < s < u < v < 1 and s < t < v, a Cantor set Y is
constructed in [0, 1] with Hausdorff dimension s, packing dimension t,
lower box dimension u and upper box dimension v. In the sense that
t and u are independent, so are the packing and lower box dimensions.
Although Y = {0} ∪

⋃∞
`=0 Y`, the lower and upper box dimensions of

each Y` are respectively s and t.

1 Introduction

The lower and upper box dimensions of a set E are denoted by dimBE and
dimBE. They are not able to see the fine structure of a set in the sense that

dimBE = dimBE and dimBE = dimBE

where E denotes the closure of E. As a result there is a set E which is the
union of a countable number of sets {Ei; i ∈ N} and the strict inequality

dimB

⋃
i∈N

Ei > sup
i∈N
{dimBEi} (1)

is necessary. However for just two sets E and F ,

dimBE ∪ F = sup{dimBE,dimBF}.

Similar remarks can be made for the upper box dimension.
In Section 5, we note that for the Hausdorff (dimH) and the packing (dimP)

dimensions there must be equality in (1). The dimensions always have the
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relationships dimHE ≤ dimBE ≤ dimBE and dimHE ≤ dimPE ≤ dimBE,
but the lower box dimension and the packing dimension are independent.

If dim stands for any of the four dimensions, dim is monotone. Y is a
Cantor set constructed in Section 7. The point 0 is such that if ε > 0, dimBY ∩
[0, ε) = u = dimBY . If x ∈ Y , ε > 0 and (x − ε, x + ε) misses (0, ε), then
dimBY ∩ (x − ε, x + ε) = s < u. In this sense the local lower box dimension
only agrees with the global lower box dimension at one point. The same holds
for the upper box dimension, but is never possible for either the Hausdorff or
the packing dimension.

2 Nested Intervals

For each positive integer ℘, we select a set I℘ of nonoverlapping closed intervals
from [0, 1]. The cardinality of I℘ is called c(℘). Each interval in I℘+1 is also
in one and only one element of I℘. Y is defined to be

⋂∞
℘=1

⋃
I℘. We define

a sequence {δ(℘); ℘ ∈ N} for which δ(℘+ 1)/δ(℘) ∈ N \ {1}. Each interval in
I℘ is of length δ(℘)−1.

In this paragraph the sequence δ(℘) is defined. Permanently fix 0 < s <
u < v < 1 and s < t < v. With β = max{[v/(1− v)], [2u/(1−u)]}+ 2, set, for
j ∈ N, τ2j−1 = 2[(2j−1)β/u] and τ2j = 2[2jβ/v]. A sequence of positive integers

{ni; i ∈ N} is defined with ni ≥ 2 in Section 6. If
∑h

1 ni < j ≤
∑h+1

1 ni, let

ϕ(j) = h + 1. In order to simplify notations, set n0 = 0 and %θ−1 =
∑θ−1

1 ni
where θ ∈ N. We are using the notation

∑k
j ni = 0 and

∏k
j ni = 1 if k < j.

Let δ(1) = τ1 and δ(℘ + 1) =
∏℘+1
i=1 τϕ(i) = δ(℘)τϕ(℘+1). The sequences in∏℘

1 {0, 1, . . . , τϕ−1} or
∏∞

1 {0, 1, . . . , τϕ−1} are the digits of a number in [0, 1].
Let Q :

∏℘
1 {0, 1, . . . , τϕ − 1} be defined by Q(x) =

∑℘
1 x(i)δ(i)−1. Extend the

domain of Q to
∏∞

1 {0, 1, . . . , τϕ − 1} by setting Q(x) =
∑∞

1 x(i)δ(i)−1. For
x ∈

∏℘
1 {0, 1, . . . , τϕ(i) − 1}, set

Λx =
{
w ∈

∞∏
1

{0, 1, . . . , τϕ(i) − 1}; x = (w(1), . . . , w(℘))
}
.

The intervals I℘ are selected from

Kx = Q(x) +
[
0, δ(℘)−1

]
where x ∈

℘∏
1

{0, 1, . . . , τϕ − 1}. (2)

An exact definition of I℘ is stated in (30). The map Q takes the sequences in
Λx into Kx. The symbol ∗ indicates that x ∗ y is an extension of the sequence
x. If x is in

∏℘
1 {0, 1, . . . , τϕ − 1} and i is in {0, 1, . . . , τϕ(℘+1) − 1}, then

Kx∗i ⊂ Kx.
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3 The Cardinality of I℘

We use the sequences ξj = 2jβ , ζ2j−1 = 2[(2j−1)βs/u] and ζ2j = 2[2jtβ/v]. The
intervals in I℘ are selected so that their cardinality is

c(℘) =

℘∑
j=0

j∏
i=1

ξϕ ·
℘∏

i=j+1

ζϕ. (3)

An interval of length δ(℘)−1 contains τϕ(℘+1) intervals of length δ(℘ + 1)−1.
Since (2j − 1)β + 1 < [(2j − 1)β/u] and 2jβ + 1 < [2jβ/v], we have 2ξj < τj .
We can select 2ξϕ(℘+1) of the τϕ(℘+1) intervals. If m < n1, the cardinality of

Im is ξm1 +
∑m−1
j=0 ξj1ζ

m−j
1 . We need the cardinality of Im+1 to be

c(m+ 1) = 2ξ1 · ξm1 /2 + 2ζ1 · ξm1 /2 + ζ1 ·
m−1∑
j=0

ξj1ζ
m−j
1 .

2 ξ1 intervals are selected in each of the first ξm1 /2 intervals of Im and 2 ζ1
intervals are selected in each of the second ξm1 /2 intervals of Im. This still

leaves the last
∑m−1
j=0 ξj1ζ

m−j
1 intervals in Im and ζ1 intervals are selected in

each of them. Thus c(m + 1) =
∑m+1
j=0 ξj1ζ

m+1−j
1 . A complete description of

the construction is in Section 7. The term
∏℘

1 ξϕ in the sum c(℘) dominates
c(℘) in the sense that the ratio of c(℘) to

∏℘
1 ξϕ is bounded.

Lemma 3.1. For k ∈ {0} ∪ N and m ∈ {0, 1, . . . , nk+1},

1 ≤ c(m+ %k)

/
m+%k∏

1

ξϕ =

m+%k∑
j=0

m+%k∏
j+1

(ζϕ/ξϕ) < max{λj}, (4)

where

λj =

∞∑
0

(ζj/ξj)
i = ξj/(ξj − ζj). (5)

In order to see this note that ζj/ξj ∈ {2[jβs/u]−jβ , 2[jβt/v]−jβ}. The supre-
mum of the fractions {ζj/ξj ; j ∈ N} is realized for some j and the maximum
of the λj ’s depends on the fractions ζj/ξj . The construction is designed so
that the lower box dimension of Y is

lim inf
j→∞

(log ξj)/ log τj = u

and the upper box dimension of Y is lim supj→∞(log ξj)/ log τj = v. The
construction is designed so that Y is the union of {0} and the sets {Y`; ` ∈
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{0}∪N}. The Hausdorff dimension of each Y` is lim infj→∞
log ζj
log τj

= s and the

packing dimension of each Y` is lim supj→∞(log ζj)/ log τj = t.
What bounds are there on (log ζk+1)/ log τk+1 and (log ξk+1)/ log τk+1? If

2|k,

log ζk+1

log τk+1
<

(k + 1)βs/u

(k + 1)β/u− 1
= s+

s

(k + 1)β/u− 1
< s+

s

(k + 1)β

s− u

(k + 1)β
=

(k + 1)βs/u− 1

(k + 1)β/u
<

log ζk+1

log τk+1

s− 1/(k + 1) < (log ζk+1)/ log τk+1 < s+ 1/(k + 1). (6)

If 2|(k + 1), then

t− 1/(k + 1) < (log ζk+1)/ log τk+1 < t+ 1/(k + 1). (7)

If 2|k,
u ≤ (log ξk+1)/ log τk+1 < u+ 1/(k + 1). (8)

If 2|k + 1,
v ≤ (log ξk+1)/ log τk+1 < v + 1/(k + 1). (9)

4 Box Counting

For r > 0, set Nr(F ) = #{a ∈ Z; [ar, (a+1)r]∩F 6= ∅}. The lower and upper
box dimensions of F are defined to be

dimBF = − lim inf
r↓0

logNr(F )

log r
and dimBF = − lim sup

r↓0

logNr(F )

log r
. (10)

Let Br(x) be a closed ball and r be its radius. A set, F = {Bri(xi); i ∈M},
is said to h-pack J if its elements are pairwise disjoint, xi ∈ J and 2ri ≤ h.
Let

Pαh J = sup

{ ∑
Bε(x)∈R

(2ε)α; R h-packs J

}
and Pα0 J = inf

h>0
{Pαh J}. (11)

Pα0 is called the α packing premeasure of J . It is monotone Pα0 E ⊆ Pα0 E ∪ F
and it is finitely subadditive Pα0 E ∪ F ≤ Pα0 E + Pα0 F, but it is not count-
ably subadditive. Taylor and Tricot [4, p 683] point out that if E is the set

of rational numbers in [0, 1], then P
1/2
0 E = ∞, but each point has zero pre-

measure. At the end of this paper we will be able to conclude that for any

`, P
(t+v)/2
0 Y` = 0 but P

(t+v)/2
0

⋃
`∈N Y` = ∞. In general Pα0 can not detect

fine structure in the following sense.
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Proposition 4.1. If E is a subset of R, then Pα0 E = Pα0 E.

Pick 1 > ε > 0. For any x ∈ E and r > 0, there is x′ ∈ E at a distance
less than rε from x and B(1−ε)r(x

′) ⊆ Br(x). Let h ↓ 0 and then ε ↓ 0 in

(1− ε)αPαh E = sup

{ ∑
Br(x)∈R

(1− ε)α(2r)α; R h-packs E

}
≤ Pα(1−ε)hE.

Equality holds because E ⊆ E. Given a set E with 0 < diam E < 1, (diam E)α

as a function of α is decreasing with increasing α. If β > α and 0 < ε < 1,
then P βε E ≤ εβ−αPαε E. When Pα0 E < ∞, P β0 E is forced to be 0. When

P β0 E > 0, Pα0 E =∞.

Lemma 4.1. inf{α > 0; Pα0 E = 0} = sup{α > 0; Pα0 E > 0}.

The next proposition is a slight change from one of Tricot [5, p 59]. It
shows that the upper box dimension can be defined by using the packing
premeasures. Let Mr(E) be the greatest number of nonoverlapping closed
balls with radius r and center in E. The set function Mr can replace Nr in
the definitions of the box dimensions.

Proposition 4.2. dimBE = inf{α > 0; Pα0 E = 0} = sup{α > 0; Pα0 E > 0}.

If lim supr↓0− logMr(E)/ log r > γ, then P γ0 E ≥ 1 and

sup{α > 0; Pα0 E > 0} ≥ lim sup
r↓0

− logMr(E)/ log r.

Now suppose α > β > lim supr↓0− logMr(E)/ log r. There is m ∈ N such that

if 0 < r ≤ 2−m, r−β > Mr(E). Choose R that 2−m-packs E. For ` ≥ m,
M2−`−1(E) ≥ #{Br(x) ∈ R; 2−`−1 < r ≤ 2−`} and

∞∑
j=m

2−j(α−β)2α+β >

∞∑
j=m

M2−j−1(E)(2−j+1)α ≥
∑

Br(x)∈R

(2r)α.

So, Pα0 E = 0 and inf{α > 0; Pα0 E = 0} ≤ lim supr↓0− logMr(E)/ log r.

5 The Hausdorff and Packing Dimensions

The α spherical packing measure is

PαE = inf

{ ∞∑
i=1

Pα0 Ji; E =

∞⋃
i=1

Ji

}
.
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Suppose β > α. When PαE < ∞, PβE is forced to be 0. When PβE > 0,
PαE =∞. The packing dimension of a set E is

dimP E = inf{α ≥ 0; PαE <∞} = sup{α ≥ 0; PαE > 0}.

According to Falconer [2, p 48], dimPE ≤ dimBE. This follows from Propo-
sition 4.2. For α > 0 and ε > 0, let

HαεE = inf

{∑
J∈R

(diam J)α; E ⊆ ∪R, diam J ≤ ε
}
.

We could assume each J is an interval. The α Hausdorff measure is

HαE = sup
ε>0
HαεE = lim

ε↓0
HαεE.

If β > α and 1 > ε > 0, then HβεE ≤ εβ−αHαεE. When HαE < ∞,
HβE = 0. When HβE > 0, HαE = ∞. The Hausdorff dimension of E is
defined to be

dimHE = inf{α > 0; HαE <∞} = sup{α > 0; HαE > 0}.

Falconer [2, p 43] shows dimHE ≤ dimBE. Let Ñr(E) be the smallest number
of sets of diameter at most r which can cover E. If Ñr replaces Nr in (10),
the same dimensions result [2, p 38]. For 0 < ε < 1, HαεE ≤ Ñε(E)εα and

− logHαεE/ log ε ≤ −α− log Ñε(E)/ log ε.

If HαE <∞, α ≤ dimBE.
Both Hα and Pα are measures. Specifically, if E =

⋃∞
`=0E`, then

HαE ≤
∞∑
`=0

HαE` and PαE ≤
∞∑
`=0

PαE`.

If HαE > 0, there is ` so HαE` > 0. If α < dimHE, there is ` so α ≤
dimHE`. This forces dimHE ≤ sup{dimHE`; ` ∈ {0, 1, . . .}} and similarly for
the packing dimension. Since each E` ⊆ E,

dimHE = sup
`∈{0}∪N

dimHE` and dimPE = sup
`∈{0}∪N

dimPE`.

Saint Raymond and Tricot [3, p 136] show that HαE ≤ PαE. So dimHE ≤
dimPE.
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6 The Ratio log c(℘)/ log δ(℘)

According to Lemma 9.1 log c(℘)
log δ(℘) can be used instead of

logNr(Y )

log r
in calculat-

ing the box dimensions of Y . Make n1 = 2 + [2(log max{λj})/ log τ1] and for
k ≥ 1,

nk+1 = ([v/u] + 1)n1

k∏
2

(j[v/u] + j + 1) = ([v/u] + 1)

k∑
1

ini. (12)

The λ’s are defined in (5). Assume n1

∏k
2(j[v/u] + j + 1) =

∑k
1 ini. Since

n1

k∏
2

(j[v/u] + j + 1)((k + 1)([v/u] + 1) + 1) =
k∑
1

ini + (k + 1)nk+1,

the second equality in (12) holds by induction.

The sequence δ does not grow too fast. In fact δ(℘+ 1)/δ(℘)
℘→∞−→ 1.

Proposition 6.1. For k ∈ N and any ℘ ∈ {%k, %k + 1, . . . , %k+1 − 1},

(log τϕ(℘+1))/ log δ(℘) < 2v/uk. (13)

We have
log τϕ(℘+1)

log δ(℘)
≤ (k + 1)β/u∑k

1 iβ/v
, because ni[iβ/v] > iβ/v and

[iβ/v] ≤ log2 τi ≤ [iβ/u]. (14)

Proposition 6.2. The sequence δ grows fast enough that

k + 1 < (log δ(%k+1))/ log δ(%k). (15)

By the definition of nk+1, kβ/u < ([v/u] + 1)[(k + 1)β/v] if and only if

k

k∑
1

iβni/u < nk+1[(k + 1)β/v]. (16)

Inequality (15) is equivalent to k+1 < 1+(nk+1 log τk+1)/ log δ(%k). Use (14).

Theorem 6.1. For k ∈ {0} ∪ N and m ∈ {0, 1, . . . , nk+2 − 1},

0 ≤ log c(m+ %k+1)

log δ(m+ %k+1)
−

log
∏m+%k+1

1+%k
ξϕ

log δ(m+ %k+1)
<

1

k + 1
. (17)
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For m ∈ {0, 1, . . . , n2−1}, c(n1+m) =
∑n1

j=0 ξ
j
1ζ
n1−j
1 ζm2 +

∑m
j=1 ξ

n1
1 ξj2ζ

m−j
2

and
log (c(m+ n1)/ξn1

1 ξm2 )

log δ(m+ n1)
≤ log max{λj}
m log τ2 + n1 log τ1

<
1

2

because
[β/u]n1 > 2 log2 max{λj}. (18)

Now suppose k ≥ 1. With regards to the denominator in (17),

log2 δ(m+ %k+1) ≥ nk+1[(k + 1)β/v] +

k∑
2

ni[iβ/v] + n1[β/u]

≥ nk+1[(k + 1)β/v] + kn1[β/u].

(19)

For i ≥ 2, n1/u < ni/v ⇒ n1[β/u] ≤ ni[iβ/v]. Since ([v/u] + 1)
∑k

1 iβni =
βnk+1,

log2

(
c(m+ %k+1)∏m+%k+1

1 ξϕ

)
+ βnk+1/([v/u] + 1) = log2

(
c(m+ %k+1)∏m+%k+1

1+%k
ξϕ

)
.

Using (4), (18) and (19),

log
(
c(m+ %k+1)/

∏m+%k+1

1+%k
ξϕ

)
log δ(m+ %k+1)

≤ βnk+1/([v/u] + 1) + n1[β/u]/2

nk+1[(k + 1)β/v] + kn1[β/u]
<

1

k + 1
,

because (k+1)βu < ((k+1)β/v−1)v implies (k+1)β < ([v/u]+1)[(k+1)β/v].

Theorem 6.2. The interval [u, v] is the set of cluster points of

{(log c(m+ %k))/ log δ(m+ %k); k ∈ N, m ∈ {0, 1, . . . , nk+1}} .

We show for m ∈ {0, 1, . . . , nk+1},

3/k + v > 2/k + max
j∈{k,k+1}

{(log ξj)/ log τj} ≥ (log c(m+ %k))/ log δ(m+ %k)

and

(log c(m+ %k))/ log δ(m+ %k) ≥ min
j∈{k,k+1}

{(log ξj)/ log τj} − 1/k > u− 2/k.

This forces all cluster points to be in [u, v]. As a result of (24) and (25), both
u and v must be cluster points.
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Consider the second fraction in (17). Either{
log ξnkk +m log ξk+1

log δ(%k) +m log τk+1
; m ∈ {0, 1, . . . , nk+1}

}
(20)

is increasing or it is decreasing. The change in the terms of this sequence can
be written in abbreviated form as

w + (m+ 1)x

z + (m+ 1)y
− w +mx

z +my
=

xz − wy
(z + (m+ 1)y)(z +my)

. (21)

The sign of (21) is independent of m. The two extremes in (20) are
log ξ

nk
k

log δ(%k) and

log ξnkk + log ξ
nk+1

k+1

log δ(%k+1)
.Use Proposition 6.2. If k > 0, then (log ξnkk )/ log δ(%k+1) <

1/(k + 1) and

0 <
log ξk+1

log τk+1
− nk+1 log ξk+1

log δ(%k+1)
=

log ξk+1

log τk+1

log δ(%k)

log δ(%k+1)
<

1

k + 1
. (22)

If k = 0,
log ξk+1

log τk+1
− nk+1 log ξk+1

log δ(%k+1)
= 0. Starting with (17), we have

min

{
log ξk
log τk

,
log ξk+1

log τk+1

}
− 1

k
<

log c(m+ %k)

log δ(m+ %k)

<
2

k
+ max

{
log ξk
log τk

,
log ξk+1

log τk+1

}
.

(23)

By combining (17) and (22), bounds for the special case m = nk+1 are seen in

log ξk+1

log τk+1
− 1

k + 1
<

log c(%k+1)

log δ(%k+1)
<

log ξk+1

log τk+1
+

1

k + 1
.

By (8), if 2|k,

u− 1/(k + 1) < (log c(%k+1))/ log δ(%k+1) < u+ 2/(k + 1). (24)

By (9), if 2|k + 1,

v − 1/(k + 1) < (log c(%k+1))/ log δ(%k+1) < v + 2/(k + 1). (25)

The greatest amount of change in (21) is

(log ξk+1) log δ(%k)− (nk log ξk) log τk+1

(log δ(%k+1) + log(τk+1)) log δ(%k)

k→∞−→ 0. (26)

The elements of {(log c(℘))/ log δ(℘); ℘ ∈ N} which are in [u, v] form a dense
subset of [u, v].
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7 The Construction

In this section, we choose Ω`,℘ ⊆
∏℘

1 {0, 1, . . . , τϕ − 1} and set

Y = {0} ∪
∞⋃
`=0

∞⋂
℘=`+1

⋃
x∈Ω`,℘

Kx.

Kx is defined in (2). At ` = 0, set Ω0 = Ω0,1 ∗
∏∞

2 {0, 1, . . . , ζϕ − 1} where

Ω0,℘ = {ξ1, ξ1 + 1, . . . , ξ1 + ζ1 − 1} ∗
℘∏
i=2

{0, 1, . . . , ζϕ(i) − 1}.

If j > k, we want
∏k
i=j Ei to be the empty set ∅, i. e., ∅ ∗A = A = A ∗ ∅. We

define Y0 to be all the points Q(x) =
∑∞
i=1 x(i)δ(i)−1 where x ∈ Ω0. Thus,

Y0 =

∞⋂
℘=1

⋃
x∈Ω0,℘

Kx ⊂ ξ1τ−1
1 + [0, ζ1τ

−1
1 ].

The intervals in I℘ for a general ℘ are defined in (30), but the first selection
is

I1 = {wτ−1
1 + [0, τ−1

1 ]; w ∈ {0, 1, . . . , ξ1 + ζ1 − 1}}.

Before the second selection is made, {0, 1, . . . , ξ1 +ζ1−1} is split into two sets.

Γ1 = {0, 1, . . . , ξ1 − 1} and Ω0,1 = {ξ1, ξ1 + 1, . . . , ξ1 + ζ1 − 1}.

Then Γ1 is split into the two sets

F1 = {0, 1, . . . , ξ1/2− 1} and A1 = {ξ1/2, ξ1/2 + 1, . . . , ξ1 − 1}.

Order the sequences in
∏℘

1 {0, 1, . . . , τϕ − 1} lexicographically, i. e., x < w
means ∃ j = min{i ∈ {1, . . . , ℘}; x(i) 6= w(i)} and x(j) < w(j). For ` ∈
{1, . . . , β}, set Γ` = {0, 1, . . . , ξ12−`+1 − 1} ∗

∏`
2{0, 1, . . . , 2ξϕ − 1} and then

split Γ` into F` and A` in such a way that

#Γ`/2 = #F` = #A` and x < y if (x, y) ∈ F` ×A`.

For example, Fβ = {0}∗
∏β

2{0, 1, . . . , 2ξϕ−1}, Aβ = {1}∗
∏β

2{0, 1, . . . , 2ξϕ−1}
and

Γβ = {0, 1} ∗
β∏
2

{0, 1, . . . , 2ξϕ − 1}. (27)
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Suppose, for ` ∈ N, Γ` has been defined. Let F` and A` be subsets of Γ`
defined so

#Γ`/2 = #F` = #A` and x < y for (x, y) ∈ F` ×A`.

Define Γ`+1 = F` ∗ {0, 1, . . . , 2ξϕ(`+1) − 1}. Once A` is defined the extensions
of its elements are for ℘ > `

Ω`,℘ = A` ∗ {0, 1, . . . , 2ζϕ(`+1) − 1} ∗
℘∏
`+2

{0, 1, . . . , ζϕ − 1}. (28)

Each nonnegative integer can be written uniquely as

` = µ+ (ψβ + 1)γ +

ψ−1∑
1

(iβ + 1)ni,

where ψ ∈ N, µ ∈ {0, 1, . . . , ψβ} and γ ∈ {0, 1, . . . , nψ−1}. With this notation
for `,

Γ` =

γ+%ψ−1∏
1

{0} ∗ {0, 1, . . . , 2ξψ2−µ − 1} ∗
∏̀

γ+2+%ψ−1

{0, 1, . . . , 2ξϕ − 1}.

Note that ϕ(1+γ+%ψ−1) = ψ. For ` ∈ {0, 1, . . . , β},
∏γ+%ψ−1

1 {0} =
∏0

1{0} =
∅. See (27). The splitting of Γ` occurs in the γ + 1 + %ψ−1 set, i. e.,

F` =

γ+%ψ−1∏
1

{0} ∗ {0, 1, . . . , ξψ2−µ − 1} ∗
∏̀

γ+2+%ψ−1

{0, 1, . . . , 2ξϕ − 1}

and

A` =

γ+%ψ−1∏
1

{0}∗{ξψ2−µ, . . . , 2ξψ2−µ−1}∗
∏̀

γ+2+%ψ−1

{0, 1, . . . , 2ξϕ−1}. (29)

If µ = ψβ, Γ`+1 =
∏γ+1+%ψ−1

1 {0} ∗
∏`+1
γ+2+%ψ−1

{0, 1, . . . , 2ξϕ − 1}. For ` ∈
{0} ∪ N, define Ω` = Ω`,`+1 ∗

∏∞
`+2{0, 1, . . . , ζϕ − 1}.

Since the ratio of the cardinality of Γ`+1 to that of Γ` is ξϕ(`+1) and #Γ1 =

ξ1, 2#A` =
∏`

1 ξϕ. We can calculate the cardinality of Ω`,℘ from (28). Recall
that c(℘) is defined in (3).
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Proposition 7.1. For any positive integer ℘ and ` < ℘,

#Ω`,℘ =
∏̀
1

ξϕ ·
℘∏
`+1

ζϕ and c(℘) = #

F℘ ∪A℘ ∪ ⋃
0≤k<℘

Ωk,℘

 .

The intervals I℘ are defined to be{
Kx; x ∈ F℘ ∪A℘ ∪

⋃
j∈{0,1,...,℘−1}

Ωj,℘

}
. (30)

Set Y` =
⋂∞
℘=`+1

⋃
x∈Ω`,℘

Kx which by (29) is a subset of

⋃{
Kw; w ∈

γ+%ψ−1∏
1

{0} ∗ {ξψ2−µ, . . . , 2ξψ2−µ − 1}
}

=

[
ξψ2−µ

δ(1 + γ + %ψ−1)
,

ξψ2−µ+1

δ(1 + γ + %ψ−1

]
.

Set Y = {0} ∪
⋃∞
`=0 Y` =

⋂∞
℘=1

⋃
x∈F℘∪A℘∪

⋃
0≤j<℘ Ωj,℘

Kx.

8 The Ratio log #Ω`,℘/ log δ(℘)

Lemma 8.1. Suppose q ∈ N and ` ∈ {%q−1, %q−1 + 1, . . . , %q − 1}. Then

{(log #Ω`,%k +m log ζk+1)/ log δ(m+ %k); k ≥ q, m ∈ {0, 1, . . . , nk+1}}

has the cluster point x if and only if x ∈ [s, t].

We show for k ≥ q and m ∈ {0, 1, . . . , nk+1},

s− 2/k < (log #Ω`,m+%k)/ log δ(m+ %k) < t+ 3/k. (31)

Since k ≥ q, for m ∈ {0, 1, . . . , nk+1},

#Ω`,m+%k =

q−1∏
1

ξnii ·
∏̀

1+%q−1

ξq ·
%q∏
`+1

ζq ·
k∏
q+1

ζnii · ζ
m
k+1.

When m = nk+1,

log #Ω`,%k+1

log δ(%k+1)
− log ζk+1

log τk+1
=

log #Ω`,%k
log δ(%k+1)

− log ζk+1

log τk+1

log δ(%k)

log δ(%k+1)
.
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This vanishes as k goes to infinity. Since (15) holds and #Ω`,%k ≤ δ(%k),∣∣∣∣ log #Ω`,%k+1

log δ (%k+1)
− log ζk+1

log τk+1

∣∣∣∣ < 1

k + 1
. (32)

For m ∈ {0, 1, . . . , nk+1}, we claim that

log #Ω`,m+%k

log δ(m+ %k)
≥

log ζnkk + log ζmk+1

log δ(m+ %k)
≥ min

{
log ζ

nk+1

k+1

log δ(%k+1)
,

log ζnkk
log δ(%k)

}
. (33)

In order to get this substitute in (21) w = log ζnkk , x = log ζk+1, z = log δ(%k)

and y = log τk+1. Under these new variables, (21) still vanishes as
k→∞−→ 0.

Either {
log ζnkk +m log ζk+1

log δ(%k) +m log τk+1
; m ∈ {0, 1, . . . , nk+1}

}
is increasing or it is decreasing. Bounds that are lower than the ones in (33)
are

min

{
log ζk+1

log τk+1
,

log ζk
log τk

}
− 1/k > s− 2/k. (34)

They come from (22) when ζ replaces ξ and then from (6).
For an upper bound,

log #Ω`,m+%k

log δ(m+ %k)
≤
∑k−1

1 ni log ξi
log %k

+ max
m∈{0,1,...,nk+1}

{
log ζnkk +m log ζk+1

log δ(%k) +m log τk+1

}
.

(35)

Using (15) twice in (35) and then (22) with ζ replacing ξ,

log #Ω`,m+%k

log δ(m+ %k)
<

2

k
+ max

{
log ζk+1

log τk+1
,

log ζk
log τk

}
.

By (7),
log #Ω`,m+%k

log δ(m+ %k)
< t+

3

k
. (36)

As in the calculation of (26), the elements of {(log #Ω`,℘)/ log δ(℘); ℘ ∈ N}
which are in [s, t] form a dense subset of [s, t].

By combining (34) and (36), we get

δ(m+ %k+1)−t−3/k < (#Ω`,m+%k+1
)−1 < δ(m+ %k+1)−s+2/k. (37)
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By (6) and (32), if 2|k,

δ(%k+1)−s−2/(k+1) < (#Ω`,%k+1
)−1 < δ(%k+1)−s+2/(k+1). (38)

By (7) and (32), if 2|k + 1,

δ(%k+1)−t−2/(k+1) < (#Ω`,%k+1
)−1 < δ(%k+1)−t+2/(k+1). (39)

9 Verification of the Dimensions

Instead of calculating (logNr(Y ))/ log r directly (log c(℘))/ log δ(℘) can be
used.

Lemma 9.1. supδ(℘+1)−1≤r≤δ(℘)−1

{∣∣∣ log c(℘)
log δ(℘) + logNr(Y )

log r

∣∣∣} ℘→∞−→ 0.

For ` ∈ {0, 1, . . . , ℘− 1} and x ∈ Ω`,℘, the intervals

{Kx∗w; w ∈ {0, 1, . . . , ζϕ(℘+1) − 1}}

are contiguous elements of I℘+1. For x ∈ F℘ ∪ A℘, there are either 2ξϕ(℘+1)

or 2ζϕ(℘+1) contiguous intervals in I℘+1 that are also in Kx. Nr(Y ) is nonde-
creasing with decreasing r. If r ∈ (δ(℘+ 1)−1, δ(℘)−1],

c(℘) ≤ Nδ(℘)−1(Y ) ≤ Nr(Y ) ≤ Nδ(℘+1)−1(Y ) ≤ c(℘)(2ξϕ(℘+1) + 2).

We get lower and upper bounds,

log c(℘)

log δ(℘+ 1)
≤ logNr(Y )

− log r
≤

log c(℘) + log(2 + τϕ(℘+1))

log δ(℘)

and |−(logNr(Y ))/ log r − (log c(℘))/ log δ(℘)|

≤ max

{
log(2 + τϕ(℘+1))

log δ(℘)
,

log c(℘)

log δ(℘+ 1)

log τϕ(℘+1)

log δ(℘)

}
. (40)

The first element in (40) vanishes with increasing ℘ due to (13). The second
vanishes due to (4), (13) and the fact that ξj < τj .

Theorem 9.1. u = dimBY and v = dimBY .

By Theorem 6.2, the cluster points of {(log c(℘))/ log δ(℘); ℘ ∈ N} make
up the interval [u, v]. The inequalities in (24) and (25), show

lim inf
log c(%k+1)

log δ(%k+1)
= u and lim sup

log c(%k+1)

log δ(%k+1)
= v.
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Theorem 9.2. Suppose q ∈ N and ` ∈ {%q−1, %q−1 + 1, . . . , %q − 1}. Then
dimBY` = s and dimBY` = t.

For ℘ ≥ %q and r ∈ (δ(℘ + 1)−1, δ(℘)−1], we have #Ω`,℘ ≤ Nr(Y`) ≤
#Ω`,℘ · (2ζϕ(℘+1) + 2) and

log #Ω`,℘
log δ(℘+ 1)

≤ logNr(Y`)

− log r
≤

log #Ω`,℘ + log(2ζϕ(℘+1) + 2)

log δ(℘)
.

As in Lemma 9.1,

sup
δ(℘+1)−1≤r≤δ(℘)−1

{|(log #Ω`,℘)/ log δ(℘) + (logNr(Y`))/ log r|} ℘→∞−→ 0.

By (31), both dimBY` and dimBY` must be in [s, t]. The inequalities in (38)
and (39) confirm that the lower box dimension must be s and the upper box
dimension must be t.

9.1 Hausdorff Dimensions

The product topology for
∏∞

1 {0, 1, . . . , τϕ−1} has as a basis the sets {Λw; w ∈⋃∞
℘=1

∏℘
1 {0, 1, . . . , τϕ − 1}}. In this topology, Ω` is compact.

Lemma 9.2. If T ⊆
⋃∞
℘=1 Ω`,℘ and {Λw; w ∈ T } covers Ω`,

1 ≤
∑
w∈T

(#Ω`,℘)−1. (41)

For distinct w and x, Λw∩Λx 6= ∅ ⇒ Λw ⊂ Λx or Λx ⊂ Λw; i. e., either x is
an extension of w or w is an extension of x. For x ∈ Ω`, {Λw; w ∈ T , x ∈ Λw}
has a minimal element Λf(x) in the sense that f(x) ∈ T , x ∈ Λf(x) and⋃

w∈T , x∈Λw

Λw = Λf(x).

The set {Λf(x); x ∈ Ω`} must be a finite cover of Ω` and its elements are
pairwise disjoint.

Theorem 9.3. If q ∈ N and ` ∈ {%q−1, %q−1 + 1, . . . , %q − 1}, s = dimHY`.

Suppose s/2 > ε > 0 and k0 = max{1 + [2v/εu], q, 2 + [2/ε]}. If k ≥ k0,
ε > 2/(k − 1). For such k, convert part of (37) into

(#Ω`,m+%k)−1 < δ(m+ %k)−s+ε. (42)
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Pick h ≤ δ(%k0)−1. Let R be a cover of Y` with the diameter of each E ∈ R
less than h. In order to find a lower bound for Hs−2εY`, we look for a lower
bound for (diamE)s−2ε. As a way of approximating the diameter of E find
the positive integer g(E) for which δ(g(E) + 1)−1 < diam E ≤ δ(g(E))−1.
Associated with E is a cover of the sequences Q−1(E). Let

ΨE = {w ∈ Ω`,g(E)+1; Q(Λw) ∩ E 6= ∅}.

The intervals {Q(Λw); w ∈ ΨE} cover E and Ω` =
⋃
E∈R

⋃
w∈ΨE

Λw. Recall
that 2ξj < τj for any j. There is at least one, but at most three intervals in

{Q(Λw); w ∈ Ω`,g(E), Q(Λw) ∩ E 6= ∅}.

If there is only one, #ΨE ≤ 2ζϕ(g(E)+1). If there are at least two, #ΨE ≤
2 + 2ζϕ(g(E)+1). This forces the first inequality in

#ΨE/2 ≤ 1 + τϕ(g(E)+1)/2 < τϕ(g(E)+1) < δ(g(E))ε. (43)

The second comes from τ1 > 22/(1−u) > 2. There is a positive integer k so that
g(E) ≥ %k ≥ %k0 . Since 2v/uk < ε, inequality (13) forces the last inequality
in (43). We have

(diam E)s−2ε > δ(g(E) + 1)−s+εδ(g(E) + 1)ε > δ(g(E) + 1)−s+ε#ΨE/2.

Finally dimHY` ≥ s, because using (42),

2Hs−2εY` ≥ inf{
∑
E∈R

∑
w∈ΨE

(#Ω`,g(E)+1)−1; Y` ⊆ ∪R, diam E ≤ δ(%k0)−1} ≥ 1.

On the other hand dimHY` ≤ dimBY` ≤ s.

9.2 Packing Dimensions

The following helps define some packings. Given k ∈ N and m ∈ {0, 1}, let

Ak,m = {w ∈ Ω`,%k ; 2|(w(%k) +m)}.

If x and w are distinct sequences in Ak,m and if x′ ∈ Λx and w′ ∈ Λw, then

∅ = Bδ(%k)−1/4(Q(w′)) ∩Bδ(%k)−1/4(Q(x′)).

Let Ak,m|E = {w ∈ Ak,m; Q(Λw) ∩ E 6= ∅}.

Theorem 9.4. If q ∈ N and ` ∈ {%q−1, %q−1 + 1, . . . , %q − 1}, t = dimPY`.
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Under the assumption t − dimPY` > ε > 0, Pt−εY` = 0 there must be
a countable set {Ji; i ∈ M} for which Y` =

⋃
i∈M Ji and

∑
i∈M P t−ε0 Ji <

2t−ε−2. Let d : M → N be such that 2|d(i) and d(i) > max{1 + [2/ε], q}.
By (39), (#Ω`,%d(i))

−1 < δ(%d(i))
−t+2/d(i) < δ(%d(i))

−t+ε. For w ∈ Ad(i),0|Ji ,
let Iw be a closed ball with radius δ(%d(i))

−1/4 and center in Q(Λw) ∩ Ji.
Then

{
Iw; w ∈ Ad(i),0|Ji

}
is a δ(%d(i))

−1/2-packing of Ji. The same holds for
Ad(i),1|Ji and

2P t−εδ(%d(i))−1/2Ji ≥ (#Ad(i),0|Ji + #Ad(i),1|Ji)(δ(%d(i))/2)−t+ε.

A cover of Ω` is
⋃
i∈M{Λw; w ∈ Ad(i),0|Ji ∪ Ad(i),1|Ji}, (41) holds and

1 ≤
∑
M

#(Ad(i),0|Ji ∪ Ad(i),1|Ji)(#Ω`,%d(i))
−1.

Each d(i) is arbitrarily small and it can be assumed that∑
i∈M

P t−εδ(%d(i))−1/2Ji < 2t−ε−2.

This creates a contradiction. The packing dimension of Y` is not less than t.
Finally we claim that if ε > 0, Pt+εY` = 0. Since Y` is a cover of itself,

P t+ε0 Y` ≥ Pt+εY`. By combining Proposition 4.2 and Theorem 9.2, we have
P t+ε0 Y` = 0.
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