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FIRST-RETURN LIMITING NOTIONS AND
RINGS OF SHARKOVSKY FUNCTIONS

Abstract

In this paper we apply some elements of real analysis theory to the
distinguishing of the certain subclass of the class of functions possessing
Sharkovsky property. The main aim of this is connected with the answer
to the following question: what kind of assumption should we impose
on Sharkovsky function f in order to have that there exists a ring of
functions possessing Sharkovsky property containing f?

Introduction. Dynamical systems have been considered almost exclu-
sively in relationship with continuous functions and even smaller classes. But
some considerations lead us to the case when the basis of considerations are, for
example, almost continuous functions (some question raised by W. Transue,
which is cited in [21]), discontinuous derivatives and other classes of functions
(some commentary connected with this topic can be found in [32]). Conse-
quently, recently a lot of papers are connected with dynamical systems gener-
ated by Darboux-like functions (e.g. [7], [21], [26], [29], [30], [31], [33]).

The main aim of this paper is to consider some problems connected with
the existence of rings of functions possessing Sharkovsky property.

The first part of this paper deals with basic notation and notions which are
used in this paper. The second section is devoted to the introduction of a no-
tion convenient for further considerations. The basis of these considerations is
first-return limiting theory, which has been considered among others in papers

Mathematical Reviews subject classification: Primary: 26A18, 37E15; Secondary: 26A15,
54C40, 54H25

Key words: od-set, Darboux function, first-return continuity, S-function, Sharkovsky
function, ring of functions, trajectory, property J , family substituted by a subfamily

Received by the editors November 29, 2008
Communicated by: Emma D’Aniello

549



550 H. Pawlak and R. J. Pawlak

of American mathematicians [9], [10], [11], [12]. The notion of S-functions
(the third part of this paper) is based on first-return language, which permits
us to consider some subclasses of Sharkovsky functions consisting of functions
for which one can construct suitable rings.

1 Preliminaries.

We will use mostly standard definitions and notations (see [1], [2], [3], [4], [13],
[14], [15]). In particular by the letter Z (R) we will denote the set of integer
(real) numbers.

The closure and interior of a set A we denote by A and Int(A), respectively.
The cardinality of a set A we will denote by the symbol card(A).

We will consider the behaviour of some real functions defined on the real
line R. Let f be a real function. By the symbol B(f, ε) we shall denote the
open ball with a centre at f and a radius ε > 0 in the metric space of real
functions equipped with the metric ρ(f, g) = min(1, supx|f(x)− g(x)|).

A set H ⊂ R is called an od-set if H is an open subset of R and H = R.
The idea of the notions below derives from [8], [9], [11], [12], [15], [22]: Let

H be an od-set in R. By H-trajectory we mean any sequence {dn} ⊂ H of
distinct points such that {dn : n = 1, 2, ...} is a dense set in H. For a given
open set V ⊂ H, and H-trajectory {dn : n = 1, 2, ...}, r{dn}(V ) (or shortly
r(V ), if the H-trajectory is fixed) will be the first element of the sequence
{dn} in V .

Let H be an od-set in R and {dn} ⊂ H be a fixed H-trajectory. For x ∈ R
the left first return path to x based on {dn}, P lx = {tk : k = 1, 2, ...} is defined
recursively via

t1 = r((−∞, x)); tk+1 = r((tk, x)).

For x ∈ R the right first return path to x based on {dn}, P rx = {sk : k = 1, 2, ...}
is defined analogously:

s1 = r((x,+∞)); sk+1 = r((x, sk)).

A function f : R → R is first return continuous from the left (right) at x
with respect to the H-trajectory {dn} provided that

lim
t→x
t∈P l

x

f(t) = f(x)

 lim
t→x
t∈P r

x

f(t) = f(x)

 .
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We say that f : R → R is a first return continuous function at x with
respect to the H- trajectory {dn} provided it is both left and right first return
continuous at x with respect to the H- trajectory {dn}.

Let {dn} be a fixedH-trajectory. A function f : R→ R is an (H, {dn})-first
return continuous function (f ∈ FRC(H, {dn})) if it is first return continuous
at each point x ∈ H (with respect to the H-trajectory {dn}) and for any
component (a, b) of the set H, f is first return continuous from the right (left)
at a (b) with respect to the H-trajectory {dn}.

If H = R, then we will write shortly trajectory, first return continuity, etc.
If A,B are subsets of the domain of f , then f � A denotes the restriction

of f to A. We say that a set A f -covers a set B (denoted by A −→
f

B), if

B ⊂ f(A).
LetH be an od-set. We say that a setH f -replaces R (denoted byH −→

f−r
R)

if for any nondegenerated interval [α, β] ⊂ R there exists (a, b) ⊂ [α, β] ∩ H
such that [a, b] −→

f
f([α, β]).

Let f be a function. Then f0(x) = x, and fn(x) = f(fn−1(x)), if n > 0.
We say that a set A is f -invariant, if f(A) ⊂ A.

A point x such that fM (x) = x but fn(x) 6= x, for n ∈ {1, 2, ...,M − 1} is
called a periodic point of f of a prime period M . The set of all periodic points
of f of a prime period M we will denote by PerM (f).

The graph of a function f we shall denote by Γ(f). Let us denote by idA
the identical function defined on A. If F is a family of functions mapping R
into R, then we shall denote Fc = {f1 ◦ f2 ◦ ... ◦ fn : f1, f2, ..., fn ∈ F , n ≥ 1}.

Let D (B1) denote the class of all Darboux functions; i.e. functions having
Darboux property or, in other words, intermediate value property ([4]) (func-
tions in Baire class 1). If we wish to consider the intersection of two classes, we
shall write them next to each other e.g. DB1 consists of all Darboux functions
in Baire class 1.

Suppose we are given a countable cover {Az}z∈Z of some space X and a
family of compatible functions {fz} mapping Az into R (i.e. fz1 � Az1 ∩Az2 =
fz2 � Az1 ∩Az2 , for each integers z1, z2). Let us put f(x) = fz(x), for x ∈ Az.
Then we have defined a function f : X −→ R, which is called combination of
the functions {fz} and is denoted by 5∞z=−∞fz.

Let us proceed to the definitions and the notations connected with
Sharkovsky property. At first, we shall consider the following Sharkovsky
ordering of the set of all positive integers.

3 ≺ 5 ≺ 7 ≺ ... ≺ 2 · 3 ≺ 2 · 5 ≺ 2 · 7 ≺ ... ≺ 22 · 3 ≺ 22 · 5 ≺ ...
... ≺ 23 ≺ 22 ≺ 2 ≺ 20 = 1.
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We shall say that f is Sharkovsky function (or f possesses Sharkovsky prop-
erty) provided that if PerM (f) 6= ∅ and M ≺ K, then PerK(f) 6= ∅.

In the next definitions the addition of index numbers is modulo M (i.e.
M + 1 = 1) 1. Let (I1, I2, ..., IM ) be a finite sequence of continuums (Ii ⊂ R,
for i = 1, 2, ...) and let f1, f2, ..., fM : R −→ R. We say that (I1, I2, ..., IM ) is
an (f1, f2, ..., fM )-cycle if

I1 −→
f1

I2 −→
f2

I3 −→
f3

... −→
fM−1

IM −→
fM

IM+1 = I1.

If f1 = f2 = ... = fM = f , then we say that an (f1, f2, ..., fM )-cycle (I1, I2, ...,
IM ) is an (f)-cycle.

If x0 ∈ I1 is a point such that

(fi ◦ fi−1 ◦ ... ◦ f1)(x0) ∈ Ii+1, for i ∈ {1, 2, ...,M},

then we say that x0 is associated with an (f1, f2, ..., fM )-cycle (I1, I2, ..., IM ).
We say ([33]) that a family of functions F has the property J if for any

(f1, f2, ..., fM )-cycle (I1, I2, ..., IM ) (f1, f2, ..., fM ∈ F), there exists a point x0

associated with this cycle and such that (fM ◦ fM−1 ◦ ... ◦ f1)(x0) = x0.
We say that a family of functions F has the property J1 if for any (f)-

cycle (I1, I2, ..., IM ) (f ∈ F), there exists a point x0 associated with this cycle
and such that fM (x0) = x0 (in the case of continuous functions defined on
a compact interval the property J1 is connected with the so called Itinerary
Lemma).

From [2] we adopt the idea of the next notion. For our needs we supplement
this definition with the condition (5). We say that a family R of real functions
f is an AS-ring of functions if

(1) if f, g ∈ R, then max(f, g),min(f, g) ∈ R,

(2) R contains all constants,

(3) if f, g ∈ R, then f + g, f · g ∈ R,

(4) the uniform limit of a sequence {fn} ⊂ R belongs to R,

(5) if f ∈ R, then f is Sharkovsky function.

1In the whole paper, if we have a sequence consisting of m elements, numbered from 1
to M , then we accept M + 1 = 1 (the addition of index numbers is modulo M).
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2 S-functions.

In this part of the paper we will introduce the class of S-functions which has
its origin in the theory of dynamical systems ([9], [10]). It is interesting to note
that this class contains several important families of functions (for example
the class of all continuous functions, derivatives, approximately continuous
functions, etc.).

Definition 1. Let H be an od-set in R and {dn} ⊂ H be a fixed H-trajectory.
We will call f : R → R an S(H, {dn})-function (f ∈ S(H, {dn})) if H −→

f−r
R

and f ∈ FRC(H, {dn}).

Definition 2. We say that f : R→ R is an S-function (f ∈ S) provided that
there exists an od-set H and an H-trajectory {dn} such that f ∈ S(H, {dn}).

Lemma 2.1. Let f ∈ FRC(H, {dn}), for some od-set H and H-trajectory
{dn}. Moreover, let {dmn

} ⊂ (a, b) ⊂ H be a subsequence of sequence {dn}
consisting of all terms belonging to (a, b). Then

f � [a, b] is first return continuous at x with respect to {dn}
if and only if f is first return continuous at x with respect to {dmn},

for x ∈ [a, b].

Proof. 2 Let us establish some notation:
P lRx = {tk} will denote the left first return path to x based on {dn}.
P lTx = {τµ} will denote the left first return path to x based on {dmn

}.
Put k0 = min{k : tk ∈ (a, x)}. Let us notice that tk0 = τ1. From this we

conclude that
P lRx ∩ (tk0 , x) = P lTx ∩ (τ1, x).

This finishes the proof for the first return continuity from the left.
In a similar way one can prove our claim for the first return continuity

from the right.

We will show that the family S (i.e. the set of all S-functions) is a sub-
family of D (Theorem 2.2) and it is useful to characterize the class as DB1

(Proposition 2.3). So, the class S is an intermediate family between DB1 and
D (DB1 ⊂ S ⊂ D). It seems to be interesting that S contains some nonmea-
surable (in the Lebesgue sense) functions (suitable examples are very simple).

2The proof follows also from ([22], Lemma 1.17)
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But for our considerations it is important to remark that the class S has in-
teresting properties connected with the problem of generalizing Sharkovsky’s
theorem.

As mentioned above, we start the discussion about S-functions by proving
theorems connected with Darboux property.

Theorem 2.2. If f : R −→ R is an S-function, then f is a Darboux function.

Proof. Let [α, β] be an arbitrary closed interval in R. Since f is an S-
function then there exists an od-set H and H-trajectory {dn} such that f ∈
S(H, {dn}). Moreover, there is an open interval (a, b) ⊂ [α, β] ∩H such that
[a, b] −→

f
f([α, β]). Therefore, f([a, b]) = f([α, β]). Utilizing Lemma 2.1 and

Theorem 3 from [10], we have that f([a, b]) is a connected set.

It is not hard to verify that there are a lot of properties of S-functions close
to the well known properties of continuous functions. The next proposition is
an example of this situation.

Proposition 2.3. Let f : R → R. Then f ∈ DB1 if and only if there exists
an od-set H with card(R \ H) ≤ ℵ0 and some H-trajectory {dn} such that
f ∈ S(H, {dn}).

Proof. Necessity. Suppose that f is Darboux function in Baire class one. Let
H = R. Note that f = 5∞i=−∞f � [i, i+1] and fi = f � [i, i+1] ∈ DB1([i, i+1])
for any i ∈ Z. According to Theorem 3 in [10] (if need be, we can translate
the domain) we conclude that there exists a dense (in [i, i + 1]) sequence
{din}∞n=0 ⊂ (i, i + 1) such that fi is first return continuous with respect to
{din}∞n=0.

First we will define two sequences {d∗n}∞n=0 and {d∗∗n }∞n=1 in the following
way3:

d∗0 = d0
0; d∗1 = d0

1; d∗2 = d1
0; d∗3 = d0

2; d∗4 = d1
1; d∗5 = d2

0; d∗6 = d0
3; ...

d∗∗1 = d−1
0 ; d∗∗2 = d−1

1 ; d∗∗3 = d−2
0 ; d∗∗4 = d−1

2 ; d∗∗5 = d−2
1 ; d∗∗6 = d−3

0 ; ...

Finally let {dn} be a sequence such that d2n+1 = d∗n (n = 0, 1, 2, ...) and
d2n = d∗∗n (n = 1, 2, ...). It is not hard to verify that {dn} is an H-trajectory.

3The sequence {d∗n}∞n=0 is formed by successive finite sequences such that the sum of
lower and upper indexes are fixed natural numbers: 1, 2,...; the sequence {d∗∗n }∞n=0 is formed
by successive finite0 sequences such that the sum of lower index and absolute value of upper
index are fixed natural numbers: 1, 2,...
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The method of construction of {dn} assures that we have

if i ∈ Z and din1
= dm1 and din2

= dm2 , then
n1 < n2 if and only if m1 < m2. (1)

Now, we shall show that f is an (H, {dn})-first return continuous function.
Let x0 ∈ R. Then there exists i0 ∈ Z such that x0 ∈ [i0, i0 + 1). Since fi0 is
first return continuous from the right at x0, then (by Lemma 2.1) f is first
return continuous from the right at x0. So, the statement f ∈ FRC(H, {dn})
is obvious. Finally, we can note that f ∈ S(H, {dn}).

Sufficiency. According to Theorem 2.2 and our assumption card(R \H) ≤
ℵ0, f ∈ DB1.

The above theorem and classical results connected with the class DB1 show
that the family S contains many important classes of functions. For example:
the family of all derivatives, the family of all approximately continuous func-
tions etc. are subfamilies of S ([4]). On the other hand, this family is very
interesting for our considerations, connected with Sharkovsky’s theorem.

3 Rings of Sharkovsky Functions.

In [1] one can read: When studying properties of cycles of maps, it is desir-
able to prove that a given property is stable, in the sense that if a map f has
this property then small perturbations of f (maps close to f in an appropriate
topology) also have this property. The words ”small perturbations” can be
interpreted as some operations performed on functions (addition, multiplica-
tion, lattice operations, etc.). This lead us to the considerations connected
with rings of functions. The earlier results obtained in the area of dynamical
systems generated by discontinuous functions (contained, for example, in the
papers [32], [33], [21], [26], [7]) suggest problems concentrating around the sta-
bility of the Sharkovsky property and, consequently, lead us to the questions
connected with existence of rings of Sharkovsky functions. This topic is also
connected with the widely considered (in the theory of real functions) prob-
lems concerning some operations performed on Darboux-like functions (see,
for example, [4], [5], [6], [16], [17], [18], [19], [20], [23], [24], [25], [27], [28],
etc.).The starting point for these considerations is a remark that even simple
operations performed on almost continuous functions lead one out of this class
even if both functions considered are discontinuous at one and the same point.

It is easy to construct a discontinuous Sharkovsky function f such that
there is no ring consisting of Sharkovsky functions containing f . In fact, put
f(x) = 1, if x /∈ {−1, 0}, f(−1) = 0, f(0) = −1 (in this case −f is not
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Sharkovsky function). Simultaneously, an arbitrary modification of the value
of f at 1, gives a function which is not a Sharkovsky function. The above
considerations lead us to the following questions: What kind of conditions
should we impose on a family of Sharkovsky functions F in order to have that
for each f ∈ F there exists a ring R ⊂ F such that f ∈ R?

The answer to this question is contained in Theorem 3.3.
For our considerations it is very useful to introduce the following notions

([30]).

Definition 3. We say that an (f)-cycle (J1, J2, ..., JM ) predominates over
(f1, f2, ..., fM )-cycle (I1, I2, ..., IM ) if for each i ∈ {1, 2, ...,M} there exists a
homeomorphic embedding ξi : Ji → Ii such that

(fi ◦ ... ◦ f1)(ξ1(x)) = ξi+1(f i(x))

for each point x associated with the (f)-cycle (J1, J2, ..., JM ).

Definition 4. We say that a family of functions F is substituted by a family
F1 ⊂ F if for any natural number M and an arbitrary (f1, f2, ..., fM )-cycle
(I1, I2, ..., IM ), where f1, ..., fM ∈ F , there exists an (f)-cycle (J1, J2, ..., JM )
predominating over (f1, f2, ..., fM )-cycle (I1, I2, ..., IM ) such that f ∈ F1.

Lemma 3.1. [30] Let us suppose that F ⊂ D is a family of functions substi-
tuted by family DB1. Then each function f ∈ Fc is a Sharkovsky function.

The detailed proof will appear in [30], Theorem 2.3.
Now, let us proceed to the two theorems that are, in particular, solutions

of our main problem.

Lemma 3.2. The family Sc consists of Sharkovsky functions.

Proof. According to Theorem 2.2, Proposition 2.3 and Lemma 3.1 it is suf-
ficient to show that (of course, any family of functions possessing connected
graph which is a Gδ set has the property J1 ([33]))

the family S is substituted by a family DB1. (2)

Let (I1, I2, ..., IM ) be a fixed (f1, f2, ..., fM )-cycle; i.e.

I1 −→
f1

I2 −→
f2

... −→
fM−1

IM −→
fM

I1.
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Let Hi be a fixed od-set and let {din} be a fixed Hi-trajectory such that
fi ∈ S(Hi, {din}) (for i = 1, 2, ...,M). Thus for any i ∈ {1, 2, ...,M} there
exists an interval (ai, bi) ⊂ Ii ∩Hi such that [ai, bi] −→

fi

fi(Ii). So, we have

[a1, b1] −→
f1

[a2, b2] −→
f2

... −→
fM−1

[aM , bM ] −→
fM

[a1, b1].

The rest of the proof runs as in the proof of the statement contained in
paper [30] that the family PC is substituted by C. This accounts, for presenting
only the sketch of the next part of the proof.

Let {[a′i, b′i]}Mi=1 be a sequence of disjoint intervals with the length bi − ai
and put δi = a′i − ai.

Let ξi : [a′i, b
′
i]→ Ii be a homeomorphic embedding defined by the formula

ξi(x) = x− δi, i = 1, 2, ...,M.

Let us define a function f : R→ R in the following way: f(x) = fi(ξi(x))+
δi+1, for x ∈ [a′i, b

′
i] (i = 1, 2, ...,M) and f is a linear function on the closure

of any component of the complement of
⋃M
i=1 [a′i, b

′
i]. It is easy to see that

f ∈ DB1.
Now, we shall show that

[a′1, b
′
1] −→

f
[a′2, b

′
2] −→

f
... −→

f
[a′M , b

′
M ] −→

f
[a′1, b

′
1]. (3)

Let us fix i0 ∈ {1, 2, ...,M}. Then we have

f([a′i0 , b
′
i0 ]) = fi0(ξi0([a′i0 , b

′
i0 ])) + δi0+1

⊃ [ai0+1, bi0+1] + δi0+1 = [a′i0+1, b
′
i0+1], (4)

which proves (3).
Let x be an arbitrary point such that x ∈ [a′1, b

′
1] and f(x) ∈ [a′2, b

′
2],

f2(x) ∈ [a′3, b
′
3],..., fM−1(x) ∈ [a′M , b

′
M ], fM (x) ∈ [a′1, b

′
1].

So we have:

f1(ξ1(x)) = ξ2(f(x)),

f2(f1(ξ1(x))) = f2(ξ2(f(x))) = ξ3(f2(x)).

Consequently, one can obtain (by induction):

(fi ◦ (fi−1 ◦ ... ◦ f1))(ξ1(x)) = fi(ξi(f i−1(x))) = ξi+1(f i(x)).

This completes the proof of (2) and, at the same time, the proof of Theorem
3.2.
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As we mentioned in the introduction to this section, the main goal of
this part of the paper concentrates on the following problem: What kind of
conditions should we impose on f in order to have: there exists AS-ring of
Sharkovsky functions containing f? The partial answer to this question is
contained in the following theorem.

Theorem 3.3. Let f ∈ S. Then f is a Sharkovsky function and there exists
an AS-ring R ⊂ S such that f ∈ R.

Proof. The fact that f is a Sharkovsky function follows immediately from
the Lemma 3.2.

Since f is an S-function, then f ∈ S(H, {dn}), and consequently f ∈
FRC(H, {dn}) with respect to some od-set H and H-trajectory {dn}.

On the other hand, since f ∈ S(H, {dn}) then for each compact interval
I ⊂ R, there exists an open interval

UI ⊂ I ∩H such that UI −→
f

f(I).

Now, let us establish mutual correspondence I ↔ UI , for each compact
interval I ⊂ R (i.e. UI is a fixed open interval connected with I such that
UI ⊂ I ∩H and UI −→

f
f(I)).

Moreover, if I ⊂ R is an arbitrary compact interval and x ∈ I, then let
uIx be a fixed element of UI such that f(x) = f(uIx). So, we have established
mutual correspondence (one-to-one function)

I 3 x↔ uIx ∈ UI (5)

between x ∈ I and some element uIx belonging to UI .
Let R be a family of all functions g : R→ R such that

(A) g ∈ FRC(H, {dn});

(B) for each compact interval I and any x ∈ I, g(x) = g(uIx).

We will show that R is a required AS-ring. Of course f ∈ R. For the proof
we have to verify axioms of definition of AS-ring. Since the ideas of the proof
of Axioms 1–4 are identical then we will present only the proof of Condition
4.

Let {hn} ⊂ R and {hn} uniformly converge to h. We have to show that
h ∈ R.

First we may observe that h ∈ FRC(H, {dn}). So, let (a, b) be a component
of H, x ∈ [a, b) and P rx be a right first return path to x based on {dn} (of
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course, if (a, b) is halfline or whole line, then the further considerations will
be restricted to the suitable cases). Let us denote P̃ rx = P rx ∪ {x}. Then we
can consider P̃ rx as a metric space such that hn � P̃ rx are continuous functions
at x (for n = 1, 2, ...). Then h � P̃ rx as a uniform limit of {hn � P̃ rx} is also a
continuous function at x. This gives

lim
t→x
t∈P r

x

h(t) = lim
t→x
t∈P r

x

h � P̃ rx (t) = h � P̃ rx (x) = h(x).

In a similar way we can prove a left-sided first return continuity of h at x.
Now, let I = [α, β] be an arbitrary compact subinterval of R. Let us fix

x ∈ I. According to our assumptions

hn(x) = hn(uIx), for n = 1, 2, ...

Let us notice that h(x) = limn→∞ hn(x) = limn→∞ hn(uIx) = h(uIx). In
this way, the verification of Axiom 4. is finished.

According to our requirement connected with functions belonging to the
family R and Theorem 3.2 one can remark that R ⊂ S(H, {dn}).

Now, we can return to the considerations beginning this section. We have
mentioned that the Sharkovsky property is not a stable property (in the sense
of [1]). Nonetheless, according to Theorem 3.3, one can observe that for each
function f ∈ S there exists a family R of Sharkovsky functions such that
B(f, ε) ∩ R 6= ∅, for any ε > 0. Consequently, “small perturbations” of f
within set (ring) R preserve the Sharkovsky property.

Theorem 3.3 gives one method for the construction of rings consisting
of Sharkovsky functions containing a fixed function f ∈ S. On the other
hand, one can formulate questions connected with the effectiveness of this
method. For the answer, notice that even for continuous functions this method
permits us to obtain an uncountable family of different rings such that each
of them has infinite Goldie dimension4. For substantiation of this remark
let f : R −→ R be an arbitrary continuous function and let {(an, bn)} be a
sequence of open intervals such that (an, bn)↘ 0, 1 > b1 > a1 > b2 > a2 > ....
We will denote by hi : (ai, bi) −→ R (i = 1, 2, ...) a continuous function such
that hi((ai, ci)) = [0, 1] = hi((ci, bi)), for each ci ∈ (ai, bi). Moreover, let
xk ∈ (ak, bk) (k = 1, 2). Additionally, we can assume that h2(x2) = x1 and
h1(x1) = 1. Let us define functions fα : R −→ R (α ∈ [0, 1]) in the following

4A family {=t : t ∈ T} of nonzero ideals of some ring R is said to be independent if

=t0 ∩
“P

t6=t0
=t

”
= (const0)R, for any t0 ∈ T . A Goldie dimension of a ring R (we shall

denote by dim(R)) is the smallest cardinal number m for which any independent set of
nonzero ideals has cardinality less than or equal to m.
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way: fα(x) = 0, if x ∈ (−∞, 0]; fα(x) = hi(x), if x ∈ (ai, bi), i = 1, 2, ...;
fα(x) = α, if x ∈ (0, a1) \

⋃∞
i=2(ai, bi); fα � [bi,∞) is a continuous function

such that fα(bi) = 0 and fα(1) = x2. It is easy to see that fα ∈ DB1, for
each α ∈ [0, 1] (consequently, according to Proposition 2.3, f ∈ S). Let us
put H = R, then H is an od-set and (Proposition 2.3) for any α ∈ [0, 1] there
exists an H-trajectory {dαn} such that fα ∈ S(H, {dαn}). It is easy to see that
f ∈ S(H, {dαn}), too.

Let us consider the method of construction of rings described in the proof
of the Theorem 3.3. For each I ⊂ R, x ∈ I and open interval UI connected
with I, let us put uIx = x. Then ring R depends only on {dαn}. In this way
we can construct rings {Rα}α∈[0,1] such that fα ∈ Rα, f ∈ Rα, for α ∈ [0, 1].
If β 6= α, then fα − fβ /∈ D, and (Theorem 2.2) fβ /∈ Rα and, consequently,
Rα 6= Rβ , for α 6= β. It remained to show that dim(Rα) ≥ ℵ0.

Before proceeding further, we shall introduce some notation. For every
i = 1, 2..., let ai, bi, ci denote points belonging to (ai, bi) such that ai < ai <
ci < bi < bi. Let gi be a continuous function (i = 1, 2...) such that gi(ci) = 1;
gi(x) = 0, if x ∈ [0, ai] ∪ [bi, 1]. Of course, gi ∈ Rα, for i = 1, 2, ... and
α ∈ [0, 1].

Let us fix α0 ∈ [0, 1]. Now, we can consider the family of ideals generated
by functions gi: {(gi) : i = 1, 2, ...}. It is sufficient to show that {(gi) : i =
1, 2, ...} is a family of independent ideals.

In fact. Let i0 be a fixed positive integer. Then gi0 · gi = const0, for any
i = 1, 2, .., i0 − 1, i0 + 1, .... So let h ∈ (gi0) ∩

∑
i 6=i0 (gi). Note that h = µ · gi0

for some µ ∈ Rα0 and, on the other hand,

h = µk1 · gk1 + ...+ µkm
· gkm

,

for some positive integers k1, ..., km and µk1 , ..., µkm ∈ Rα0 . Then h2 = const0.
Consequently, (gi0 ∩

∑
i6=i0 (gi)) = (const0), and so {(gi) : i = 1, 2, ...} is a

family of independent ideals.
Despite the fact that Theorem 3.3 shows that for the rather wide class of

Sharkovsky one can find a ring consisting of Sharkovsky functions containing
a fixed function belonging to this family, in general, the following question is
still unsolved:

Problem 1. What kind of conditions characterize a family F consisting
of all Sharkovsky functions f for which there exists an AS-ring (or usual ring)
of Sharkovsky functions containing f?

However, it is easy to construct a function f ∈ S and some AS-ring R of
S-functions, containing f such that the identical function does not belong to
R.

The above considerations lead us to the following question.
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Problem 2. Let f be a fixed S-function. Characterize continuous func-
tions belonging to either each or some AS-ring of S-functions containing f .
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