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Abstract

To the Gauss-like continued fraction expansions we associate a con-
formal iterated function system whose limit set is of Lebesgue measure
equal to 1. We show that the Texan Conjecture holds; i.e. for every
t ∈ [0, 1] there exists a subsystem whose limit set has Hausdorff dimen-
sion equal to t.

1 Introduction.

It is well known that every irrational number x in the interval [0,1] has a
unique standard continued fraction expansion of the form:

[a1, a2, ..., an] =
1

a1 +
1

a2 +
1

a3 + ...

(1.1)

where each of the ai’s is a positive integer.
Let N1 = {1, 2, 3, ...} and let JN1 be the set of all numbers that can be

represented as in (1.1). JN1 is the set of all irrational numbers in [0,1], so it
is a set of Lebesgue measure equal to 1. If we start with a subset of N1, say
A, then we define JA to be the set of all the numbers in [0, 1] that can be
represented as in (1.1), where each of the a′is is now in A. It turns out that if
A is a proper subset of N1, the Lebesgue measure of JA is zero (see [7]).
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Given 0 < t < 1, is there a subset A of N1 so that HD(JA) = t, where
HD(JA) is the Hausdorff dimension of JA? This was an open problem for
several years and it was called the Texan Conjecture. It was answered affir-
matively by Mauldin and Urbańksi for 0 < t < 1

2 (see [8]) and later it was
answered affirmatively for 0 < t < 1 by Kesseböhmer and Zhu (see [5]).

To study this problem, all of the above mentioned authors used a confor-
mal iterated function system associated with the standard continued fraction
expansions. We address the same question for more general continued fraction
expansions. The systems that we study will be called Gauss-like systems, and
they are introduced in Section 4.

On the other hand, we note that there exists conformal iterated function
systems S and numbers t between 0 and the Hausdorff dimension of JS , so
that no subsystem of S has Hausdorff dimension equal to t. Such an example
consisting of similarities was constructed in [8].

In this paper we prove the analogous Texan Conjecture for Gauss-like con-
tinued fraction systems, which will be introduced in Section 4. To do this,
we construct and study a conformal iterated function system corresponding
to the Gauss-like continued fractions.

2 Preliminaries.

In this section we collect some definitions and results from [7] which are used
throughout this paper. We start by introducing the concept of an Iterated
Function System in the general setting of a compact metric space.

Throughout this paper, if A is a subset of a Euclidean space, by HD(A)
we mean the Hausdorff dimension of A.

Let (X, d) be a non-empty compact metric space and let I be a countable
set with at least two elements. Let S = {ϕi : X → X : i ∈ I} be a collection
of injective contractions from X to X for which there exists 0 < s < 1 such
that

d(ϕi(x), ϕi(y)) ≤ sd(x, y)

for every i ∈ I and for every pair of points x, y in X.
Any such collection S of contractions is called an iterated function system, or
i.f.s.

Let I∗ =
⋃
n≥1 I

n. For every ω = (ω1, ..., ωn) in In, n ≥ 1, set

ϕω = ϕω1 ◦ ϕω2 ◦ ... ◦ ϕωn
.
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For ω ∈ I∗
⋃
I∞ and n ≥ 1 that does not exceed the length of ω, we denote

by ω|n the word ω1ω2...ωn. Given ω ∈ I∞, the compact sets ϕω|n(X), n ≥ 1,
are decreasing and their diameters converge to zero. We have, in fact:

diam(ϕω|n(X)) ≤ sn diam(X).

This implies that the set ⋂
n≥0

ϕω|n(X)

is a singleton.

Definition 2.1. We define the coding map π : I∞ → X by:

π(ω) =
⋂
n≥0

ϕω|n(X).

Then:
J = π(I∞)

is the limit set associated to the system S = {ϕi : X → X : i ∈ I}.

If I is finite, then the limit set is compact.
An iterated function system S = {ϕi : X → X : i ∈ I} is said to satisfy
the Open Set Condition if there exists a non-empty open set U ⊂ X (in the
topology of X) such that ϕi(U) ⊂ U for every i ∈ I and also ϕi(U)

⋂
ϕj(U) =

Ø for every pair i, j ∈ I, i 6= j.
An iterated function system S satisfying the Open Set Condition is said

to be conformal (abbreviated CIFS) if the following conditions are satisfied:
1. X is a compact connected subset of a Euclidean space Rd and U =

IntRd(X).
2. (Cone condition) There exists α, l > 0 such that for every x ∈ ∂X ⊂ Rd

there exists an open cone Cone(x, α, l) ⊂ Int(X) with vertex x, central angle
of Lebesgue measure α and altitude l.

3. There exists an open connected set X ⊂ V ⊂ Rd such that all maps
ϕi, i ∈ I extend to C1+ε diffeomorphisms on V and are conformal on V .

4. (Bounded Distortion Property)
There exists K ≥ 0 such that |ϕ′ω(y)| ≤ K|ϕ′ω(x)| for every ω ∈ I∗ and for
every pair of points x, y ∈ V . We will call K a Bounded Distortion Constant.

Remark 2.1. We note that when d = 1 the Cone Condition is not necessary.
When d ≥ 2, the Cone Condition is used for the construction of a conformal
measure on the limit set of a CIFS (see [8]).
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Let S={ϕi}i∈I be a CIFS and let A ⊂ I.
For every t ≥ 0 and n ≥ 1, let:

Φn,A(t) =
∑
ω∈An

‖ϕ′ω‖
t
. (2.1)

For every integers m,n ≥ 1 and for every t ≥ 0 we have:

Φm+n,A(t) ≤ Φm,A(t)Φn,A(t). (2.2)

We define:

PA(t) = lim
n→∞

ln Φn,A(t)
n

. (2.3)

We call PA the topological pressure function.
Let:

λA(t) = ePA(t); θA = inf{t ≥ 0|PA(t) <∞}. (2.4)

We call θA the finiteness parameter of the subsystem generated by A.

Next we list the most important results concerning the topological pressure
function and the connections to the Hausdorff dimension of the limit set. All
these results can be found in [7].

Proposition 2.1. The topological pressure function is non-increasing on [0,∞),
strictly decreasing, convex and continuous on (θA,∞). Also:

θA = inf{t ≥ 0 | Φ1,A(t) <∞}. (2.5)

Theorem 2.1. Let S={ϕi}i∈I be a CIFS. Then:

HD(JI) = inf{t ≥ 0|PI(t) < 0} = sup{HD(JF )|F ⊂ Ifinite} ≥ θI (2.6)

If there exists a t so that PI(t) = 0, then t = HD(JI).

Definition 2.2. A CIFS S={ϕi}i∈I is called regular if there exists t > 0 so
that PI(t) = 0.

3 Results for General Conformal Iterated Function Sys-
tems.

The next two theorems appear in a slightly different version in [2]. They will
be used to prove the main result of this paper. Here, N = {0, 1, 2, ...}.
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Theorem 3.1. Let S={ϕi}i∈I , be a regular conformal iterated function sys-
tem, with I ⊂ N. Let A ⊂ I and let b ∈ I. Let pb be a positive real number so
that

‖ϕ′ωb$‖ ≤ pb ‖ϕ′ω$‖ (3.1)

for any words ω and $. Then

λA∪{b}(t) ≤ λA(t) + ptb (3.2)

for every t ∈ [0, d].

Remark 3.1. We note that Theorem 3.1 remains true if we ask that the
inequality (3.1.) holds for any finite words ω and $ so that no letters in ω are
greater than or equal to l (see [2]). This is an essential observation that we
will use later.

We also have:

Theorem 3.2. Let S={ϕi}i∈I be a regular conformal iterated function system,
where I ⊂ N. Let A ⊂ I and let b ∈ I \A. Let rb be a positive real number so
that

‖ϕ′ωb$‖ ≥ rb ‖ϕ′ω$‖ (3.3)

for any words ω and $. Then

λA∪{b}(t) ≥ λA(t) + rtb, (3.4)

for every t ∈ [0, d].

Remark 3.2. We note that Theorem 3.2. remains true is we ask that the
inequality (3.1.) holds for any finite words ω and $ so that no letters in $ are
greater than or equal to l (see [2]). This will also be used later in the paper.

Remark 3.3. Under the hypothesis of Theorem 3.1., the existence of a pb for
every b is guaranteed by the Bounded Distortion Property. In particular, pb
can be taken to be K2 ‖ϕ′b‖. Similarly, under the hypothesis of Theorem 3.2.,
rb can be taken to be K−2 ‖ϕ′b‖.

If S={ϕi}i∈I is a CIFS, then by the Hausdorff dimension spectrum of S,
or specHDS, we mean the set of all t, so that t is the Hausdorff dimension of
a limit set generated by a subset of I. We say that a CIFS S={ϕi}i∈I has
full HD spectrum if for every 0 ≤ t ≤ HD(JI) there exists A ⊂ I so that
HD(JA) = t.

Before we introduce the Gauss-like continued fractions, we would like to
state a result that appears in [5] in a slightly different form.
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Theorem 3.3. Let S={ϕi}i∈N be a regular conformal iterated function sys-
tem. For every b ∈ N let Nb = {b, b + 1, b + 2, ....}. If for every b ∈ N, t ≥ 0
and for every A ⊂ {1, 2, ..., b− 1} we have:

λA∪{b}(t) ≤ λA∪Nb+1(t) (3.5)

then S has full HD spectrum.

4 Gauss-like Continued Fraction Systems.

Let us recall that every irrational number x in the interval [0,1) has a unique
standard continued fraction expansion of the form:

1

a1 +
1

a2 +
1

a3 + ...

(4.1)

where each of the ai’s is a positive integers. The standard continued fraction
expansion is determined by the transformation:

T (x) = 1/x− [1/x], x 6= 0;T (0) = 0. (4.2)

In particular, for every n ≥ 1:

an = an(x) = [1/Tn−1(x)]. (4.3)

In [8] the authors derived many properties of subsystems of standard contin-
ued fractions with the use of naturally associated conformal iterated function
systems consisting of the maps:

ϕb : [0, 1]→ [0, 1];ϕb(x) = 1/(b+ x) (4.4)

with b positive integers.
We follow similar ideas based on the Gauss-like continued fractions expan-

sion which we describe next.
Let N0 be the set of all non-negative integers and let k ≥ 1 be a fixed real

number.
Every number x in the interval [0,1], except for a countable set, has a unique
continued fraction expansion of the form:

k

k + b1 +
k

k + b2 +
k

k + b3 + ...

(4.5)
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where each of the bi’s is a non-negative integer.
For more details about very general continued fractions expansions see [11].
Also, see [1] for applications of Gauss-like continued fraction expansions.
To analyze the above representation, for every l ≥ 0, we define:

ϕl : [0, 1]→ [0, 1]; ϕl(x) =
k

(k + l + x)
. (4.6)

Observe that for k = 1 we have the same maps as in the case of standard
continued fractions (see [8]).
For every l ≥ 0, we have:

|ϕ′l(x)| = k

(k + l + x)2
. (4.7)

In particular, ||ϕ′l|| = k
(k+l)2 ≤

1
k .

For every ω ∈ Nn
0 , we have:

ϕω(x) =
pn + xpn−1

qn + xqn−1
, (4.8)

where pn = pn(ω) and qn = qn(ω) are defined by recursion; (see [11])). Also,
(see [11]):

pi+2(ω) = (k + li)pi+1(ω) + kpi(ω) (4.9)

and
qi+2(ω) = (k + li)qi+1(ω) + kqi(ω) (4.10)

where i+ 2 ≤ |ω| and li is the i+ 2 letter in ω.
Therefore:

|ϕ′ω(x)| = kn

(qn + xqn−1)2
. (4.11)

In particular:

||ϕ′ω|| =
kn

q2n
. (4.12)

Now, for every ω ∈ Nn
0 and for every x, y ∈ [0, 1] we have:

|ϕ′ω(x)|
|ϕ′ω(y)|

= (
qn + yqn−1

qn + xqn−1
)2 ≤ (

qn + qn−1

qn
)2 ≤ 4. (4.13)

We will call the system generated by these maps, the Gauss-like c.f. system
with parameter k.
Using all the previous relationships we get the following:
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Theorem 4.1. The Gauss-like c.f. system with parameter k is a regular
conformal iterated function system. Its limit set consists of all the numbers in
[0,1] except for a countable set. The finiteness parameter is 1

2 and the bounded
distortion constant can be taken to be 4.

We want to remark here that for big values of k the bounded distortion
constant can be taken to be close to 1.

Lemma 4.1. Let l ≥ 1 be a positive integer and let ω and $ be two finite
words so that no letter in $ is greater than or equal to l. Then:

||ϕ′ωl$|| ≥ ||ϕ′ω$||
k

(k + l + 1)2
.

Proof. We have the following equality:

|ϕ′ωl$(x)| = |ϕ′ω(ϕl$(x))| |ϕ′l(ϕ$(x))|. |ϕ′$(x)| (4.14)

For every finite word α, and for every x ∈ [0, 1],

|ϕ′α(x)| = kn

(qn(α) + xqn−1(α))2
.

So for every finite word α, |ϕ′α| is a decreasing function.
For every x ∈ [0, 1],

|ϕ′l(x)| = k

(k + l + x)2
≥ k

(k + l + 1)2
. (4.15)

Since no letter in $ is greater than or equal to l, we have, for every x, y ∈ [0, 1]:

ϕl$(x) ≤ 1
k + l

≤ ϕ$(y). (4.16)

The fact that |ϕ′ω| is decreasing and (4.16) give us:

|ϕ′ω(ϕl$(x))| ≥ |ϕ′ω(ϕ$(x))|. (4.17)

Combining (4.15) and (4.17) we get:

|ϕ′ωl$(x)| ≥ |ϕ′ω(ϕ$(x))| |ϕ′$(x)| k

(k + l + 1)2
= |ϕ′ω$(x)| k

(k + l + 1)2
.

Therefore:
||ϕ′ωl$|| ≥ ||ϕ′ω$||

k

(k + l + 1)2
.
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Lemma 4.2. Let l ≥ 1 be a positive integer and let ω and $ two finite words
so that no letter in ω is greater than or equal to l. Then:

||ϕ′ωl$|| ≤ ||ϕ′ω$||
4k

(k + l + 1)2
.

Proof. Let Fω : [0, 1]→ R by:

Fω(x) =
|ϕ′ωl(x)|
|ϕ′ω(x)|

= k
(qn(ω) + xqn−1(ω))2

(qn+1(ωl) + xqn(ω))2
.

We study the following function:
Gω : [0, 1]→ R such that

Gω(x) =
qn(ω) + xqn−1(ω)
qn+1(ωl) + xqn(ω)

.

We have:

G′(x) =
qn+1(ωl)qn−1(ω)− q2n(ω)

(qn+1(ωl) + xqn(ω))2
.

Now, using (4.10):

qn+1(ωl)qn−1(ω)− qn(ω)2 = ((k + l)qn(ω) + kqn−1(ω))qn−1(ω)− qn(ω)2

= (k + l)qn(ω)qn−1(ω)− qn(ω)2 + kqn−1(ω)2

= qn(ω)((k + l)qn−1(ω)− qn(ω)) + kqn−1(ω)2.

Since no letter in ω is greater than or equal to l, and using (4.10), we have
qn(ω) ≤ (k + l)qn−1(ω) and so:

qn+1(ωl)qn−1(ω)− qn(ω)2 ≥ 0.

So Gω is increasing and therefore Fω is increasing. Thus:

Fω(x) ≤ Fω(1) ≤ k (qn(ω) + qn−1(ω))2

(qn+1(ωl) + qn(ω))2
.

Now, since qn−1(ω) ≤ qn(ω), qn+1 = (k + l)qn + kqn−1 and k ≥ 1, we have:

(k + l + 2)qn−1(ω) ≤ (k + l)qn(ω) + 2kqn−1(ω).

So:

(k + l + 2)qn−1(ω) + (k + l + 2)qn(ω) ≤ (k + l)qn(ω) + 2kqn−1(ω)
+(k + l + 2)qn(ω),

(4.18)
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so,

(k + l + 2)(qn−1(ω) + qn(ω)) ≤ 2(k + l)qnω + 2kqn−1(ω) + 2qn(ω),

and (4.18) becomes:

(k + l + 2)(qn−1(ω) + qn(ω)) ≤ 2(qn+1(ωl) + qn(ω)).

Therefore:
qn(ω) + qn−1(ω)
qn+1(ωl) + qn(ω)

≤ 2
k + l + 2

.

So, for every x ∈ [0, 1],

Fω(x) ≤ Fω(1) ≤ 4k
(k + l + 2)2

.

This implies that for every x ∈ [0, 1]

|ϕ′ωl(x)| ≤ |ϕω(x)| 4k
(k + l + 2)2

.

Thus:
||ϕ′ωl$|| ≤ ||ϕ′ω$||

4k
(k + l + 2)2

.

Theorem 4.2. The Gauss-like c.f. system with parameter k has full HD-
spectrum = [0, 1].

Proof. We use Theorem 3.3. to prove that the Gauss-like c.f. system has full
HD-spectrum. It is enough to show that: λA∪{b}(t) ≤ λA∪Nb+1(t) for every
t ∈ [0, 1]. Using Lemma 4.2. we have that:

λA∪{b}(t) ≤ λA(t) +
(4k)t

(k + b+ 2)2t
.

Using Lemma 4.1. we have that:

λA∪Nb+1(t) ≥ λA(t) +
∑
j≥b+1

kt

(k + j + 1)2t
.

Our proof is complete if we can show that for every t ∈ [0, 1]

(4k)t

(k + b+ 2)2t
≤

∑
j≥b+1

kt

(k + j + 1)2t
.
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It is enough to prove that this inequality holds for t = 1. Thus we need to
show that ∑

j≥b+1

k

(k + j + 1)2
≥ 4k

(k + b+ 2)2
.

But using the integral test, this inequality holds for every b ≥ 1.
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