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TWO-GROUPS AND JORDAN ALGEBRAS

JAMES E. WARD, III

Stroud and Paige have introduced an important class of
central simple Jordan algebras B(2n) of characteristic two.
This paper determines the automorphism groups of the
algebras B(2n) and, in so doing, produces an infinite family
of finite 2-groups. This is accomplished by characterizing the
automorphisms of B(2n) as matrices operating on the natural
basis for the underlying vector space of B(2n) and then using
this characterization to obtain generators and commuting
relations for the automorphism groups.

Throughout the paper let q = 2n~\ r = 2n~\ s = 2n, and t = 2n+1.
Siyj is the Kronecker delta.

1* T h e algebras. In 1965 J. B. Stroud [3], pursuing some
earlier work of E. C. Paige [2], defined the following class of vector
spaces and proved that they are central simple Jordan Algebras of
characteristic two:

DEFINITION. Let B(2n) for n ^ 2 be the vector space over the
field Z2 of two elements with basis u_ly uQ, u19 , us_2, v19 v2, , vs

and with multiplication in B(2n) defined inductively as follows:
The products UiUs for - 1 ^ i, j <: s — 2 are defined by:

( 1 ) u0Ui — %i for - l ^ i ^ s - 2 ,
( 2 ) ut, = 0, u^Ui = %_! for 0 ^ i ^s - 2,
( 3 ) UiUs = usUi for - 1 <; ί9 j ^ s — 2,
( 4 ) u\ — u\ = UjUz = 0.
A s s u m i n g t h e p r o d u c t s UiUj a r e defined for — l ^ ί , j ^ 2k — 2 w h e r e

2 ^ k ^ n - 1, l e t p = 2k a n d define

( 5 ) up+iud = Hitjup+i+j when UiU3- = Hifjui+j, j Φ — 1 with Hi>3 in Z2 ,
( 6 ) up+iup+j = 0.

For k >̂ 1, m ^ 0, p = 2fe, define the products n-v5 by:
( 7 ) W i V i = VjUt for — 1 ^ i ^ s - 2, 1 <^ j <^ s,
( 8 ) ^ 0 ^i = v, for 1 ^ 3 ^ s,
( 9 ) U-jVj = Vy + ^y_!, 0̂ = 0 for 1 ^ i ^ s,
(10) ^2,_1^( ^

(11) Up+iV(
when
(12) UiVj = d i f i v i + i + eifjvi+j+1 for 0 ^ ί ^ p - 2, 1 ^ j ^ p and dij9

ei>3 in Z2,
(13) up+ivi2m+1)p+j = 0 f or - l ^ i ^ p - 2 , 1 ^ i ^ p.
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Finally, define the products v^0 by:
(14) ViVj = VjVi for 1 ^ i, j ίg s,
(15) vl = uoy

(16) ^ ί^Weven
(%_3, 3 odd
where u5 = 0 for j < — 1 ,

(17) vpΛivά = Difjup+iH_4 + Ei,3up+i+j-3

when
(18) Ϊ V ^ = D%tjui+j_A + Eitjui+j_z for 1 ^ i ^ , 2 ^ j ^ p and Z) ί ι i r

(19) = 0, 1 ^ i, i ^ p.

From this definition it is clear that B(2n) is commutative ((3), (7),
(14)) and that u0 is its identity element ((1), (8)). Moreover, for all
i, j , a, b (i.e., — 1 <J i, j ^ s — 2 and 1 ^ α, b ^ s),

UiUj = hi}jui+3 where hifj = 0 or 1,

7i,a(vi+a + ^f f l + i), vo = 0, when ί = 1 (mod 2)

7i,aVi+a when ΐ = 0 (mod 2)

where g,,α = 0 or 1, and

ί/αΛ+δ-4 when α = b (mod 2)
v Vh —'• Ί

[fa,b(ua+b-4 + ua+b_3) when a Φ b (mod 2)

where /α t ό = 0 or 1.

The multiplication table for 5(4) is easily computed to be

^0

%1

^2

Vl

^2

^3

V4

U-l

0

^1

Vl

Vl + V2

V2 + ^3

V3 + 1?4

UQ

U-l

Uθ

Ul

U2

Vl

V2

VΆ

Vί

Uί

Uo

Ul

0

0

V2 + VZ

Vz + V4

0

0

U2

Ui

U2

0

0

Vs

Vί

0

0

Vί

Vί

Vl

V2 + Vz

Vz

0

%_! + UO

Uo

Uί + ^2

^2

Vl + V2

V2

Vz + Vi

Vi

U-l + Uo

Uo

Ul + ^2

W2

^3

V
2
 + Vz

Vz

0

0

Uo

Ul + ^
2

0

0

V4

V3 + V4

Vi

0

0

%1 + U2

U2

0

0

and the following table summarizes the inductive definition of B(2p)
if the multiplication table of B(p) is known:
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Uo

Up-Z

Up-l

U2p-2

Vl

Vp

Vp + 1

Vzp

U-ί ' ' Up-2

KNOWN

COMMUTATIVITY
(3)

KNOWN

COMMUTATIVITY
(Ό

Up~\ ' ' U2p-2

(2)

(1)

(5)

ZERO
(6)

COMMUTATIVITY
(7)

ZERO
((13) with (7))

Vl" ' Vp

KNOWN

(10)

(11)

KNOWN

COMMUTATIVITY
(14)

Vp + ί ' ' V2p

(9)

(8)

(10), (11), (13)
with smaller
values of p

ZERO
(13)

(16)

(17) with (14)

ZERO
(19)

The numbers indicate the equation used to determine the particular
block of the multiplication table, COMMUTATIVITY in a block means
that the block in question is determined from a corresponding block
by the commutativity of B(2n), and ZERO denotes a block all of
whose entries are zero.

2* The automorphisms*

DEFINITION. Define a set of t x t matrix forms An for n Ξ> 2
inductively as follows: Let

1 C60 dγ α 2 0 d0 0 δ 4

0 1 0 0 0 0 0 0

0 0 1 α0 0 0 0 α0

0 0 0 1 0 0 0 0

0 α0 0 54 1 α0 αL tti + (

0 0 0 0 0 1 0 0

0 0 0 α0 0 0 1 α0

_0 0 0 0 0 0 0 1

where α0, αx, α2 and 64 are in Z2.

Assuming t h a t the matrix An = (c<,y) where - l g i j ' g ί - 2 is
defined in terms of elements ae and bm of Z2 with O g e ^ s - 2 and
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0 <̂  m ^ s, we define the matrix An+1 = (ditj) for —l^ί,j
in terms of elements ae and bm of Z2 with 0 <Z e <̂  t — 2 and 0

as follows: For - l g i , j <; s — 2,

( i ) α ί f J — dί+s>j+s = cirj ,

(iii)

(lv)

( V )

<̂  m

/ x ^ ίO if i = i
(Vl) di, i + β = ^ . , .

[pifjae+s ii %

ίO if i = i
% Φ j where pitj is m Z2 and cifj

(vii) ditj+38 = pi>j+sbm+s where p , , i + s is in Z2 and c ί f i + β =
with a0 = b2 .

(viii) d ί + ί,i+ s = Pi+s,jbm+s where p ί + S j i is in Z, and
with aQ = b2 .

ίθ if i = i

/pi,jae

p i 9 J + 8 b m

= pi+Sfjbm

where p ί + s , y + s and g ί + s, i + s are in Z2 and ci+8tj+8 = p i + s , i + s α e + g ί + S ) i + sα e + 1

with the convention that if c1+β>J +β = αw, then β = w.

The matrices Aw can be summarized by the following figure. If
the 2k x 2k matrix Ak is known, then Ak+1 is the 2k+1 x 2k+1 matrix
given in block form by

Ak

UR(Ak)
+ 2k~1 + 2Λ

TTT?(A

where, for m = 2*""1 or 2k, 0m is the m x m zero matrix and UR(Ak) + m
is the 2& - 1 x 2k~~1 matrix obtained by adding m to each subscript of
the 2fe"1 x 2/c~1 block in the upper right hand corner of Ak under the
convention that if an entry in the upper right hand block of Ak is
zero, then the corresponding entry in UR(Ak) + m is also zero.

We now prove the characterization theorem.

THEOREM. A linear transformation A of the Jordan algebra
B(2n) over Z2 with n ^ 2 is an automorphism of B(2n) if and only
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if its matrix relative to the canonical basis of B(2n) is of the
form An.

Proof. The proof is outlined by several lemmas.
First we establish some general results about the automorphisms

of B(2n). If A is an automorphism of B(2n) with matrix (citj),
— 1 ^ i, j <Lt — 2, ci>ά in Z21 relative to the canonical basis of B(2n)
then we can show:

L E M M A 1. citj = ci}$+j = cs+ίtj = cs+i>s+j = Ofor - 1 ^ j < i ^ s - 2.

L E M M A 2. cifi = 1 for — l ^ i ^ t — 2 and ciyS+i = cs+i>i = 0 for

- 1 ^ i ^ s - 2.

L E M M A 3. citS = δitj for — l ^ i , j ^ t — 2 α^ώ i = 0 (mod 2).

L E M M A 4. cifS+j = cs+ί,y / o r — 1 ^ i, j 1 ^ s — 2. /% particular,

citS+j = c s + ί > i = 0 / o r — 1 ^ i, j £ s — 2 and j == 1 (mod 2).

L E M M A 5. F o r - 1 ^ i, j ^ r - 2, c ί f i = c r + ί , r + i ; c i > s + i = c r + i , 3 r + i ;

LEMMA 6. For — l ^ i ^ i ^ r — 2,
_ rO if i = j

( 1 ) Ci'T+J ~ {PuC-Ur^-. if i * 3
if cίfj = PijC^j^i^ where pitj is in Z2.

/"\ __ (0 if i = j
( i i ) *.»+'\

if ci>s+j = ^-,J c_1, s + i_ ί_1 wΛerβ g<fi is in Z2.

(0 if i = j

(m) c s + ί,3,+ i= ( m o d 2 )

^i,i^_i,r+i-ί-i if iΦ 3 and 3 = 1 (mod 2)

_ fmί,^! ,^^ + fc<fic«lf^w /or i = 0 (mod 2)
Cβ+< + ' " WJC^J^ for j = 1 (mod 2)

where mi}j and kifj are in Z2.

To establish the necessity of the condition of the theorem, we
proceed by induction on n. The case n = 2 is straightforward in view
of the preceding lemmas and, for the induction step, we make the
following definitions and state a lemma about them:

DEFINITION. If A is an automorphism of B(2"+1) with matrix
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(citd), - 1 ^ i, j ^ 2t - 2, relative to the canonical basis of B(2n+1),
then the restriction of A to B(2n) is the linear transformation A! of
B(2n) onto itself whose matrix (ditd), — 1 ^ i, j ^ t — 2, relative to
the canonical basis of B(2n) is denned by:

Cî  for — 1 ^ i, i ^ 5 — 2

c8+iJ for s - 1 ^ i ^ ί - 2 and - l ^ i ^ s - 2

*"' ~~ c,,s+i for - 1 ^ i ^ s - 2 and s - 1 ^ i ^ ί - 2

+i,s+i for s - 1 ^ i, j ^ t - 2 .

DEFINITION. If A is an automorphism of B(2n) with matrix
(citj), — 1 ^ ί, i ^ t — 2, relative to the canonical basis of B(2n), then
the linear transformation of B(2n+1) induced by A is the linear
transformation A* of B(2n+ι) onto itself whose matrix (biyj), - 1 ^ i,
j <: 2ί — 2, relative to the canonical basis of B(2n+1) is defined by:

For - 1 ^ i, i ^ s - 2 ,

ji and

LEMMA 7. ( i ) If A is an automorphism of B(2n+1), then the
restriction A! of A to B(2n) is an automorphism of B{2n).

(ii) If A is an automorphism of B(2n), then the linear trans-
formation A* of B(2n+1) induced by A is an automorphism of B(2n+1).

The induction step then proceeds as follows: We assume that
every automorphism of B(2n) has matrix of the form An relative to
the canonical basis of B(2n) and we let A be an automorphism of
B(2n+1) with matrix (ditj), —l^i, j ^ 2t — 2, relative to the canonical
basis of B(2n+1). We must show that (ditί) satisfies (i)-(ix).

By the induction hypothesis and Lemmas 5 and 7, we have (i)-(iv).
Lemma 1 establishes (v) and (vi)-(ix) follow from the induction
hypothesis and Lemmas 4 and 6. Thus we have that (ditj), — 1 ^ i,
j <L2t — 2, is of the form An+1, completing the induction. Therefore
every automorphism of B(2n), n ^ 2, has matrix of the form A*
relative to the canonical basis of B{2n).

To establish the sufficiency of the condition we first show that
det An — 1 for n ^ 2. This is accomplished by expanding det An by
the cofactors of its first column, expanding the resulting (t — 1) x (t — 1)
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determinant by the cofactors of its first row, expanding the resulting
(t — 2) x (t — 2) determinant by the cofactors of its first column,
and continuing to alternate in this manner. In view of Lemmas 1, 3
and 4, after t — 2 such steps we have

This fact about the determinant says that An is the matrix
relative to the canonical basis of B(2n) of a nonsingular linear trans-
formation A of B{2n) onto itself. Hence it only remains to show
that A preserves products of the basis elements of B(2n) and this
may be checked by a straightforward but lengthy calculation. This
completes the proof.

3* T h e automorphism groups* At this point we know that
the automorphism group J K of B(2n) over Z2 is the group formed
by all matrices of the form An under matrix multiplication. From
the definition of the matrices An1 n^ 2, it follows that such a matrix
has 3g elements α̂  and r — 1 elements bά in its first row. Since any
matrix of the form An is completely determined by the elements of
its first row, this says that the order of j * ς is 23q+r~1 = 25q~\

In order to examine the structure of X , we make the following
DEFINITION. For n ^ 2, let

i? = {i: 0 ^ i ^ s - 2, ί Ξ£ 3 (mod 4)},
J» = {s + 2ί - 2: 2 ^ i ^ r} and
I % = /Γ U if.

Then I % is a subset of {i: 0 <^ i <, t — 2} and consists of 5q — 1
elements.

For ΐ in I%, define Gi as follows:
( i ) If i is in 7Γ, Gi is the matrix of the form An with α{ = 1,

aό — 0 for j in 7f and j Φ i, and 62jfc = 0 for 2 ^ k ^ r.
(ii) If ί is in J2

W, G, is the matrix of the form An with b^s+2 =
1, 6J.-β+a = 0 for j in /2

U and i Φ i, and αλ = 0 for k in If.
Denote by (ίί9 i2, , im), where i5- is in In for 1 ^ j" ̂  m and

ίi < *2 < <im» the matrix of the form Aw in which for each j =
1, 2, « , m, a i y = 1 if ΐy is in I? and 6^._s+2 = 1 if ί3- is in I2

% while
ak = 0 for fc in If and fe ^ iά for any j = 1, 2, , m and δfe_s+2 = 0
for k in 72

n and k Φ is for any j = 1, 2, , m. Clearly any element of
j ^ ζ can be expressed in the form (ilf i2, , ίm) for some ί19 i2f , iTO.

Using a technique due to Bobo [1], we can show that the set
{Gil i in /*} generates Ssfn. Finally, we determine the commutator
subgroup of J^ς by using a straightforward induction on n together
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with the properties of matrix multiplication and matrices of the form
Gi. The results are summarized in the following

THEOREM. The automorphism group Sxfn of the Jordan algebra
B(2n), n ^ 2, can be described abstractly as the group generated by
the 5(2W~2) — 1 generators Gi where i is in In and where G\ — I for
all i in /*, I being the t x t identity matrix. Moreover, the com-
muting relations among the generators of J%fn may be described
inductively as follows:

In jχ?2, G0G, Φ Gfio but G0G, = G2GδG1G0. For all other i and j
in Γ, G,Ga = Gfi,.

If the commuting relations among the generators G , i in In~ι,
of JK-i are known, the commuting relations in Ssfn are given by:

If i and m are in I?"1 with i, m Φ 0 and i Φ m and if j and k
are in I2

n~ι with j Φ k, then
(a) If i = 1 (mod 4),

G0Gi = Gi+1Gs+i+1GiG0 ,

GiGr — Gr+ί+1GrGi, and
GiGs+r = Gs+r+i+1Gs+rGi.

(b) If G\Gf

m — G'i+m+lG'mG'i ,
GiGm = Gi+m+ίGmGi, and

(c) If GM =

GiGj+s — Gs+i+j+1Gj+sGi, and

Otherwise, GeGf — GfGe for e and f in In.

The structure of the group J^J of order 16 becomes clearer if it
is recognized as the direct product of two familiar groups. Since
II = {0,1, 2} and It = {6}, j ^ is generated by GQ, G19 G2, and G6. Let
Hλ be the subgroup of J^J generated by Go and G> Then, if a = GtG0

and b = Go, direct computation using the commuting relations in J ^
yields Hι = {J, a, b, ab, α2, α3, a2b, a3b} = the dihedral group D 4 If
H2 — {I, G2} then both Hι and H2 are normal in J^ζ, H1Γ\ H2 = {/},
and H1H2 = J^J. Hence

sf2 = A x Z2

where D4 is the dihedral group of order eight and Z2 is the cyclic
group of order two.

Detailed proofs of some of the results summarized in this paper



TWO-GROUPS AND JORDAN ALGEBRAS 82&

may be found in the author's doctoral thesis written at the Univer-
sity of Virginia under Eugene C. Paige.

REFERENCES

1. E. R. Bobo, Automorphism groups of Jordan algebras, Nagoya Math. J. 32 (1968),.
227-235.
2. E. C. Paige, Jr., Jordan algebras of characteristic two, Dissertation, University
of Chicago, Chicago, Illinois, 1954,
3. J. B. Stroud, Simple Jordan algebras of characteristic two, Dissertation, Univer-
sity of Virginia, Charlottesville, Virginia, 1965.

Received May 21, 1969. This research was supported in part by the Danfortk
Foundation.

BOWDOIN COLLEGE
BRUNSWICK, MAINE






