# WEAK AND STRONG CONVERGENCE FOR MARKOV PROCESSES 

S. R. Foguel

1. Introduction. Let $(\Omega, \Sigma, P)$ be a probability space and $x_{t}(\omega)$ a Markov process defined on it. For every Borel set on the real line $P_{t}(\omega, A)$ is the conditional probability that $x_{t} \in A$ given $x_{0}$. The purpose of this paper is to study the limiting behavior, of the family of functions, $p_{t}(\omega, A)$, for $t \rightarrow \infty$ and $A$ fixed.

In § 3 we investigate conditions for the weak convergence, in the sense of $L_{2}(\Omega, \Sigma, P)$, of $p_{t}(\omega, A)$. The classical result on Markov processes, as presented in [2] p. 353, is generalized to functions $x_{t}(\omega)$ with nondiscrete ranges. Under the additional assumption of existence of finite stationary measures.

It should be noted that

$$
p_{i j}^{(n)}=\frac{\left(p_{n}(\omega,\{j\}), \chi_{x_{0}}=i\right)}{P\left(x_{0}=i\right)}
$$

where the parenthesis stand for scalar product and $\chi_{x_{0}}=i$ is the characteristic function of the set $x_{0}(\omega)=i$. Thus weak convergence of $p_{n}(\omega,\{j\})$ implies ordinary convergence of $p_{i j}^{(n)}$.

In $\S 4$ the strong convergence in $L_{2}(\Omega, \Sigma, P)$ is studied. Our results are similiar to Theorem 11 of [4] though the exact relation between the two theories is not clear to us.

The paper deals with real processes and $L_{2}$ is the real Hilbert space.
Throughout the paper a weak form of the definition of Markov processes is used. We do not assume any of the regularity properties which are usually imposed.
2. Notation and general background. Let $x_{l}(\omega)$ be a set of measurable functions, defined on $\Omega$, where $t$ runs over $[0, \infty)$ or the positive integers. This set of functions, will be called a Markov process if whenever $t_{1}<t_{2}<t_{3}$ then conditional probability that $x_{t_{3}} \in A$ given $x_{t_{1}}$ and $x_{t_{2}}$, is equal to the conditional probability that $x_{t_{3}} \in A$ given $x_{t_{2}}$.

In order to simplify this condition let us observe the following:
If $\Sigma_{1}$ is a sub $\sigma$ algebra of $\Sigma$ and $f \in L_{2}(\Omega, \Sigma, P)$ then the conditional expectation of $f$ with respect to $\Sigma_{1}$ is equal a.e. to $E_{1} f$ where $E_{1}$ is the self adjoint projection on the subspace of $L_{2}$ generated by characteristic functions of sets in $\Sigma_{1}$.

With the Markov process, $x_{t}(\omega)$, associate a collection of subspaces,

[^0]$B_{t}$ of $L_{2}(\Omega, \Sigma, P)$, where $B_{t}$ is the closed subspace spanned by characteristic functions of sets of the form $x_{t}^{-1}(A), A$ a Borel set on the line. Let $E_{t}$ be the self adjoint projection on $B_{t}$.

ThEOREM 2.1. If the set of functions $x_{t}(\omega)$ is a Markov process, then

$$
\begin{equation*}
E_{t_{1}} E_{t_{2}} E_{t_{3}}=E_{t_{1}} E_{t_{3}} \text { for } \quad t_{1}<t_{2}<t_{3} \tag{2.1}
\end{equation*}
$$

Proof. Let $t_{1}<t_{2}<t_{3}$. If $g \in B_{t_{3}}$ then $g-E_{t_{2}} g$ is orthogonal to $B_{t_{1}}$. Thus

$$
E_{t_{1}}\left(E_{t_{3}}-E_{t_{2}} E_{t_{3}}\right)=0
$$

Definition. $A$ Collection of spaces $B_{t} \subset L_{2}(\Omega)$, is a Markov class if equation 2.1 holds.

From the above definition follows:
Theorem 2.2. Let $B_{t}$ be a Markov class. If $f \in B_{t_{1}} \cap B_{t_{2}}$ and $t_{1}<t<t_{2}$ then $f \in B_{t}$.

Proof. If $f=E_{t_{1}} f=E_{t_{2}} f$ then

$$
\begin{aligned}
\left\|E_{t} f\right\|^{2} & =\left(E_{t} f, f\right)=\left(E_{t} E_{t_{2}} f, E_{t_{1}} f\right)=\left(E_{t_{1}} E_{t} E_{t_{2}} f, f\right) \\
& =\left\|\left(E_{t_{1}} E_{t_{2}} f, f\right)=\right\| f \|^{2} .
\end{aligned}
$$

Thus $f=E_{t} f \in B_{t}$.
Definition. A Markov process is called stationary if

$$
\begin{equation*}
P\left(x_{t_{1}+\alpha} \in A_{1} \cap x_{t_{2}+\alpha} \in A_{2}\right)=P\left(x_{t_{1}} \in A_{1} \cap x_{t_{2}} \in A_{2}\right) . \tag{2.2}
\end{equation*}
$$

In particular for a stationary Markov process

$$
\begin{equation*}
P\left(x_{t} \in A\right)=P\left(x_{0} \in A\right) . \tag{2.3}
\end{equation*}
$$

Let $T_{t}$ be the transformation from $B_{0}$ to $B_{t}$ defined for characteristic functions in $B_{0}$ by

$$
\begin{equation*}
T_{t} \chi_{x_{0} \in A}=\chi_{x_{t} \in A} \tag{2.4}
\end{equation*}
$$

Lemma 2.4. Let $x_{t}(\omega)$ be a stationary Markov process. The transformation $T_{t}$ can be extended in a unique way to all of $B_{0}$ such that
(a)

$$
\left\|T_{t} x\right\|=\|x\| \quad \text { if } \quad x \in B_{0}
$$

(b)

$$
T_{t} B_{0}=B_{t}
$$

(c)

$$
\left(T_{t_{1}+\alpha} x, T_{t_{2}+\alpha} y\right)=\left(T_{t_{1}} x, T_{t_{2}} y\right)
$$

for every $x \in B_{0}, y \in B_{0}$ and $\alpha>0$.
Proof. In order to consider $T_{t}$ as a transformation in $B_{0}$ we have to show that:

If $A_{1}$ and $A_{2}$ are two Borel sets and $\chi_{x_{0}^{-1}\left(A_{1}\right)}, \chi_{x_{0}^{-1}\left(A_{2}\right)}$ differ by a set of measure zero, then

$$
\chi_{x_{t}^{-1}}(\omega)_{\left(A_{1}\right)}=\chi_{x_{t}^{-1}\left(A_{2}\right)}(\omega) \quad \text { a.e. }
$$

Now by assumption

$$
\left\|\chi_{x_{0}^{-1}\left(A_{1}\right)}\right\|=\left\|\chi_{x_{0}^{-1}\left(A_{2}\right)}\right\|=\left\|\chi_{x_{0}^{-1}\left(A_{1} \cap A_{2}\right)}\right\|
$$

But by 2.3

$$
\left\|\chi_{x_{t}^{-1}\left(A_{1}\right)}\right\|=\left\|\chi_{x_{t}^{-1}\left(A_{2}\right)}\right\|=\left\|\chi_{x_{x_{t}^{-1}\left(A_{1} \cap A_{2}\right)}}\right\|
$$

which means

$$
\chi_{x_{t}^{-1}\left(A_{1}\right)}=\chi_{x_{t}^{-1}\left(A_{2}\right)} \quad \text { a.e. }
$$

Let us extend $T_{t}$ to linear combinations of characteristic functions by additivity. If conditions $a$ and $c$ are satisfied for this dense set, we will be able to extend $T_{t}$ by continuity to all of $B_{0}$ and $T_{t}$ will satisfy $a, b$ and $c$. It is enough to show that the extension of $T_{t}$ to linear combinations is unique. For then $c$ follows from 2.2, and a holds because every linear combination of characteristic functions in $B_{0}$, can be written with disjoint characteristic functions. Let us assume, then, that there exists numbers $a_{i}$ and Borel sets $A_{i}$ such that

$$
\Sigma a_{i} \chi_{x_{0}^{-1}\left(A_{i}\right)}=0 \quad \text { but } \quad \sum a_{i} \chi_{x_{t}^{-1}\left(A_{i}\right)} \neq 0
$$

Thus there are $k$ integers $i_{1}, \cdots, i_{k}$ with

$$
\chi_{x_{t}^{-1}\left(B \cap A_{i}\right)}=0 \quad \text { a.e., } i \neq i_{j}
$$

where

$$
B=\bigcap_{j=1}^{k} A_{i_{j}}, P\left(x_{t}^{-1}(B)\right)>0
$$

and

$$
\sum_{i=1}^{k} a_{i_{i}} \neq 0
$$

But then, by 2.3,

$$
\chi_{x_{0}^{-1}\left(B \cap A_{i}\right)}=0 \quad \text { a.e. }
$$

if $i \neq i_{j}$ and for $\omega \in x_{0}^{-1}(B)$

$$
\Sigma a_{i} \chi_{x_{0}^{-1}\left(A_{i}\right)}(\omega)=\sum_{j=1}^{k} a_{i_{j}} \neq 0
$$

This contradicts our assumption for

$$
P\left(x_{0}^{-1}(B)\right)=P\left(x_{t}^{-1}(B)\right) \neq 0
$$

Remark. From $a$ follows that $T_{t}$ preserves inner products.
Definition. A Markov class is called stationary if there exist transformations $T_{t}$ from $B_{0}$ to $B_{t}$ satisfying $a, b$ and $c$ of Lemma 2.4.

In the rest of the paper we will use the notation

$$
\chi_{t, A}=\chi_{x_{t}^{-1}(A)}
$$

3. Weak convergence. The main tool in this section is:

Lemma 3.1. Let $B_{t}$ be a stationary Markov class. If $\bigcap_{n=0}^{\infty} B_{n}=0$ then

$$
\text { weak } \lim T_{n} x_{0}=0
$$

for every $x_{0} \in B_{0}$.
For the proof we need the following.
Lemma 3.2. Let $B_{t}$ be a stationary Markow class, and $\bigcap_{n=0}^{\infty} B_{n}=0 \cdot$ If for some subsequence $n_{i}$, of the integers,

$$
\text { weak } \lim T_{n_{i}} x_{0}=x \neq 0
$$

then

$$
x=E_{0} x+\sum_{n=1}^{\infty}\left(E_{n}-E_{n-1}\right) x
$$

and the terms of the sum are mutually orthogonal.
Proof. Let $n<m$ then

$$
\begin{equation*}
E_{n} E_{m} x=\text { weak } \lim _{i \rightarrow \infty} E_{n} E_{m} T_{n_{i}} x_{0}=\text { weak } \lim _{i \rightarrow \infty} E_{n} T_{n_{i}} x_{0}=E_{n} x \tag{*}
\end{equation*}
$$

by Equation 2.1 Thus

$$
\begin{equation*}
E_{n}\left(E_{m} x-E_{m-1} x\right)=E_{n} x-E_{n} x=0 \tag{}
\end{equation*}
$$

Now

$$
\left\|E_{N} x\right\|^{2}=\left\|E_{0} x+\sum_{n=1}^{N}\left(E_{n}-E_{n-1}\right) x\right\|^{2}=\left\|E_{0} x\right\|^{2}+\sum_{n=1}^{N}\left\|\left(E_{n}-E_{n-1}\right) x\right\|^{2}
$$

hence the sum converges. Let

$$
y=E_{0} x+\sum_{n=1}^{\infty}\left(E_{n}-E_{n-1}\right) x
$$

If $z=E_{n} z \in B_{n}$ then by $\left({ }^{* *}\right)$

$$
(y, z)=\left(E_{n} y, z\right)=\left(E_{n} x, z\right)=(x, z)
$$

Also if $z$ is orthogonal to all the spaces $B_{n}$ then

$$
(y, z)=(x, z)=0
$$

Thus $y=x$.
Lemma 3.3. Under the same conditions, there exists a subsequence $n_{i}^{\prime}$, of $n_{i}$, such that if $z_{n} \in B_{0}$ is defined by

$$
\begin{equation*}
T_{n} z_{n}=E_{n} x /\|x\| \tag{}
\end{equation*}
$$

Then

$$
\text { weak } \lim z_{n_{i}^{\prime}}=0
$$

Proof. Let $z_{n_{i}^{\prime}}$ converges weakly to $z$. Such subsequence exists because a Hilbert space is weakly sequentially compact. Now $z \in B_{0}$, we shall prove that $z \in B_{k}$, for all $k$, and thus $z=0$. Now, by equations (***) and 2.2

$$
\left(T_{k} z_{n+k}, z_{n}\right)=\left(T_{n+k} z_{n+k}, T_{n} z_{n}\right)=\left(E_{n+k} x /\|x\|, E_{n} x /\|x\|\right) \xrightarrow[n \rightarrow \infty]{\longrightarrow} 1
$$

Hence

$$
\left\|T_{k} z_{n+k}-z_{n}\right\|^{2} \leqq 2-2\left(T_{k} z_{n+k}, z_{n}\right) \rightarrow 0
$$

If $u \in L_{2}(\Omega)$ then

$$
\left(T_{k} z_{n_{i}^{\prime}+k}, u\right)=\left(\left(T_{k} z_{n_{i}^{\prime}+k}-z_{n_{i}^{\prime}}\right), u\right)+\left(z_{n_{i}^{\prime}}, u\right) \rightarrow(z, u)
$$

or

$$
\text { weak } \lim T_{k} z_{n_{i}^{\prime}+k}=z
$$

and by Hahn Banach Theorem $z \in B_{k}$.
Proof of Lemma 3.1. It is enough to show that for any subsequence $n_{i}$, there exists a subsequence $n_{i}^{\prime}$, of $n_{i}$, such that

$$
\text { weak } \lim T_{n_{i}^{\prime}} x_{0}=0
$$

We may assume that $T_{n_{i}} x_{0}$ converges weakly to $x$. Let $n_{i}^{\prime}$ be chosen by Lemma 4.3. Then

$$
\begin{aligned}
0 & =\lim \left(z_{n_{i}^{\prime}}, x_{0}\right)=\lim _{i \rightarrow \infty}\left(T_{n_{i}^{\prime}} z_{n_{i}^{\prime}}, T_{n_{i}^{\prime}} x_{0}\right) \\
& =\lim _{i \rightarrow \infty}\left(E_{n_{i}^{\prime}} x /\|x\|, T_{n_{i}^{\prime}} x_{0}\right)=\|x\|
\end{aligned}
$$

For $E_{n_{i}} x$ tends strongly to $x$, by Lemma 3.2 , and by assumption $T_{n_{i}} x_{0}$ converges weakly to $x$.

Corollary. Let $x_{t}$ be a stationary Markov process. If $\bigcap_{n=0}^{\infty} B_{n}=$ $\{1\}$ then

$$
\text { weak } \lim \chi_{n},{ }_{A}=\left\|\chi_{0, A}\right\|^{2} 1
$$

Proof. The Markov class $B_{t}-\{1\}$ satisfies the conditions of Lemma 3.1, hence

$$
\text { weak } \lim \chi_{n, A}-\left\|\chi_{n, A}\right\|^{2} 1=0
$$

In the rest of this section let $x_{t}$ be a given stationary Markov process. Let

$$
C_{0}=\bigcap_{n=0}^{\infty} B_{n}
$$

By Theorem 2.2

$$
C_{0}=\bigcap_{i=0}^{\infty} B_{t_{i}}
$$

wherever $t_{0}=0$ and $t_{i} \rightarrow \infty$. Let

$$
C_{m}=\bigcap_{n=m}^{\infty} B_{n} \quad \text { and } \quad D_{m}=B_{m}-C_{m}
$$

Remark. $\{1\}$ stands for the space of constants. Also if $B$ and $C$ are subspaces $B-C$ is the orthogonal complement of $C$ in $B$.

Lemma 3.4. For every integer $n$

$$
T_{n} C_{0}=C_{n}, \quad T_{n} D_{0}=D_{n}
$$

and

$$
C_{n} \subset C_{n+1}
$$

Proof. Let $x=T_{m} x_{0}$. The vector $x$ belongs to $C_{m}$, if and only if, for every integer $k$ there exists a vector $x_{k} \in B_{0}$ such that

$$
x=T_{m+k} x_{k}
$$

But then

$$
\|x\|^{2}=\left(T_{m+k} x_{k}, T_{m} x_{0}\right)=\left(T_{k} x_{k}, x_{0}\right)
$$

and $\left\|x_{0}\right\|=\|x\|=\left\|T_{k} x_{k}\right\|$. Hence $x_{0}=T_{k} x_{k}$ and $x_{0} \in B_{k}$ for all $k: x_{0} \in C_{0}$. Now $y \in D_{m}$ if and only if $y=T_{m} y_{0}$ and

$$
(y, x)=0 \quad \text { if } \quad x \in C_{m}
$$

This is equivalent to

$$
\left(T_{m} y_{0}, T_{m} x_{0}\right)=0 \quad \text { if } \quad x_{0} \in C_{0}, \quad \text { or } \quad\left(y_{0}, x_{0}\right)=0
$$

Thus $y \in D_{m}$ if and only if $y_{0} \in D_{0}$.
Lemma 3.5. Both $C_{m}$ and $D_{m}$ are stationary Markov classes.
Proof. The class $C_{m}$ is Markov because $C_{m} \subset C_{m+1}$. Now let $F_{m}$ be the projection on $C_{m}$ and $G_{m}$ the projection on $D_{m}$. Then

$$
G_{m}=E_{m}\left(I-F_{m}\right)
$$

If $n \geqq m$ then $E_{n} F_{m}=F_{m}$ hence $E_{n}$ and $I-F_{m}$ commute. Let $m_{1}<m_{2}<m_{3}$ then

$$
\begin{aligned}
G_{m_{1}} G_{m_{2}} G_{m_{3}} & =E_{m_{1}}\left(I-F_{m_{1}}\right) E_{m_{2}}\left(I-F_{m_{2}}\right) E_{m_{3}}\left(I-F_{m_{3}}\right) \\
& =E_{m_{1}} E_{m_{2}} E_{m_{3}}\left(I-F_{m_{1}}\right)\left(I-F_{m_{2}}\right)\left(I-F_{m_{3}}\right) \\
& \left.=E_{m_{1}} E_{m_{3}} I-F_{m_{1}}\right)\left(I-F_{m_{3}}\right)=G_{m_{1}} G_{m_{3}}
\end{aligned}
$$

We used Equation 2.1 and the fact that $I-F_{m}$ decreases with $m$.
Theorem 3.6. If $x \in D_{0}$ then $T_{n} x$ tends weakly to zero.
Proof. The Markov class $D_{m}$ satisfies the conditions of Theorem 3.1 for

$$
\bigcap_{n=0}^{\infty} D_{m} \subset D_{0} \cap \bigcap_{n=0}^{\infty} B_{n}=0
$$

It remains to study the monotone stationary Markov class $C_{m}$.
Define

$$
C_{-m}=T_{m}^{-1} C_{0}, \quad H=\bigcap_{m=1}^{\infty} C_{-m}
$$

Remark. If $C_{0}$ is finite dimensional then $C_{0} \subset C_{m}$ and both have same dimension:

$$
C_{0}=C_{m} \quad \text { and } \quad H=C_{0} .
$$

Theorem 3.7. If $x \in C_{0}$ is orthogonal to $H$ then

$$
\text { weak } \lim _{n \rightarrow \infty} T_{n} x=0
$$

Proof. If $m>k$ then $C_{-m} \subset C_{-k}$ : if $x \in C_{-m}$ then $T_{m} x \in C_{0}$. Let $y_{0} \in C_{0}$ and $T_{m-k} y_{0}=T_{m} x$ then

$$
\left\|T_{m} x\right\|^{2}=\left(T_{m} x, T_{m-k} y_{0}\right)=\left(T_{k} x, y_{0}\right)
$$

Thus $y_{0}=T_{k} x \in C_{0}$.
Now if $F_{-m}$ is the projection of $C_{0}$ on $C_{-m}$ then for each $x \in C_{0} F_{-m} x$ converges to the projection of $x$ on $H$ (See [3] p. 266). Thus

$$
x=\lim \left(I-F_{-m}\right) x
$$

or $x$ is the limit of vectors orthogonal to $C_{-m}$.
Let us prove that

$$
\text { weak } \lim _{n \rightarrow \infty} T_{n} x=0
$$

if $x$ is orthogonal to $C_{-m}$, and because this is a dense set the theorem will follow.

The vector $x$ is orthogonal to $C_{-m}$, and hence to $C_{-m-p}$ for all $p$. Now

$$
\left(T_{r m+a} x, T_{a} x\right)=\left(T_{r m} x, x\right)
$$

but $x \in C_{0}$ and for some $y_{0} \in C_{0}, x=T_{r m} y_{0}$ thus

$$
\left(T_{r m+a} x, T_{a} x\right)=\left(T_{r m} x, T_{r m} y_{0}\right)=\left(x, y_{0}\right)=0
$$

for $y_{0} \in C_{-r m}$. Thus the $m$ sequences

$$
\left\{T_{r m+d} x\right\} d=0,1, \cdots, m-1
$$

consist of mutually orthogonal elements and thus converge weakly to zero.

It remains to study $T$ on $H$.
Theorem 3.8. On the space $H, T$ is a unitary operator and $T_{n}=T^{n}$.
Proof. If $x \in H$ then $T_{n} x \in C_{0}$ for all $n$ and it is possible to take $T_{m}\left(T_{n} x\right)$. But then

$$
\left(T_{n+m} x, T_{n}\left(T_{m} x\right)\right)=\left\|T_{m} x\right\|^{2}
$$

thus $T_{n+m} x=T_{n}\left(T_{m} x\right)$, or $T_{n} x=T^{n} x$. Thus if $y=T x \in C_{0}$ then $T_{n} y=$ $T_{n+1} x \in C_{0}$ and $y \in H$.

In order to show that $T$ is unitary we have to show that it is onto. Let $x \in H$ then for some $x_{0} \in C_{0} T x_{0}=x$. But then $T_{n} x_{0}=T_{n-1} x \in C_{0}$ and $x_{0} \in H$.

In general the powers of a unitary operator do not converge. However the operator $T$ has some special properties.

Lemma 3.9. If $f \in L_{2}(\Omega)$ and $f \in H$ then $\chi_{f^{-1(A)}} \in H$ for every Borel set $A$.

Proof. In order to prove this we have to go back to the definitions of $H$ and $T$. Now, if $f \in B_{n}$ and $A$ is a Borel set, then $f^{-1}(A)=x_{n}^{-1}\left(A_{n}\right)$ for some $A_{n}$ and thus $\chi_{f^{-1}(A)} \in B_{n}$. Thus $f \in C_{0}$ implies that $\chi_{f^{-1}(A)} \in C_{0}$. But $f \in H$ so $T_{n} f \in H$. The Lemma will be proved if we show that

$$
T_{n} \chi_{f^{-1}(A)}=\chi_{\left(T_{n^{f}}\right)^{-1}(A)} \quad \text { a.e. }
$$

If $M \leqq f \leqq N$ then $M \leqq T_{n} f \leqq N$, thus it is enough to prove the above equation under the assumption that $A$ is a bounded set and $f$ a bounded function. If $f$ is bounded (hence $T_{n} f$ is bounded also) it defines a self adjoint operator on $L_{2}(\Omega)$,: the multiplication operator. Thus as an operator

$$
\begin{gathered}
f=\int \lambda \chi_{f^{-1}}(d \lambda) \\
T_{n} f=\int \lambda T_{n} \chi_{f^{-1}(d \lambda)}=\int_{\left(T_{n} f^{-1}(d \lambda)\right.} .
\end{gathered}
$$

Now $\mathrm{T}_{n}$ transforms characteristic functions to characteristic functions and $T_{n} \chi_{j^{-1}(A)}, \chi_{\left(T_{n}\right)^{-1}(A)}$ are both the spectral measure of $T_{n} f$. Thus

$$
T_{n} \chi_{f^{-1}(A)}=\chi_{\left(T_{n}\right)^{-1}(A)} . \quad \text { a.e. }
$$

This lemma shows that $H$ is generated by characteristic functions. Let us study the limits of $T_{n} x$ when $x$ is a characteristic function.

Lemma 3.10. Let $H$ be generated by a countable number of disjoint characteristic functions $\chi_{i}$. For a given $\chi_{i}$ there is an integer $m$ : $T_{m} \chi_{i}=\chi_{i}$ and then

$$
T_{r m+a} \chi_{i}=T_{a} \chi_{i}
$$

Proof. For every $n T_{n} \chi_{l}$ is a characteristic function, hence either $T_{n} \chi_{i}=\chi_{i}$ or

$$
\left(T_{n} \chi_{i}, \chi_{i}\right)=0 .
$$

If $\left(T_{n} \chi_{i}, \chi_{i}\right)=0$ for all $n$ then $\left(T_{m} \chi_{i}, T_{n} \chi_{i}\right)=\left(T_{m-n} \chi_{i}, \chi_{i}\right)=0$ thus there exist infinitely many disjoint sets of equal measure which is impossible.

Now if for some $m, T_{m} \chi_{i}=\chi_{i}$, let $m$ be the smallest integer that
this happens. Then

$$
T_{r m+a} \chi_{i}=T^{a} T^{r m} \chi_{i}=T^{a} \chi_{i}=T_{a} \chi_{i}
$$

Theorem 3.11. Let $x_{t}$ be a stationary Markov process. If $H$ is generated by a countable collection of disjoint characteristic functions $\left\{\chi_{i}\right\}$ then for every $y \in B_{0}$ such that $\left(y, \chi_{i}\right) \neq 0$ for finitely many $i$ 's ( $y$ has a "finite" support), there exists an integer $m$ such that the $m$ sequences

$$
\left\{T_{k m+a} y\right\} \quad d=1,2 \cdots, m
$$

converge weakly.
Proof. From Theorems 3.6 and 3.7 it follows that

$$
\text { weak } \lim T_{n}\left(y-\Sigma\left(y, \chi_{i}\right)\left\|\chi_{i}\right\|^{-2} \chi_{i}\right)=0
$$

Let $\chi_{i_{1}}, \chi_{i_{2}}, \cdots, \chi_{i_{n}}$ be those functions for which $\left(y, \chi_{i}\right) \neq 0$. Now $T^{m_{j}} \chi_{i_{j}}=\chi_{i_{j}}$. Choose $m$ to be the product of this $m_{j}$. Thus

$$
T_{k m+a} \chi_{i_{j}}=T^{a} \chi_{i_{j}}
$$

Hence

$$
\begin{align*}
& \text { weak } \lim _{k \rightarrow \infty} T_{k m+a} y=\text { weak } \lim _{k \rightarrow \infty} T_{k m+a} \Sigma\left(y, \chi_{i}\right)\left\|\chi_{i}\right\|^{-2} \chi_{i}  \tag{3.1}\\
& \quad=\Sigma\left(y, \chi_{i}\right)\left\|\chi_{i}\right\|^{-2} T^{a} \chi_{i} .
\end{align*}
$$

Corollary 1. Equation 3.1 holds if the function $x_{0}$ has countable range.

This is a classical theorem see [2] p. 353.
Corollary 2. If there exists a finite measure $\varphi$, on the line, such that, for some $\varepsilon>0, \varphi(A) \leqq \varepsilon$ implies that

$$
E_{0} \chi_{n, A} \neq \chi_{n, 4}
$$

for some $n$, then the space $H$ is generated by a finite number of disjoint characteristic functions. Thus an integer $m$ exists, such that Equation 3.1 holds for all $y \in B_{0}$.

Proof. Let $k$ be an integer greater or equal to $\varphi(\Omega) \varepsilon$. If $\chi_{0}{ }_{A_{i}} \in H$ $i=1, \cdots, k$ where the $A_{i}$ are disjoint then

$$
\varphi(\Omega) \geqq \Sigma \varphi\left(A_{i}\right) \geqq \min \left(\varphi\left(A_{i}\right)\right) k
$$

or $\varphi\left(A_{i_{0}}\right) \leqq \varphi(\Omega) / k \leqq \varepsilon$ for some $i_{0}$. But then, for some $n, \chi_{n, A_{i_{0}}} \notin H$ hence

$$
\chi_{0, A_{i_{0}}} \notin H .
$$

Thus there are at most $k-1$ disjoint characteristic functions that generate $H$.

Remark. This last corollary is similiar to Doeblin's condition as given in [1] page 192.
4. Strong convergence. Throughout this section we assume:
4.1. There exists a real number $t_{0}>0$ such that the space $B_{0} \cap B_{t_{0}}$ is finite dimensional and there is a positive angle between $B_{t_{0}}-B_{0} \cap B_{t_{0}}$ and $B_{0}-B_{0} \cap B_{t_{0}}$.

Two subspaces, $B^{*}$ and $B^{* *}$, are said to have a positive angle between them if

$$
\sup \left\{\left(b^{*}, b^{* *}\right)\left\|\left\|b^{*}\right\|=\right\| b^{* *} \|=1 \text { and } b^{*} \in B^{*}, b^{* *} \in B^{* *}\right\}<1
$$

Condition 4.1. Is equivalent to each of the following.
(a) The point 1 is not in the essential spectrum of $E_{0} E_{t_{0}} E_{0}\left(\right.$ or $E_{t_{0}} E_{0} E_{t_{0}}$ ).
(b) The operator $E_{0} E_{t_{0}} E_{0}$ (or $E_{t_{0}} E_{0} E_{t_{0}}$ ) is quasi compact.
(c) The operator $E_{0} E_{t_{0}} E_{0}$ (or $E_{t_{0}} E_{0} E_{t_{0}}$ ) is a sum of a compact operator and an operator of norm less than 1.
(d) The norm of $E_{0}$ restricted to $B_{t_{0}}-B_{0} \cap B_{t_{0}}$ is less than one.

Lemma 4.1. If $t>t_{0}$ then Condition 4.1 is satisfied when $B_{t_{0}}$ is replaced by $B_{t}$.

Proof. Let us use the form given in $c$ for 4.1. Now

$$
E_{t} E_{0} E_{t}=E_{t}\left(E_{t_{0}} E_{0} E_{t_{0}}\right) E_{t}
$$

by Equation 2.1, hence it is a sum of a compact and an operator of norm less than 1.

Now from Theorem 2.2 it follows that $B_{0} \cap B_{t}$ decreases with $t$. Let $t_{1}$ be such that

$$
\operatorname{dim}\left(B_{0} \cap B_{t_{1}}\right) \leqq \operatorname{dim}\left(B_{0} \cap B_{t}\right) \text { for all } t
$$

It is easy to see that $B_{0} \cap B_{t_{1}}$ is generated by a finite number of disjoint characteristic functions. Let them be $\chi_{1}, \cdots, \chi_{k}$, thus

$$
B_{0} \cap B_{t_{1}}=B_{0} \cap B_{t}=\operatorname{span}\left\{\chi_{1}, \cdots, \chi_{k}\right\} \quad t>t_{1}
$$

because by Theorem 2.2

$$
B_{0} \cap B_{t_{1}} \supset B_{0} \cap B_{t}
$$

and they have the same dimension.

Lemma 4.2. If $t>0$ then

$$
T_{t}\left(B_{0} \cap B_{t_{1}}\right)=B_{0} \cap B_{t_{1}}
$$

and

$$
T_{\iota}\left(B_{0}-B_{0} \cap B_{\iota_{1}}\right)=B_{t}-B_{0} \cap B_{\iota_{1}}=B_{t}-B_{0} \cap B_{\iota} .
$$

Proof. A vector $x \in B_{0} \cap B_{t_{1}}$, if and only if, $x \in B_{0}$ and $x=T_{t_{1}} y$ for some $y \in B_{0}$. But then

$$
\left(T_{t} x, T_{t+t_{1}} y\right)=\left(x, T_{t_{1}} y\right)=\|x\|^{2}=\left\|T_{t} x\right\|^{2}
$$

or

$$
T_{\iota} x=T_{\iota+\iota_{1}} y: \quad T_{\iota} x \in B_{\iota} \cap B_{\iota+\iota_{1}} .
$$

Thus

$$
T_{\iota}\left(B_{0} \cap B_{t_{1}}\right)=B_{\iota} \cap B_{\imath+t_{1}} \supset B_{0} \cap B_{t+t_{1}}=B_{0} \cap B_{t_{1}}
$$

by Theorem 2.2 and the remark above. This shows that

$$
T_{t}\left(B_{0} \cap B_{t_{1}}\right)=B_{0} \cap B_{t_{1}} .
$$

Let $x \in B_{0}$ be orthogonal to $B_{0} \cap B_{t_{1}}$. If $y \in B_{0} \cap B_{t_{1}}$, then $y=T_{\imath} z$ where $z \in B_{0} \cap B_{\iota_{1}}$. Thus

$$
\left(T_{t} x, y\right)=\left(T_{t} x, T_{t} z\right)=(x, z)=0 .
$$

Theorem 4.3. Let $x \in B_{0}$ and let $c=$ norm of $E_{0}$ restricted to $B_{t_{1}}-B_{0} \cap B_{t_{1}}$.

Then $c<1$ and

$$
\begin{equation*}
\left\|E_{0} T_{t} x-\sum_{i=1}^{k}\left(x, \chi_{i}\right)\right\| \chi_{i}\left\|^{-2} T_{t} \chi_{i}\right\| \leqq c^{n}\|x\| \tag{4.2}
\end{equation*}
$$

where $n$ is an integer such that $n t_{1}<t$.
Proof. The vector $x-\sum_{i=1}^{k}\left(x, \chi_{i}\right)\left\|\chi_{i}\right\|^{-2} \chi_{i}$ is orthogonal to $B_{0} \cap B_{t_{1}}$ and hence so is

$$
y=T_{\iota} x-\Sigma\left(x, \chi_{i}\right)\left\|\chi_{i}\right\|^{-2} T_{\iota} \chi_{i} .
$$

Thus

$$
\left\|E_{0} y\right\|=\left\|E_{0} E_{\iota} y\right\|=\left\|E_{0} E_{t_{1}} E_{2 t_{1}} \cdots E_{n t_{1}} y\right\| .
$$

Now the norm $E_{t_{1}}$ restricted to $B_{(J+1) t_{1}}-B_{0} \cap B_{t_{1}}$ is equal to $c$ hence

$$
\left\|E_{0} y\right\| \leqq c^{n}\|y\| \leqq c_{n}\|x\| .
$$

It becomes now interesting to study $T_{t} \chi_{i}$.

Theorem 4.4. For each given $t$ there is a permutation of the integer $1,2, \cdots, k, \pi_{t}$, such that

$$
T_{t} \chi_{i}=\chi_{\pi_{t^{i}}}
$$

Also there exists an integer $m$ such that

$$
T_{m t} \chi_{i}=\chi_{\left(\pi_{t}\right)^{i}}=\chi_{i} \quad \text { for all } i
$$

Proof. Let us use induction on $k$. Let $\chi_{i_{1}}, \chi_{i_{2}}, \cdots, \chi_{i_{j}}$ be a subset of $\chi_{i}, i=1, \cdots, k$, with minimum norm: $\left\|\chi_{i_{r}}\right\| \leqq\left\|\chi_{i}\right\|$. Then $T_{t} \chi_{i_{r}}$ is a characteristic function in $B_{0} \cap B_{t_{1}}$ with norm smaller or equal to the norm of $\chi_{1}, \chi_{2}, \cdots, \chi_{k}: \quad T_{t} \chi_{i_{r}} \in\left(\chi_{i_{1}}, \cdots, \chi_{i_{j}}\right)$.

This shows that $T_{t}$ maps the set $\left(\chi_{i_{1}}, \cdots, \chi_{i_{k}}\right)$ into, therefore onto, itself. If $\chi_{i}$ is not in this set then $T_{t} \chi_{i}$ will be also, orthogonal to $\chi_{i_{r}}$. In the remaining set there are less than $k$ functions and by induction the first part of the theorem is proved. The second part is an easy result on permutations.

The last two theorems include the classical result on Markov processes with a finite number of states. There might be a connection to Theorem 11 of [4].

If $\operatorname{dim} B_{0} \cap B_{t_{1}}=1$ then

$$
\left\|T_{t} x-(x, 1) 1\right\| \leqq c^{n}\|x\|
$$

where $n t_{1}<t$ and 1 is $\chi_{\Omega}$. This is a similiar to the case of independent functions. Let us conclude this section by studying this case. Thus let $B_{1}$ and $B_{2}$ be two subspaces of $L_{2}(\Omega)$ generated by characteristic functions $\chi_{A}$ and $\chi_{A^{\prime}}$, where $A$ and $A^{\prime}$ belong to some $\sigma$ subalgebras of $\Sigma$. The cosine of the angle between $B_{1}-\{1\}$ and $B_{2}-\{1\}, c$, is given by

$$
\begin{equation*}
c=\sup \left\{\left(\Sigma a_{i} \chi_{A_{i}}, \Sigma a_{i}^{\prime} \chi A_{i}^{\prime}\right) \mid 1=\Sigma a_{i}^{2} P\left(A_{i}\right)=\Sigma a_{i}^{2} P\left(A_{i}^{\prime}\right)\right. \tag{*}
\end{equation*}
$$

and

$$
\left.\Sigma a_{i} P\left(A_{i}\right)=\Sigma a_{i}^{\prime} P\left(A_{i}^{\prime}\right)=0\right\}
$$

Theorem 4.5. The number $c$ is smaller than
1.

$$
\sup \left|\left(P\left(A \cap A^{\prime}\right)-P(A) P\left(A^{\prime}\right)\right) P\left(A \cap A^{\prime}\right)^{-1}\right|=c_{1}
$$

2. 

$$
\sup \mid\left(P\left(A \cap A^{\prime}\right)-P(A) P\left(A^{\prime}\right)\left(P(A) P\left(A^{\prime}\right)\right)^{-1} \mid=c_{2}\right.
$$

Where $A$ and $A^{\prime}$ belong to the $\sigma$ subalgebras generating $B_{1}$ and $B_{2}$ respectively.

Proof. Let us show that $c \leqq c_{1}$, the other inequality is proved in a similiar way. Now let $a_{i}, a_{i}^{\prime}, A_{i}$ and $A_{i}^{\prime}$ satisfy the conditions of equation (*). Then

$$
\sum_{i, j} a_{i} a_{j}^{\prime} P\left(A_{i} \cap A_{j}\right)=\sum_{i, j} a_{i} a_{j}^{\prime}\left(P\left(A_{i} \cap A_{j}^{\prime}\right)-P\left(A_{i}\right) P\left(A_{j}^{\prime}\right)\right)+\sum_{i, j} a_{i} a_{j} P\left(A_{i}\right) P\left(A_{j}\right) .
$$

The second term is equal to zero. Thus

$$
\begin{aligned}
& \left|\Sigma a_{i} b_{j}^{\prime} P\left(A_{j} \cap A_{j}^{\prime}\right)\right| \leqq c_{1} \sum_{i, j}\left|a_{i} a_{j}^{\prime}\right| P\left(A_{i} \cap A_{j}^{\prime}\right) \\
& \quad \leqq c_{1}\left(\sum_{i, j} a_{i}^{2} P\left(A_{i} \cap A_{j}^{\prime}\right)\right)^{1 / 2}\left(\sum_{i, j} a_{j}^{\prime 2} P\left(A_{i} \cap A_{j}^{\prime}\right)\right)^{1 / 2} \\
& \quad=c_{1}\left(\sum_{i} a_{i}^{2} P\left(A_{i}\right)\right)^{1 / 2}\left(\sum_{j} a_{j}^{\prime 2} P\left(A_{j}^{\prime}\right)\right)^{1 / 2}=c_{1} .
\end{aligned}
$$

A more convenient form of the conditions of Lemma 3.2 is 1. $c_{1}$ is the largest number for which

$$
\left(1+c_{1}\right)^{-1} \leqq P\left(A \cap A^{\prime}\right)\left(P(A) P\left(A^{\prime}\right)\right)^{-1} \leqq\left(1-c_{1}\right)^{-1}
$$

2. $c_{2}$ is the largest number for which

$$
1-c_{2} \leqq P\left(A \cap A^{\prime}\right)\left(P(A) P\left(A^{\prime}\right)\right)^{-1} \leqq 1+c_{2}
$$
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