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1. Introduction* This paper is concerned with the oscillatory prop-
erties of the third-order linear differential equation

(1.1) ym + P{χ)y" + Q(χ)y' + R(χ)y = 0

where P(x), Q{x), and R(x) are functions of C and the primes denote
differentiation with respect to «. In all theorems dealing with the
adjoint

y"' - (Py)" + (QyY - Ry = 0

of (1.1) we make the additional assumption that P(x) and Q(x) are func-
tions of C" and C , respectively. Unless otherwise noted, the interval
under consideration is (0, oo).

The oscillatory properties of equation (1.1) were first investigated
in a classical paper by G. D. Birkhoff [1], which appeared in 1911.
Further results were obtained in papers by Mammana [5] and Sansone
[7]; the latter, which appeared in 1948, contains a complete bibliograpy.
More recent work on this equation can be found in [2], [3], [8], and
[9].

A solution of (1.1) will be called oscillatory if it has an infinity of
zeros in (0, oo) and nonoscίllatory if it has but a finite number of zeros
in this interval. An equation is termed oscillatory if there exists at
least one oscillatory solution, and nonoscillatory if all its solutions are
nonoscillatory. This latter definition is necessary since an equation
(1.1) may have both oscillatory and nonoscillatory solutions. Also, we
say that (1.1) is nonoscillatory in (α, oo) if none of its solutions has more
than two zeros in (α, oo). The number two is essential since there
always exist solutions of (1.1) which have zeros at two arbitrary points.

In the study of the second-and fourth-order differential equations
the self-ad joint forms are of special importance. The self-ad joint form
of the third-order equation is

(1.2) y"' + py' +hv'y^0 .

The general solutions of (1.2) is y=cxu
2 + c2uv + c3v

2, where u(x) and
v(x) are linearly independent solutions of the second-order equation
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y" + ϊPV = 0, and the study of this case is therefore without further
interest.

2, Conjugate points. Our treatment of the third-order equation
will be based on the concept of conjugate points, which we now define
(cf. [4]). Let y(x) be a solution of (1.1) which vanishes at x — a and
has at least n + 2 (n ^ 1) zeros in [α, oo). If we designate these zeros
by al9 a2, , an+2 (a = aλ ^ a2 ^ ^ an+2) then the nth conjugate point
of a is defined to be the smallest possible value of an+2 as y(x) ranges
over all possible solutions of (1.1) for which y(a) = 0. The existence of
these conjugate points can be established by the following compactness
argument.

We first assume that there exists at least one solution y(x) of (1.1)
which vanishes at x = a and has at least n + 2 zeros in [α, oo). If
u(x) and v(x) are two linearly independent solutions of (1.1) which vanish
at x = a, then all other solutions vanishing at this point can be written
in the form y(x) = Au(x) + Bv(x). If there are only a finite number
of these solutions y(x) which have n + 2 zeros in [α, oo) then the ex-
istence of the nth conjugate point needs no proof. If there are an
infinity of these solutions y(x) we consider the sequence of solutions
{y*(%)}, where yv(x) = Avu(x) + Bvv(x). If we further normalize these
functions by the condition A\ + B\ = 1 then it is easy to see that the
resulting class of solutions is locally uniformly bounded and equicontin-
uous. Hence there exists a subsequence which converges to a solution
yo(x) of (1.1). Let b equal the greatest lower bound of the an+2 for
this particular sequence. Since any limit point of zeros of the yv(x)
belonging to the convergent subsequence is a zero of yo(x), we have
yo(b) = 0. If b = α, then yo(x) = 0 since this solution would have at
least a triple zero at x = a. But this is impossible since A\ + B\ — 1,
so that b > a and this proves the existence of the wth conjugate point.

We call the solution yQ(x) which produces the nth. conjugate point the
extremal solution. We now show that there can be at most two essenti-
ally different extremal solutions associated with any conjugate point
ηn(a) (two solutions will be called essentially different if they are not
constant multiples of each other). This assertion is an immediate con-
sequence of the following lemma.

LEMMA 2.1. If yo(x) is the extremal solution of (1.1) and if ηn(a)
is the nth conjugate point of a, then the total number of zeros of yo(x)
at x = a and x = Ύ]n(a) {counting multiplicities) is at least three.

Proof. Assume that yo(x) has simple zeros at both x = a and x =
ηn(a) and, without loss of generality, let yo(x) be positive in (6, ηn(a)) where
b is the first zero of yo(x) to the left of rjn{a). Let v(x) be a solution
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of (1.1) such that v(a) — 0 and v(ηn{a))φ§ and consider the function
w(x) = yo(x) + εv(x) where ε is sufficiently small. Then w(a) — 0 and
the zeros of w(x) are close to the zeros of yϋ{x). If we choose εv(ηn(a))
to be negative then, since w{rjn) — ev(ηn) and y(x) > 0 in (6, rjn)f the
(n + 2)nd zero of w(x) will occur before the (n + 2)nd zero of yQ{x). But
this is absurd since yQ(x) is the extremal solution. Hence yo(x) has a
double zero either at a or at ηn{a) (or possibly at both points).

By the uniqueness theorem of equation (1.1), all solutions which
have a double zero at x — a are constant multiples of each other.
Hence, by Lemma 2.1, there are at most two essentially different
extremal solutions associated with any conjugate point y]n{a).

It may be conjectured that the extremal solutions are unique. This
conjecture is easy to prove for the first conjugate point. For assume
that this solution is not unique, that is, let u(x) be an extremal solution
such that u(a) = u'(a) = u{ηλ) = 0 and let v(x) be another extremal
solution such that v(a) = v{η^ = vf(η^ = 0. Then it is not difficult to
see that there exists a solution y(x) = u(x) — Xv(x) which has three
zeros in [α, ̂ ] , and is such that the zeros at a and ^i(α) are simple.
But this contradicts Lemma 2.1.

The distribution of the conjugate points is intimately related to the
oscillatory properties of equation (1.1). As examples show, the oscillatory
behavior of this equation may be rather complicated unless a distinction
is made between a number of fundamentally different cases. The
nature of these cases is reflected in the following properties of the
conjugate points, (a) The conjugate points are distinct. This assumption
introduces a certain amount of regularity in the separation pattern of
the zeros of solutions of (1.1). (b) If the extremal solution associated
with y]n(a) has a double zero at x = α, the extremal solution belonging
to ηn(b) has a double zero at x = b. We define two classes of equations
(1.1) for which these assumptions are satisfied, and which will be
referred to as Class I and Class II, respectively.

Equations of Class I: An equation (1.1) is said to be of Class I
(Cj), if any of its solutions y(x) for which y(a) = y'(a) — 0, y"(a) > 0
(0 < a < oo) satisfies y(x) > in (0, a).

Equations of Class II: An equation (1.1) is said to be of Class II
(Cu), if any of its solutions y(x) for which y(a) — y'{ά) — 0, y"(ά) >0
(0 < a < oo) satisfies y{x) > 0 in (α, oo).

We now derive a number of criteria which make it possible to
decide whether a given equation (1.1) belongs to one of these classes.
The following theorem first appeared in [5]. Generalizations of this
theorem are given in [7] and [9].
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THEOREM 2.2. //, in the equation

(2.1) y'" + pyf + qy = 0 ,

2q — p' > 0 (2q — pf < 0), except at isolated points at which 2q — p'
may vanish, then (2.1) is of d ((2.1) is of Cu).

Proof. Let y(x) be a solution of (2.1) such that y(b) = y'φ) = 0
and assume that (2.1) is not of Class I, that is let x = a (a < b) be a
zero of y(x). Multiplying (2.1) by y(x) and integrating from a to δ,
we obtain,

W - W2 + iPVΎa - it V - 2q)y2dx = 0 ,
(22) J

=
Jα

This contradiction proves the theorem.
We note that if 2q — pf = 0 in any interval then (2.1) is self ad joint

and, by equation (2.2), if y(x) has a double zero in this interval then
all zeros in this interval are double zeros. Hence the equation is neither
of Class I nor Class II.

THEOREM 2.3. // the second-order differential equation

(2.3) y" + p(x)y = 0

is nonoscillatory in (0, oo) and if q Ξ> 0 (g^O) then (2.1) is of C7 ((2.1)
is of Cn).

A stronger result than Theorem 2.3 can be proved. It is stated
here as a separate lemma for future reference. Theorem 2.3 is an
immediate consequence of this lemma.

LEMMA 2.4. Let y(x) be a solution of (2.1) such that y'(a) = 0,
y(a) ^ 0, and y"{a) > 0. If the second-order equation (2.3) is nonoscil-
latory in (0, oo) and ifq^O then y'(x) < 0 for 0 < x <a (if q ^ 0
then y'(x) > 0 for x > α).

Proof. Assume that there exists a point x = a (0 < a < α) such that
2/'(α) = 0 and let a be the first such point to the left of x = α. Then
2/'(a?) < 0 in (α, α). Multiplying (2.1) by y\x) and integrating from a
to α, we obtain,

(2.4) ΓpiΛte + \aqyy'dx = [aymdx .

As shown in [6], if u" + pu = 0 is nonoscillatory in (0, oo) and v(&) is
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ί α Γa

vndx > I pv2dx.
y"2dx > \ pyndx, and substituting this into

Cύ JOύ

(2.4), we obtain,

S a Γa Γa

pyndx + \ qyy'dx > \ pyndx
to JOύ J Cύ

or
(2.5) ["qyy'dx > 0 .

J cύ

Since q(x) and y(x) are positive and y'(x) is negative in (α, α), the in-
equality (2.5) is clearly impossible and this proves the lemma.

THEOREM 2.5. If q ^ 0(q g 0) then the equations

(2.6) {ry')" + qy = 0 , r{x) > 0

and

(2.7) (π/")' + «» = 0 , r(x) < 0

are of Class I (of Class II).
We prove the theorem for equation (2.6); the proof for (2.7) is

analogous. Let y(x) be a solution of (2.6) such that y(b) = y'(b) = 0
and, without loss of generality, let y"(b) be positive. Assume (2.6) is
not of Class I, that is, let x = a be the first zero of y(x) to the left
of b. Then there exists at least one point a where y'(x) vanishes. Let
a be the first such point to the left of 6. Integrating (2.6) from x to
6, we obtain,

(2.8) [r(x)yf(x)Y - (ryj + \\(t)y(t)dt .
b Jx

Again integrating (2.8) from x to 6, we have

(2.9) -r(x)yr(x) = (6 - x)r(b)yff(b) + [\t - x)q(t)y(t)dt .

We now substitute x — a in (2.9) to obtain

(2.10) 0 = (6 - a)r(b)y"(b) + Γ(ί - a)q(t)y(t)dt .
j #

But the right-hand side of (2.10) is positive. The contradiction in (2.10)
proves the theorem.

In § 5 we shall return to a more detailed discussion of the classes
of equations (1.1) defined in Theorems 2.2 and 2.3. In this and the
following two sections, we consider some of the properties common to
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all such equations which belong to either Class I or Class II.
It follows from Lemma 2.1 that the n conjugate points of any

point a of an equation of Class I are the zeros of a solution u(x) which
has a double zero at a. If this solution u(x) is normalized by the con-
dition u"(a) = 1, it will be called the principal solution y(x, a) of (1.1).
Thus, the n conjugate points of (1.1) (if they exist) are the zeros of
y(x, a).

Again, by Lemma 2.1, the n conjugate points of an equation of
Class II are the points where the n essentially unique solutions yy(x),
which vanish at x = α, have a double zero.

These results are summarized in the following two theorems.

THEOREM 2.6. If equation (1.1) is of CΣ and if y(x) is a solution
of (1.1) which vanishes at x = a and has at least n + 2 zeros in [α, oo),
then the principal solution y{xy a) has n + 2 zeros at α, 7)19 f]2, , f)n

(a < f]1 < τ]2 < < ηn), (counting the double zero at x = a) and any
other solution vanishing at x = a has fewer than v + 2 zeros in [α,

THEOREM 2.7. If equation (1.1) is of Cu and y(x) is a solution
of (1.1) which vanishes at x = a and has at least n + 2 zeros in
[α, oo) then there exist n points y]lfy]2, , VniVi < % < ' * * < Vn) an^ n

essentially unique solutions yv{x) such that
(a) yv(x) has a simple zero at x — a and a double zero at x=^ηv(a).
(b) yv(x) has exactly v + 2 zeros in [α, rj^a)\ (properly counting

multiplicities),
(c) any other solution which vanishes at x — a has fewer than

v + 2 zeros in [a, ηv(a)].
In the study of equation (1.1), its adjoint

(2.11) - y>" + (Py)" - (Qy)' + Ry = 0

plays an important role. The following theorem shows the relationship
between their conjugate points.

THEOREM 2.8. // a third-order differential equation is of Class I
then its conjugate points are identical with the conjugate points of its
adjoint.

This theorem also applies to the case when ηn(a) = oo, that is,
when the wth conjugate point fails to exist. To prove the theorem,
we need the following lemma.

LEMMA 2.9. A third order differential equation is of Class I if,

and only if, its adjoint is of Class II.
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Proof. Let L(u) = 0 and M(v) = 0 represent equations (1.1) and
(2.11), respectively. Then

(2.12) \\vL(u) - uM(v)]dx = [vu" - v'u' + v"u - {Pv)'u +

Pvu' + Qvu]l = 0 .

Let u(x) be a solution of (1.1) such that u(b) = ur(b) = 0 and assume
that (1.1) is not of Class I, that is, let x = a (a < b) be a zero of u(x).
Construct the solution v(x) of (2.11) such that v(a) = vr(a) = 0. Substi-
tuting these two solutions into (2.12) we find

(2.13) v(b)u"(b) = 0 .

Since u"(b) Φ 0 (otherwise it would follow from the existence theorem that
u(x) = 0), (2.13) implies that v(b) = 0. This proves that if (1.1) is not
of Class I, the adjoint (2.11) is not of Class II. Conversely, if we
assume that (2.11) is not of Class II, we prove, by equation (2.12),
that (1.1) is not of Class I. This completes the proof of the lemma.

We now prove Theorem 2.8. Let u(x) and v(x) be two linearly
independent solutions of (2.11) which vanish at x = a (e.g., let u(a)
= u\a) = 0, u"(a) = 1 and v(a) = v"(a) - 0, v'(a) - 1). Then all other
solutions which vanish at x = a can be written in the form w(x) — Au(x)
+ Bv(x). By Lemma 2.9, if (1.1) is of Cz then (2.11) is of CIZ. Hence,
by Theorem 2.7, the conjugate points of (2.11) are the points where
some w(x) has a double zero. Using a result from § 4 (Theorem 4.4),
we see that the converse is also true, that is, if w(x) has a double zero
at some point x = 6, then b is a conjugate point of (2.11). Since w(x)
has a double zero if, and only if, the function

(2.14) στ(x) = u(x)v'(x) - u'(x)v(x)

vanishes, the conjugate points of (2.11) are characterized by σx(x) = 0.
It can be shown [1] that the function

(2.15) σ(x) = exp

is a solution of the adjoint of (2.11), that is, of equation (1.1). It is
easy to show that σ(a) = σf(a) = 0, so that σ(x) is a constant multiple
of the principal solution y(x, a) of (1.1). Since σ(x) vanishes at the
same points as σx(x), the proof of the theorem is complete.

We complete the section by proving the following uniqueness theo-
rem. (Sansone [7] proves this theorem for the equation (2.1) with the
restriction that 2q — pr be of one sign.)

THEOREM 2.10. If u(x) and v(x) are two nontrivial solutions of a
third-order differential equation of Class I (or Cπ) which are not
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constant multiples of each other, then u(x) and v(x) cannot have two
zeros in common.

We first note that there always exists a solution of the third-order
equation which vanishes at two arbitrary points. There may then, in
general, be two essentially different solutions which have two zeros in
common. In fact it is easy to construct examples in which two different
solutions have an infinity of zeros in common. For example, the
equation ytft + yf — 0 has the two particular solutions u(x) = 1 — cos x
and v(x) = sin x.

If the zeros in Theorem 2.10 are not distinct, the proof of the
theorem follows from the uniqueness theorem. Assume then that u(a) =
u(b) = v(a) = v(b) = 0 where a < b. By the definition of equations of
Class I we know that u'φ) Φ 0 and v'(b) Φ 0. Therefore

w(x) = vf(b)u(x) — u'(b)v(x)

is a nontrivial solution of (1.1). Clearly w(a) = w(b) — w'(b) = 0, but
this is absurd since equation (1.1) is of Class I. This proves the
theorem. The proof of the theorem for equations of Class II is analo-
gous.

3. Equations of Class L The first part of this section deals with
separation theorems and the second part is concerned with comparison
theorems. We begin by proving a simple separation theorem of the
Sturm type for equations of Class I.

THEOREM 3.1. 7/(1.1) is of CI and if u(x) and v(x) are two
essentially different nontrivial solutions of (1.1) such that u(a) = v(a)
— 0, then the zeros of u(x) and v(x) separate each in other (α, oo).

In the proof of Theorem 3.1, we use the following elementary
lemma [4],

LEMMA 3.2. Let u(x) and v(x) be of Class C in (α, 6), and let
v(x) be of constant sign in this interval. If x = a and x = β (a < a
< β < 6) are consecutive zeros of u(x), then there exists a constant λ
such that the function u(x) — Xv(x) has a double zero in {a, β).

To prove Theorem 3.1, let a and β (a < a < β) be two consecutive
zeros of u(x) and assume that v(x) does not vanish in [a, β]. Then, by
Lemma 3.2, there exists a λ such that w(x) = u(x) — Xv(x) has a double
zero at some point in (a, β). By hypothesis, w(a) = 0, and this leads
to a contradiction since equation (1.1) is of Class I. Thus v(x) must
vanish at least once in (α, β). By interchanging u(x) and v(x) we
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easily prove that v(x) vanishes only once between two consecutive zeros
of u(x). We might also remark that, by Theorem 2.10, u(x) and v(x)
can have no common zeros other than the one at x = a.

The following corollary is an immediate consequence of Theorems
2.6 and 3.1.

COROLLARY 3.2. // equation (1.1) is of Cz and if u(x) is a solution
of (1.1) which vanishes at x = a, then the conjugate points ηn(a) sepa-
rate the zeros of u(x).

Again, by Theorem 3.1, it is easy to show that if (1.1) is oscillatory
then any solution of this equation which vanishes at least once, is
oscillatory. To prove this assertion, let v(x) be an oscillatory solution
of (1.1) which vanishes at the points xx ^ x2 ^ x3 and let u(x) be
another solution vanishing at x = α. We can construct the essentially
different solution w(x) such that w(a) = w(x^) = 0. (If a = x19 the proof
of our assertion follows immediately by Theorem 3.1.) Applying Theorem
3.1, first to w(x) and v(x), and then to w(x) and u(x), we have proved
our assertion. We state this as a separate theorem.

THEOREM 3.4. // equation (1.1) is of d and if (1.1) is oscillatory,
then any solution of this equation which vanishes at least once is
oscillatory.

Theorem 3.4 is proved in [8] for the equation y"' + qy = 0 (q(x)
^ 0). Theorem 2.6 implies the following corollary.

COROLLARY 3.5. / / equation (1.1) is of CI9 then (1.1) is oscil-
latory if, and only if, there exists an infinity of conjugate points
%(α)(0 < a < co).

We can also show the following partial converse of Theorem 3.4.

THEOREM 3.6. Let equation (1.1) be of Class I and let u(x) be a
solution of (1.1) such that u(a) = 0. If u(x) Φ 0 for x > a, then no
solution of (1.1) can have more than two zeros in (a, co).

Proof. Assume that there exists a solution of (1.1) which has
three zeros in (a, co). By Theorem 3.1 we can consider the solution
v(x) where v(xλ) = v'(cci) = v(x2) = 0 (a < xx < x2). Without loss of gener-
ality, let v"(cci) be positive so that v(x) Ξ̂  0 for x < x2. Again, without
loss of generality, let u(x) be positive for x > a. By Lemma 3.2, there
exists a function w(x) = u(x) — Xv(x) which has a double zero at some
point between x± and x2. Since u(x) and v(x) are both positive in
(x19 x2) we see that λ is positive. Hence
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w(x^ = u(xx) > 0 and w(a) = —Xv(a) < 0 ,

which implices a zero of w(x) to the left of a double zero. But this is
absurd, since equation (1.1) is of Class I, and the theorem is proved.

COROLLARY 3.7. If equation (1.1) is of CI9 then between two con-
secutive zeros of any solution of (1.1) there are at most two zeros of
any other solution.

This corollary follows directly from Theorem 3.6.
We now show that the zeros of two principal solutions (that is,

the conjugate points), say u(x) — y(x, a) and v(x) = y(x, b), must always
separate. This separation, however, need not be of the simple Sturm
type. The zeros may separate in pairs, that is between two consecutive
zeros of u(x) there may be two zeros of v(x), and conversely.

THEOREM 3.8. Let equation (1.1) be of CΣ and let u(x) — y(x, a)
and v(x) = y(x, b) be two principal solutions of (1.1) where b > a and
let ηn{a) and ηn(b) be the nth conjugate points of u(x) and v{x), re-
spectively. If v(x) vanishes exactly once in any interval (ηk(a), ηk+1(a)),
or if u(x) vanishes exactly once in any interval 0?fc(δ), ηk+1(b)), then the
zeros of u(x) and v(x) interlace in {ηk{a), oo), or (%(&), °°). Otherwise
the zeros separate in pairs.

To prove the first part of the theorem, let v(x) vanish exactly once
in some interval (y]k(a), %+iW) Assume there exists a j > k such that
v(x) does not vanish in the interval {?]j{a), ηj+1(a)). By Lemma 3.2, there
exists a function w(x) = u(x) — Xv(x) which has a double zero in this
interval. Then w(ηk(a)) — —Xv(ηk(a)) and w(ηk+1(a)) — — λv(^fc+1(α)).
Since v(x) vanished once in the interval 0?fc(α), ηk+1(a)) we know that
v(Vk(a>)) and v(ηk+1(a)) must be of opposite sign, and this implies that
w(x) vanishes to the left of a double zero, which is incompatible with
the hypothesis that (1.1) is of Class I. If we assume that u(x) does
not vanish in an interval (%(&), VJ+IΦ)) where j > /c, we arrive at the
same conclusion. Therefore the zeros of u(x) and v(x) interlace in

If the zeros of u(x) and (x) do not separate singly then, by Corollary
3.7, they must separate in pairs.

Theorem 3.8 enables us to bound the conjugate points of b by the
conjugate points of a.

COROLLARY 3.9. Let equation (1.1) be of Class I and let ηn(a) and
y]n(b) be the nth conjugate points of a and b, respectively. If y]k(a) <
b < Vk+i(ά) (where ηQ(a) = α), then

ηk+n(a) ^ ηn(b) g ηk+n+2(a) ,
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We can now prove a comparison theorem using Corollary 3.9. We
compare equation (1.1) with

(3.1) y'" + P{x)y" + Q(x)y' + R^y = 0

where

(3.2) Rλ{x) ^ R(x) .

THEOREM 3.10. Let equation (1.1) be of Class I. If ηn(a) and τ]'n(a)
are the nth conjugate points of (1.1) and (3.1) respectively, and if the
coefficients of these equations are related by (3.2), then equation (3.1)
belongs to Class I and

(3.3) η'n{a) ̂  η^x(a) .

To prove the first part of this theorem, assume the contrary, that
is, assume that equation (3.1) does not belong to Cz. Let v(x) be a so-
lution of (3.1) such that vφ) = v\b) = 0, and v"(b) > 0 and let x = a
(0 < a < b) be the first zero of v(x) to the left of x = b. Construct the
solution u(x) of the adjoint of (1.1) (that is, equation (2.11)) such that
u(a) = u\a) = 0 and u"(a) > 0. By Lemma 2.9, equation (2.11) belongs
to Cin so that u(x) > 0 for x > a. Multiplying (2.11) by v(x) and (3.1)
by u(x), subtracting and integrating between a and b, we obtain

[vu" - vfu' + v"u + Puv' - (Pu)'v + Qvu]b

a = -Γ(J? ! - R)uvdx ,
}

vn{b)u{b) = -\\RI - R)uvdx .

Clearly, the left-hand side of this last equation is positive while the
right-hand side is negative. This contradiction proves that equation (3.1)
belongs to C,. Using this fact, we now prove the second part of the
theorem.

Let u(x) = y(x, a) be a principle solution of (1.1) and let b ~ Ύ]λ{a)
be the first zero of u(x) in (α, oo). Then, by Theorem 2.8, we can con-
struct the extremal solution w(x) of the adjoint of (1.1) such that (w)a =
w(b) = w'(b) = 0 and w(x) Φ 0 in (α, 6). Let v(x) = y(x, a) be a principal
solution of (3.1). We first show that v(x) vanishes in (α, b). To this
end, we assume that v(x) > 0 in (α, b) (by construction v(x) cannot be
strictly negative in this interval). Multiplying (2.11) by v(x) and (3.1)
by (w)x, subtracting, and integrating between a and 6, we obtain.

(3.4) v(b)w"(b) = - \\RI - R)vwdx .

From the construction of w(x), it is clear that w"(b) > 0 so that the
left-hand side of (3.4) is positive (or zero if v(b) = 0) while the right-
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hand side of (3.4) is negative. This contradiction proves that v(x) must
vanish in (α, 6), that is,

(3.5) η[{a) <i rh(a) .

We now prove (3.3) by induction. Let b± = f][{a) and let uλ(x)
— y(%, 6i) and vλ{x) = y(x, bx) be principal solutions of (1.1) and (3.1),
respectively. By Theorem 3.1, the zeros of v{x) and vx(x) separate in
(&!, oo). Since ^(αs) has a double zero and v(x) has a simple zero at
x — b19 it can be shown, by a slight modification in the proof of Lemma
3.2 (cf. [4]), that the first zero of v(x) to the right of bλ occurs before
the first zero of vλ(x). This implies that

(3.6) η'n+1(a) < τj'nφi) < # + a ( α ) .

Applying Corollary 3.9, we have,

(3.7) ηn(a) < ηn(bλ) < ηn+2(a) .

Assuming now that (3.3) is true for n = fc, we prove it to be true for
n = k + 1. The first inequality in (3.6) gives

and, by the assumption,

VίΦi) < %fc-i(6i)

The second inequality of (3.7) gives

Combining these last three ineqalities, we obtain

which proves (3.3) for n = k + 1. Since we have already proved it to
hold for n = 1, the inequality (3.3) is true for all n.

Theorem 3.10 shows that if (1.1) has an infinity of conjugate points
the same must be true for (3.1). In view of Corollary 3.5, this implies the
following result.

THEOREM 3.11. Let equation (1.1) be of Class I and let the coeffi-
cients of (1.1) and (3.1) be related by (3.2). If equation (1.1) is
oscillatory, then equation (3.1) is likewise oscillatory.

4. Equations of Class IL Since an equation of Class I is es-
sentially (that is, if due allowance is made for the length of the
corresponding intervals) equivalent to an equation of Class II in which
the variable x has been replaced by c — x(c — const.), results for equa-
tions of Class II can be obtained, by appropriate transformations, from



OSCILLATION CRITERIA FOR THIRD-ORDER 931

the corresponding results of equations of Class I. We therefore merely
state here the theorems in question.

THEOREM 4.1. Let equation (1.1) be of Class II and let u(x) and
v(x) be two essentially different nontrivial solutions of (1.1) If u(a)
= v(a) = 0, then the zeros of u(x) and v(x) separate in (0, a).

THEOREM 4.2. // equation (1.1) is of Class II, then between two
consecutive zeros of any solution of (1.1) there are at most two zeros of
any other solution.

THEOREM 4.3. // equation (1.1) is of Class II and if u(x) and
v(x) are two essentially different nontrivial solutions of (1.1) such that
u{a) = v(b) = 0 (a < b), then the number of zeros of u(x) and v(x) differ by
at most two in (0, a)

Theorem 2.7 shows that the extremal solution yv(x) of (1.1) has a
double zero at the vth conjugate point. The following theorem shows
the converse of this.

THEOREM 4.4. Let equation (1.1) be of Class II and let u{x) be a
solution of (1.1) such that u(a) = 0 and let u(x) have n + 2 zeros in
[α, b]. If u(b) = u'{b) — 0, then b is the nth. conjugate point of a.

Proof. Assume that the theorem is not true, that is, assume that
ηn{a) < b. Then, by Theorem 2.7, there exists a solution v(x) such that
v{a) = v(ηn) — vr(ηn) = 0. Since u'(a) and v'(a) are not zero, there exists a
constant X such that the solution w(x) = u{x) — Xv(x) has a double zero
at x = a. Without loss of generality, let uf(a) and v\a) be positive, so
that X is also positive. This implies that u(x) and Xv(x) do not intersect
for x > α, for if they did, then w(x) would have a zero to the right
of a double zero. By Theorem 4.2, there are at most two zeros of
Xv(x) between two consecutive zeros of u(x). Since u(x) has a double
zero at x = b, a simple count shows that v(x) has at most n + 1 zeros
in [α, b] and v(x) is therefore not the extremal solution for y]n(a). Hence
b = ηn{a).

In order to obtain more information about the distribution of the
conjugate points for equations of Class II, we now construct the ex-
tremal solution leading to the nt\ι conjugate point. Assume that there
exists a solution u(x) of (1.1) which vanishes at x = a and has at least
n + 2 zeros in [α, oo), say at a19 α2, an+2 (a = aλ < a2 < < an+2).
Let v(x) have a double zero at x = a and let v(x) be positive for x > a.
If we assume that the last zero of u(x) is not a double zero, then, by
Lemma 3.2, the solution w(x) = u(x) — Xv(x) has a double zero in (αn+1,
αw+2), say at x = a. Without loss of generality, we can also assume
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that u(x) is positive in this interval. Then λ is positive and it is easy
to see that z — Xv(x) intersects every positive arch of v(x) twice. For
if it did not, the function wλ(x) = u(x) — X^ix) would, by Lemma 3.2,
have a double zero at some point in this interval. Clearly λx < λ, so
that Sj = X1v(x) intersects the arch of u(x) in the interval (an+1, an+2),
which implies that wλ{x) has a zero to the right of a double zero. But
this is impossible since equation (1.1) is of Class II. A simple count
shows that w(x) has n + 2 zeros in [α, a]. By Theorem 4.4, w(x) is
the extremal solution. We have proved the following theorem.

THEOREM 4.5. If equation (1.1) is of Cu and if y(x) is a solution
of (1.1) which vanishes at x — a and has at least n + 2 zeros in [α, oo)
then the n conjugate points of a separate the zeros of y(x).

The connection between the conjugate points and the oscillatory
and nonoscillatory behavior of equations of Class II is illustrated by the
following theorem which is analogous to Corollary 3.5 for equations of
Class I (but does not follow from it).

THEOREM 4.6. // equation (1.1) is of CII9 then (1.1) is oscillatory
if, and only if, for every positive a there exists an infinity of con-
jugate points ηn(a).

By definition, equation (1.1) is oscillatory if there exists at least
one solution with an infinity of zeros. Hence if y(x) is an oscillatory
solution, for every point α, there exists a point b and an arbitrary
number n, such that y(x) has n zeros in (α, b). If we let u(x) be a
solution of (1.1) such that u(a) = u(b) = 0 then, by Theorem 4.3, u(x)
has at least n zeros in [α, 6]. Since n is arbitrary, Theorem 4.5 implies
an infinity of conjugate points.

Conversely, assume that there exists an infinity of conjugate points.
By Theorem 2.7, there exist solutions of (1.1) with arbitrary many
zeros in (α, oo). This, however, is not sufficient to prove the existence
of a solution with an infinity of zeros. To prove this, we note, as in
§ 2, that all solutions of (1.1) which vanish at x = a can be written in
the form y(x) = c^x) + c2v(x) where u(x) and v(x) are linearly inde-
pendent solutions which vanish at x = a. Again, as in § 2, if we
normalize y(x) by the condition c\ + c\ = 1, we can find a subsequence
of {yv(x)} which converges uniformly to a solution yo(x) of (1.1). By
Theorem 4.5, all solutions y»(x) (v > n) vanish in the interval (ηn-19 ηn).
Since any limit point of zeros of the yv (x) belonging to the convergent sub-
sequence is a zero of yo(x), we see that yo(x) must have a zero between two
consecutive conjugate points. This completes the proof of Theorem 4.6.

We have now shown that when equation (1.1) is either of Class I
or Class II then it is oscillatory if, and only if, it has an infinity of



OSCILLATION CRITERIA FOR THIRD-ORDER 933

conjugate points. This fact, together with Theorem 2.8 and Lemma
2.9, proves the following theorem.

THEOREM 4.7. A third-order differential equation of Class I (or
Cn) is oscillatory if, and only if, its adjoint is oscillatory.

Theorem 4.7 enables us to prove comparison theorems for equations
of Class II by using comparison theorems for equations of Class I.

THEOREM 4.8. Let equations (1.1) and (3.1) be of Class II, and let

R^x) g R(x).

If (1.1) is oscillatory, then (3.1) is oscillatory.

The proof is immediate. Since (1.1) and (3.1) are of Class II, by
Lemma 2.9, their adjoints are of Class I. Therefore, Theorem 3.11 ap-
plies to the adjoints and, by Theorem 4.7, the oscillatory behavior of
(1.1) and (3.1) is characterized by the oscillatory behavior of their
adjoints.

5. Examples. The examples of equations of Class I and Class II
mentioned in § 2 are now discussed in greater detail. We first note
that equation (1.1) can be transformed into

(5.1) y"' + p(x)y' + q(x)y = 0

by a simple transformation of the form y(x) = v(x)exp{ 1 P(x)dx.)

The adjoint to (5.1) is

(5.2) y'" + py' + (pf - q)y - 0 .

1. We first consider the case in which the coefficients of equation
(5.1) are such that 2q — pf is of one sign in (0, oo) (cf. Theorem 2.2).
If, in addition, we assume that p(x) ^ 0, then the comparison theorems
of §§3 and 4 can be strengthened. We compare equation (5.1) with
the equation

(5.3)

where

(5.4)

and

(5.5)

V'"

Pi ^

2a-

+ VxV' + QiV =

p ^ 0 and QΊ

- p' > 0 and 2<

o

^ Q

Ίx - Pi > 0
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The inequalities (5.5) guarantee that equations (5.1) and (5.3) are of
Class I (Theorem 2.2); hence the theorems of § 3 apply.

THEOREM 5.1. // ηn(a) and τ]r

n(a) are the nth. conjugate points of
(5.1) and (5.3), respectively, and the coefficients of these equations
satisfy (5.4) and (5.5), then

(5.6) # ( α ) ^ V(k+i)n-i(a)

where k is a positive integer.
To prove the theorem we need the following lemma.

LEMMA 5.2. Let u(x) be a solution of (5.1) such that u(a) = ur(b) = 0
(b > a). If 2q — pf > 0, except at isolated points at which 2q — pf may
vanish, and if p ^ 0, then u(x) vanishes in (b, oo).

Proof. Multiplying (5.1) by u(x) and integrating from a to x, we obtain

(5.7) u'\x) = u'\a) + 2u{x)u"{x) + p{x)u\x) + Γ(2<? - pf)u2dx .

If we assume that u(x) > 0 for x > α, then u'(x) can vanish but once
in (α, oo) for, by equation (5.7), u(x)un(x) < 0 whenever u\x) — 0. Hence
u'(x) < 0 for x > 6. There are now three possibilities;

(i) u"(x)<0,
(ii) %"(#) > 0, or
(iii) u"(x) has an infinity of zeros for x > b.

We shall show that in all three cases u(x) vanishes for x > b. This is
trivially true in case (i); if two consecutive derivatives of u(x) are negative
then u(x) must ultimately be negative. In case (ii), the right-hand side of
(5.7) is positive so that u'\x) approaches some constant k2 Φ 0 (since the
last term of (5.7) is an increasing function). Hence u'{x) approaches — k,
but this implies that u(x) is ultimately negative. In case (iii) we let x
approach infinity along the points in which u"(x) vanishes and we arrive at
the same conclusion as in case (ii). This completes the proof of the lemma.

To prove Theorem 5.1, let u(x) = y(x, a) and γ(x) = yλ(xf a) be
principal solutions of (5.1) and (5.3), respectively, and let b = ηx{a) be
the first zero of u(x). By Theorem 2.8, the extremal solution w(x) of
the adjoint of (5.1) vanishes at α, has a double zero at 6, and vanishes
nowhere in the interval (α, b). Without loss of generality, we may
assume that w(x) is positive in (α, 6). Multiplying (5.2) by v(x) and
(5.3) by w(x), and integrating from a to 6, we obtain,

[pxwvr + pw'v + pfwv]dx
a

Sb

(Qi — q)wvdx = 0

a
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or

(5.8) w"(b)v(b) + \ (Pi — p)wvfdx + 1 {qx — q)wvdx = 0 .
j a J a

By construction, w"(b) > 0, and v(x) and v'(x) are positive for all x
immediately to the right of the point x = a. There are now three pos-
sibilities which we must consider;

( i ) v(x) and v'{x) are positive in [a, b],
(ii) v{x) > 0 but v'{x) vanishes in [a, b], and
(iii) v(x) vanishes in [a, b].
It is clear that the conditions of (i) are incompatible since this

implies that all three terms in (5.8) are positive. If the conditions (ii)
hold, then Lemma 5.2 guarantees the vanishing of v(x) at some point,
say x = bλ = η[{a). If this point is in the interval [yjk-Aa), y]k(a)], that
is, if

(5.9) yj^ia) ^b,S ηk(a) ,

then the remainder of the proof of the theorem is analagous to the
proof of Theorem 3.10. The integer k appearing in (5.9) is, of course,
the same k appearing in (5.6).

It is clear that if conditions (iii) hold, then the conclusion of Theo-
rem 5.1 is the same as that of Theorem 3.10, that is, the inequality
(5.6) can be replaced by the stronger inequality (3.3).

Although the conclusion of Theorem 5.1 is not so strong as that of
Theorem 3.10, Theorem 5.1 still implies that if there are an infinity of
conjugate points of equation (5.1) then the same is true of equation
(5.3). In view of Corollary 3.5, this implies the following result.

THEOREM 5.3. If equation (5.1) is oscillatory, and if inequalities
(5.4) and (5.5) are satisfied, then equation (5.3) is also oscillatory.

If 2q - pf < 0 then, by Theorem 2.2, equation (5.1) is of Class II
and, by Lemma 2.9, the adjoint (5.2) is of Class I. Theorem 5.3 can
be applied to the adjoints of equations (5.1) and (5.3) if the coefficients
are related by

(5.10) px Ξg p ^ 0 a n d p[ — qx ^ p r — q .

In view of Theorem 4.7, we have the following result.

THEOREM 5.4. Let the coejficicints of equations (5.1) and (5.3)
satisfy the inequalities

2q - p' < 0 and 2qλ - p[ < 0 ,

respectively. In addition, let the coefficients of these equations be
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related by (5.10). If equation (5.1) is oscillatory, then equation (5.3)
is likewise oscillatory.

These comparison theorems will lead to oscillation criteria whenever
the oscillatory behavior of a given equation is known. As a first ex-
ample, consider the Euler Equation

(5.11) »'" + ±tf + ^V = 0.
x2 x5

It is not difficult to show that if a ^ 1 then equation (5.11) is oscil-
latory for all values of b. If a < 1, we must determine the sign of
the term 2q — p' in order to apply Theorem 5.3. For equation (5.11), we

have 2q — p' = — (a + 6), and it can be shown that if a + b > 0, (5.11)
x3

is oscillatory if, and only if, a + b - 2[- - ) > 0. If a + b < 0,

/I π \3/2

(5.11) is oscillatory if, and only if, α + 6 + 2 ί - —) < 0. These

remarks and Theorem 5.3 are sufficient to establish the following results.

THEOREM 5.5. If 2q — pf > 0 and if there exists a number a
such that

lim inf x2p(x) > a > 1 , lim inf xzq(x) > — a
X—»OO %-ΪOO

then equation (5.1) is oscillatory.

THEOREM 5.6. / / 2q — pf > 0 αwd ΐ/ ί/^ere exists a positve number
a such that

lim inf x2p(x) > a , lim inf x3g(^) > 2( - ± — — - a
X—too *<^oo \ O /

ί/te^ equation (5.1) is oscillatory. If

/ I — α\ 3 / 2

lim sup #2p(#) < α: , lim sup x*q(x) < 2( ) — a
X-*co X^oo \ β /

then equation (5.1) is nonoscillatory.
Consider the equation

(5.12) y"' + q(x)y = 0 .

By Theorem 2.2, equation (5.12) is of Class I when q ^ 0 and is of
Class II when q g 0. The adjoint of (5.12) is

(5.13) y'" - q{x)y = 0 .
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Let q(x) be of one sign in (0, oo), then, by Theorem 4.7, equation (5.12)
is oscillatory if, and only if, equation (5.13) is oscillatory.

THEOREM 5.7. If q(x) is of one sign, then equation (5.12) is oscil-
latory if

and nonoscillatory if

lim sup x31 q(x)
3l/3 '

Here, the Euler Equation yf" + —y = 0 was used as the equation of
x3

comparison.

2. We now consider the case in which the coefficient p(x) of (5.1)
is such that the second-order differential equation

(5.14) y" + py - 0

is nonoscillatory and q(x) does not change sign in (0, oo) (cf. Theorem
2.3). In this case we obtain a separation theorem of a different type.
The problem now considered refers to the relation between the number
of zeros of y(x) and those of y'(x) when y(x) is a solution of (5.1). In
the case of a second-order equation, say, y" + py' + qy = 0, two con-
secutive zeros of the derivative y'(x) of a solution y(x) are—for trivial
reasons—separated by a zero of y(%). In the case of higher-order equa-
tions this is, in general, not true. It is shown in [7] that if p(x) ^ 0
and 2q — p' > 0 and y(x) is a solution of (5.1) such that F[y(a)] ^ 0
where

F[y(x)\ = yn - 2yy" - py'2 ,

then the zeros of y(x) and y'(x) separate in (6, oo), where b is the first
zero of yr{x) to the right of x = a. (This can be proved by using a
slightly modified form of equation (5.7).) These conditions imply the
regular alternation of the zeros of y(x) and y\x) only at the right of
a point x = a at which F[y(a)] ^ 0. The following result shows that
the regularity in the distribution of the zeros of y(x) and y'{x) is es-
sentially guaranteed by the assumption that the second-order differential
equation (5.14) be nonoscillatory.

THEOREM 5.8. Let (5.14) be nonoscillatory and let q(x) be of one
sign in (0, oo). / / y(χ) is any solution of (5.1) such that y'(x) is
oscillatory, then y(x) is likewise oscillatory.
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We prove the theorem for q(x) ^ 0. The inequality (2.5) shows
that if y(x) does not vanish between two consecutive zeros of y'(x) then
y(x) and y'{x) must be of the same sign in this interval. We may
assume that y(x) > 0 (and, therefore, y'(x) ^ 0). This, however, is not
sufficient to prove the theorem, since y'(x) may have an infinity of
zeros and still be nonnegative in (0, oo). We now show that this is
impossible. If x = a is a point such that y'{a) = y"{a) = 0, then y\x)
must be negative in the neighborhood of x = a since, by equation (5.1),
y"'{a) < 0. This completes the proof.

We have shown that between two consecutive zeros of yr{x) there
is in general one zero of y(x). This regularity can fail only once in
the interval (0, oo), that is, there can exist one interval [a, β] such
that y'(x) vanishes at the end points and y(x) Φ 0 in (a, β). If this
occurs, then, by Lemma 2.4, y'(x) Φ 0 for 0 < x < a. Hence the separa-
tion of the zeros of y(x) and y\x) is essentially guaranteed.

With the restrictions imposed on the coefficients of (5.1) in this
section, additional information about the separation of the conjugate
points of two principal solutions of (5.1) can be obtained. This is illus-
trated by the following theorem.

THEOREM 5.9. Let (5.14) be nonoscίllatory and let q(x) be positive
in (0, oo). Let u(x) = y(x, a) and v(x) = y(x, b) be two principal solut-
ions of (5.1) such that b > α. If sgn u(b) = sgn u'φ), then the zeros
of u(x) and v(x) separate each other in (6, oo).

Proof. We may assume that both u(b) and uf(b) are positive. As
previously mentioned (§ 2), if u(x) and v(x) are two linearly independent
solutions of (5.1), then σ(x) = uvr — u'v is a solution of the adjoint
(5.3). If, in particular, u(x) and v(x) are taken as the two principal
solutions defined above, then

(5.15)

We now show that if σ(x) satisfies the conditions (5.15), then σ(x) > 0
follow x > b. Assume this is not true, that is, let σ(c) = 0 where c > b.
Let w(x) be a solution of (5.1) such that w(c) — w'(c) = 0 and w"(c) > 0.
Multiply (5.1) by σ(x) and (5.3) by w(x), add, and integrate from b to
c, to obtain,

(5.16) σ'φ)w'(b) - σ"(b)w(b) = 0 .

Since w(x) has a double zero at x = c and w"(c) > 0, it follows, by
Lemma 2.4, that w(x) > 0 and w'{x) < 0 for x < c. By the existence

σφ)
σ'(b)

σ"(b)

= 0
= u(b)v"(b) >

= u'φ)v"(b):

> 0

> 0
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theorem for equation (5.1), σ'(b) and σ"(b) are not both zero, so that
the left-hand side of (5.16) is strictly negative. This contradiction proves
that σ{x) > 0 for x > 6. Using this fact it is now possible to show
that the zeros of u(x) and v(x) (that is, the conjugate points) separate
in (6, oo). If v(x) does not vanish in some interval [η^(a)f7jv+1(a)]f where

ηv(a) > 6, then the function — is well-defined and vanishes at the end
v

ί u λ
points of this interval. Thus (— ' must vanish at some point inside

V v '
this interval. But

' u \, vur — v'v,
V

and this is impossible since we have just shown that σ(x) > 0 for x > 6.
Hence v(x) must vanish at least once between two consecutive zeros of
u(x) for x > b. Interchanging the roles of u(x) and v(x) we have proved
that v(x) vanishes exactly once between two consecutive zeros of u(x).

One might conjecture—in view of Theorem 3.8—that if sgn u(b) Φ
sgn u'φ) then the zeros of u(x) and v(x) must separate in pairs. This,
however, can be shown to be false by considering the example y'" +
qy = 0 where q = const. (This example clearly satisfies the hypothesis
of Theorem 5.9.) We can construct two principal solutions u(x) =
y(x, a) and v(x) — y(x, b) such that sgn uφ) Φ sgn u'φ) for which the
zeros of u(x) and v(x) separate singly in (6, oo).

The following theorem is an immediate application of Theorem 5.9.

THEOREM 5.10. Let (5.14) be nonoscillatory and let q(x) be positive
in (0, oo). If equation (5.1) is oscillatory and if u(x) is a nonoscil-
latory solution then u(x) is monotonically decreasing.

By Theorem 3.4, u(x) cannot vanish in (0, oo), hence we may assume
that u(x) is positive in this interval. Assume u(x) is not monotonically
decreasing, that is, assume that u'(x) > 0 in some interval (α, b). Let
<v(x) = y(χ, a) be a principal solution of (5.1). By Theorem 3.4, v(x) is
oscillatory in (α, oo). Let x — bλ be the first zero of v(x) to the right
of x = α, then v(x) > 0 in (α, bτ). Hence, by Lemma 3.2, there exists
a function w(x) = v(x) — Xu(x) which has a double zero at some point
a in (α, 6). Since u(x) and v(x) are both positive in (α, bλ), we see that
λ is positive and since u'(a) > 0, we find that v'(a) > 0. By Theorem
5.9, the zeros of the two principal solutions v(x) and w(x) must separate
in (a, oo). This, however, is impossible since Xu(x) intersects each positive
arch of v(x) twice. This proves that u'(x) cannot be positive in any
interval (α, b) and hence is monotonically decreasing.

We now derive some oscillation criteria for these equations. The
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first such criterion is given by the following theorem.

THEOREM 5.11. Let (5.14) be nonoscillatory. If either of the in-

equalities

(a) p'(x)^q(x)^0

or

(b) p'(x) g q(x) ^ 0

is satisfied, then equation (5.1) is nonoscillatory.

We prove the theorem for (α); the proof for (b) is analagous. Since
Pf — Q ̂  0, it follows from Theorem 2.3 that equation (5.2) is of Class
I. Hence, by Lemma 2.9, the adjoint of (5.2), that is equation (5.1),
belongs to Class II. Accordingly, for any point x — a there exists a
solution of (5.1) which has a double zero at a and does not vanish for
x > a. But q(x) ^ 0, which implies that (5.1) belongs to Class I
(Theorem 2.3). It follows, by Theorem 3.6, that (5.1) is nonoscillatory.

We have proved, in effect, that if a third-order differential equation
is both of Class I and Class II, then the equation is nonoscillatory.

The following two theorems give oscillation criteria for equations
(5.1) which depend on the integrability of the functions x(q — pf) and
x\q — pf). We assume that q ^ 0 and p' — q ^ 0. The preceding
theorem shows that if q ^ 0 and p' — q ^ 0 then (5.1) is nonoscillatory.

THEOREM 5.12. Let (5.14) be nonoscillatory and let the functions
ρ{x), q{x), and q(x) — pf(x) be positive in (α, CΌ). If

x[q(x) - p'(x)\dx = oo ,

then equation (5.1) is oscillatory.

Proof. Assume that equation (5.1) is nonoscillatory. Since q(x) > 0,
equation (5.1) is of Class I and hence, by Theorem 3.6, there exists a
point x — a such that no solution of (5.1) has more than two zeros in
(α, oo). Therefore, the principal solution u(x) = y(x, a) is positive for
x > a. We now show that u'(x) is also positive for x > α. To this
end, assume that uf(x) < 0. Since u'(x) > 0 for x immediately to the
right of x == α, there exists a point b such that u'(b) = 0. By Lemma
2.4, u'(x) has no other zeros in {b, oo). It is clear that u"{b) < 0. If
two consecutive derivatives of u(x) are negative for x > 6, then u{x)
must ultimately be negative. Hence u"(x) must ultimately be positive,
that is, there exists a point x = c such that u"(c) = 0. It is not diffi-
cult to see that the points b and c can be used in the inequality (2.5).
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Since u(x) > 0 and u'{x) < 0 in (6, c), the left-hand side of (2.5) is
negative. This contradiction proves that u'{x) > 0 for x > α. Using
this fact, we now see, by equation (5.1), that u"'(x) < 0 for x>a, so
that u"(x) is decreasing. Again, if two consecutive derivatives of u(x)
are negative, u(x) must become negative. Therefore u"(x) > 0, and ur(x)
is thus increasing for x>a. Since u'(x) > 0 for some x = b immediately
to the right of α, we have,

u'{x) > A > 0

and, since u(b) > 0,

u(x) — u(b) + (x — b)uf(c)

or,

u(x) > (x - b)u'(c) > (x - b)A

where a < c < 6.

Integrating (5.1) from b to x, we obtain,

^;/(x) - u"(b) - p(6)w(6) - p(a?)%(α?) + ί V - g)^(ί)^ ,

i6/r(6) + p(b)u(b) = %"(&) + p(a?)̂ (aj) + Γ(g - p')u(t)dt

? - V')u{t)dt

Since the left-hand side of the inequality is independent of x, we have,

which implies that

and this completes the proof of Theorem 5.12.

THEOREM 5.13. Let (5.14) be nonoscillatory and let the functions
p(cc), q(x), and q(x) — p'(x) be positive in (α, oo). //

(5.17) \~x2\q(x) - p'(x)]dx < co ,
J a

then equation (5.1) is nonoscillatory.

Proof. Integrating (5.1) from a to x yields
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y(x) = y(a) + (x - a)y'(x) + %{x - a)\y"{a) + p(a)y(a)]

- \\x - t)p(t)y(t)dt - i\\χ - tγ[q(t) - p'(t))y(t)dt .
Ja Ja

If we let u(x) = y(x, a) be the principal solution of (5.1) then this
equation becomes

(5.18) u(x) = 4(α? - a)2 - \\x - t)p(t)u(t)dt
Ja

x - tY[q(t) ~ P'(t)

Assuming that (5.1) is oscillatory, the principal solution u{x) is an
oscillatory solution (Theorem 3.4). Let x = b be the first zero of u(x)
in (α, co). Since u(x) > 0 in (α, 6), equation (5.18) yields the inequality

(5.19) u(x) S i(x - a)2 for xε(a, b) .

Substituting x — b into (5.18), we have

4(δ - af = \\b - t)p(t)u(t)dt + i\\b - t)\q{t) - p'(t)]u(t)dt
Ja Jα

^ (6 - a)\*p(t)u(t)dt + |(6 - aγ\\q(t) - p'(t)]u(t)dt
J a J a

or,

1 g \\q - p']u(t)dt + 2 Ϋp{t)u(t)dt .
Ja 0 — ft Jα

Using (5.19) in this last inequality, we find that

(5.20) 1 ^ i[\t - u)\q - p']dt + —L—\\t - afp(t)dt .
Ja 0 — CO U

We can find a bound on the second integral in (5.20) by using a
result in [6] which states that if y" + py = 0 is nonoscillatory and p(x)
^ 0, then

(5.21) ! _ ( * ( * _ aγp(t)dt < 1 - (6 - α)(
6 — a Ja J6

There are two cases of interest;

(i) lim sup x\ p(t)dt = a Φ 0 (α: < 1)

(ii) lim sup x\ p(t)dt = 0 .

We now show that in both cases (5.20) implies a contradiction to (5.17)»
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Let us first consider case (i). By (5,17), we can choose a large enough
so that

(5.22) \°χ*[q - p']dx ^ a .
Jα

Substituting (5.21) into (5.20), we have

(δ - a)\~p(t)dt < i\\t - a)\q - p']dt
Jδ Jα

2[q - p']dt .

Letting b approach infinity along a sequence of points for which b \ p(t) dt
Jδ

approaches its upper limit, the last inequality yields

2α < [f[q - p']dt ,
Ja

which contradicts (5.22). Therefore, in this case, equation (5.1) is
nonoscillatory.

We can treat case (ii) by letting

r(t) = (ί - a)[°p(x)dx
it

and integrating the second term on the right-hand side of (5.20) by
parts, that is,

—-—[\t - dfp{t)dt = (6 - a)[~p{x)dx - —?—[\ t - a)([~p(x)dx)dt
0 — a Jα Jδ 6 — α Jα \Jί /

= (6 - a)\~p(x)dx - —-—(V(ί)dί .
Jδ 0 — a ia

Letting b approach infinity through a sequence of points for which

61 p(x)dx approaches its upper limit, this last equation yields
Jδ

lim Γ—1— (\t - a)*p(t)dt\ = 0 .

Using this fact, we let b approach infinity in equation (5.20), to obtain

2 g (~(t - a)2[q - p']dt < \\\q - p']dt ,
Ja Ja

again contradicting (5.22). This completes the proof.
If q g 0 and if q — pr g 0, then equation (5.1) is of Cn and, by

Lemma 2.9, the adjoint (5.2) belongs to Class I. Hence, the last two
theorems can be applied to equation (5.2). Since (5.1) is oscillatory if,
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and only if, (5.2) is oscillatory (Theorem 4.7), the following result is
apparent.

THEOREM 5.14. Let (5.14) be nonoscίllatory and let p(x) be positive
and q(x) negative in (α, oo). //

I a?[ — q(x)]dx = oo ,

then (5.1) is oscillatory. If

\ x2[— q(x)]dx < oo ,
Jα

then (5.1) is nonoscillatory.
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