
POLYNOMIAL INTERPOLATION IN POINTS

EQUIDISTRIBUTED ON THE UNIT CIRCLE

J. H. CURTISS

U Introduction, Let distinct points Sn = {znl, zn2, , znn} be given
on the unit circle | z | = 1 in the complex 2-plane, let a function / also
be given on | z | = 1, and let Ln — Ln(f; z) denote the polynomial of degree
at most n — 1 found by interpolation to / at the points Sn. Consider
an infinite sequence of such point sets, Slf S2f , Sn, , and the cor-
responding sequence Ll9 L2, , Ln, . If the union of the sets Sn is
everywhere dense on \z\ = 1, does lim^ooLn(f; z) exist for | z | < 1, and
if so, what is it?

Walsh [14, pp. 178-180] proved that if the points Sn are equally
spaced for each n, and if / is Riemann integrable, then

(1.1)
2πι)\t\=i t — z

uniformly on any closed point set on the region | z \ < 1. The present
author [1] [2] generalized Walsh's result to the case of interpolation on
a more or less arbitrary Jordan curve. The problem for equally spaced
interpolation points has a pedigree of some length which is described in
Walsh's book [14] and in a recent survey given by the author [3].

When the points Sn are not equally spaced, very little is known
about the behavior of Ln unless / is analytic on | z | ^ 1. For the analytic
case Fejer [4] proved that if the points Sn are equidistributed on an
arbitrary Jordan curve C in a sense to be described below in §2 and
if / is analytic on the closed region D bounded by C then Ln-^f uni-
formly on D. No result of this sort involving equidistribution is at
present known for nonanalytic functions / even when C is the unit
circle.1 It is the purpose of this paper to try to shed some light on
the situation for nonequally spaced points by means of a probabilistic
treatment. We shall let the points of the sequence Si, Sa, be random
variables defined on a probability space with a structure such that almost
certainly a sample sequence is equidistributed. (We use the word
"equidistributed" here in connection with sample sequences rather than
the more usual words "uniformly distributed" to avoid confusion with
the concept of a uniform distribution in the probability sense.) The
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1 Zygmund [16, vol. II, pp. 3-4] points out that a similar gap exists in the theory of
trigonometric interpolation.
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mean value of Ln formed in the random points Sn is calculated in §2.
The result is consistent with (1.1). But in § 4, in discussing a particular
class of equidistributed sample sequences, we shall show how only a
slight modification of equal spacing upsets Walsh's deterministic result.

2Φ A stochastic treatments In this section we shall first use a
stochastic model which is appropriate to the case in which for each n > 1
the first n — 1 points of Sn are the points of Sw_i—or in other words,
the first subscripts on the points znk are superfluous.2 A slight extension
given in the next section will provide the structure for the situation
described in the first paragraph of the Introduction, in which Sn may
consist entirely of new points not used in $„_!.

Let θlf θ2, , be an infinite sequence of mutually independent random
variables each with the uniform (or "rectangular") marginal probability
distribution on the closed interval [0, 2π], Let zk = eίθfc, k = 1, 2, •••.
Let the function / be given everywhere on | z | = 1, and let

(2.1) Ln(f; z) = Ln(f; zl^z*,—, zn) = £ " f i) 7 f i , , >
(z - zk)ω'n(zk)

where ωn(z) = (z — zλ)(z — z2) (z — zn). For each sample sequence of
the stochastic process zl9 z2j , for which the values of z19 z2, * ,zn

are distinct, the formula (2.1) gives the unique Lagrange polynomial
of degree at most n — 1 found by interpolation to / in this value. The
locus of those points in the ^-dimensional interval 0 ^ θj ^ 2π, j = 1, , n,
for which (2.1) is formally undefined is the union of hyper planes

U {θj, θk I θj = θk mod 2π} .

The probability measure attached to each such hyperplane is zero, so it
follows that (2.1) defines a Lagrange polynomial with probability one.

By the Glivenko-Cantelli Theorem [9, pp. 20-21], given any sample
sequence of the process θl9 θ2, , if Nn(θ) denotes the number of values
of the first n terms falling into [0, θ], then with probability one

(2.2) J m JL
n 2π

uniformly in θ. The condition (2.2) is the classical definition of equi-
distribution or deterministic uniform distribution [15], [11, vol. 1, pp.

2 This is the only model considered in [4] where Theorem 1 below is announced with-
out proof. It might be noted that Carl Runge, who in 1904 published a proof of the result
(1.1) for functions analytic on | z | 5Ξ 1, considered only a sequence of sets of equally spaced
points in which each set contained all the previous sets. That is, he interpolated in the
nth, 2nth, 4nth, etc., roots of unity. See [12, pp. 136-137].
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70 ff.], for real numbers. In the work referred to in the Introduction,
Fejer translated it to points on an arbitrary Jordan curve C by para-
metrizing C through the schlicht analytic function z = φ(w) which gives
a conf ormal map of | w | > 1 onto the exterior of C so that the points
at infinity correspond. The function can be extended in a continuous
and one-to-one manner (Osgood-Taylor-Caratheodory Thoerem) onto | w \ =

I I —

The theorem about to be stated and proved deals with the mean
value of Ln over the marginal distribution of the vector random variable
(#i, #2, *',θn) Given any finite subsequence consisting of k members
of the random sequence θ19 #2, , and a function g from the interval
Ik = [0, 2π] x [0,2π) x x [0, 2π] (k factors) to the complex plane
integrable in the sense of Lebesgue on Ik9 we shall use the symbol Ekg
to denote the mean value

( 1 \kC2π C2π

— ) g(alf a2, , ak)dax dak .
2 τ τ / J o Jo

THEOREM 1. If f is continuous on \ z \ — 1 and possesses there an
(n — 2)th order derivative satisfying a Lipschitz condition with exponent
one, then for all z

(2.3) EnLn(f; z) = ao + aλz + a2z
2 + + a^z^1 , n ^ 2 ,

where Σo o>kZk is the Taylor expansion of the analytic function

(2.4) F(z) = - M β$-dt, \z\<l.
2π% J ι*ι=i ί — z

Thus iff is infinitely differentiate on \z\ = 1, lim^oo EnLn(f; z) exists
and equals F(z) for | z \ ̂  1. If f is analytic on \ z | ^ 1, then this
limit exists uniformly and equals f(z) on each closed disk with center
at the origin which does not contain a singularity of f.

The statements in the theorem following (2.4) are standard results
in function theory relating to the Taylor expansion of F and to the
possibility of extending F continuously onto | z \ = 1. See for example
[14, pp. 141 ff.].

The equation (2.3) is trivially true for n = 1 if / is merely integrable
on I z I = 1, because then L^f; zt) = f(z±) and

2πτ Juι=i; *d [f(e)dθi ih \ ψdt

2π Jo 2πτ Juι=i t

The derivatives of / referred to in the theorem may be taken with
respect to arc length (here identical with θ in the parametrization z =
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eiθ of the circle | z | = 1), or alternatively they may be taken in a chordal
sense:

/'OO = li

and so on for higher derivatives. To fix ideas we shall use the latter
interpretation.

The Lipschitz condition referred to in the theorem means that for
some I > 0,

all \zλ\ = I s3 | = 1. It implies of course that f{k) with 0 ^ k < n — 2,
satisfies a similar condition because f{k) has a continuous derivative on
| s | = l.

An alternative expression for the right side of (2.3) is given by

(2 5) Ψazk- X

(2.5) Σ akz - _ _

which follows with no hypotheses on / other than integrability from
the validity of

2πi Jι*ι=i ί VI - ί/jg/ V 2τrί Juι=i

and from the uniqueness of Taylor series. Our proof will establish the
equivalence of the left side of (2.3) with the right side of (2.5). We
need some preliminary results before passing to the main proof.

LEMMA 1.

( 1, m ^ 0, n ^ 0

ΊΓ\ ^~Λ —e dθ = \-l,m<0,n<0

2π Jo 1 — e%θ

{ 0, otherwise,
where n and m are integers.

The integrand consists of the sum of a finite number of positive
and negative integral powers of e~ίθ. With m ^ 0 and n ^ 0, the coef-
ficient of the zeroth power is one; with m < 0 , n < 0 it is —1; and
otherwise there is no zeroth power in the sum at all.

LEMMA 2. Let g{θ) have the period 2π and be such that

rr
Jo Jo

g(a) - g{β) dadβ
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exists. Then

2π ) Jo Jo e%" - e

— [2

2π Jo

— [2πe-i{m+n+1)θg(θ)dθ , n ^ 0 , m ^ 0
2π Jo

- J _ [**e-iim+n+1)$g(θ)dθ , n < 0, m < 0
2π Jo

0 , otherwise.

For the proof, we make the change of variables u = β — a, a — a,
and using periodicity arrive at

J = (JLY [2π [2π e-^^e-^igja) - g(a + u)) d(χdu

\2πJ Jo Jo 1 - e

ίu

Fubini's theorem, applicable because of the integrability hypothesis,
allows us to integrate with respect to a first; by doing this and again
using the periodicity of g, we get

J=-°-\ e-iM(±Hl )
2π Jo V 1 - exu J

\ ( ) d u
2π Jo V 1 - exu J

where

b = -Lί* :e- i i 7 n + n + 1 ) ag(a)da .
2π Jo

An application of Lemma 1 now completes the proof.
The theorem will be proved by expressing Ln in terms of the divided

differences of a certain function q related to / and formed in the points
£i> 2̂, •••>«». We define these formally as follows:

= d(q I zu z,, z3) =

^ = d(q\*u*»

The subscripts on the d's refer to the "order" of the divided differences.
In our stochastic model, these expressions as they stand are indeter-
minate with probability zero.

By induction it can be shown [13, p. 15] that

(2.6) <2K-i = Σ — 1 / \ »
1 <(zk)
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which incidentally proves that the divided differences are symmetric
functions of the zk'&. From (2.1) and (2.6), it is clear that if q = qw(z) =
f(z)j(w — z), \w\Φl, then

(2.7) LΛ(f; w) = ωn(w)d(q \zlf , z n ) .

If / is such that its first n — 1 derivatives satisfy Lipschitz con-
ditions on I s I = 1, then it is easily shown that the same must be true
for qw{z) =f(z)l(w — z), \w\ Φl. We omit the details.

We need another lemma which will insure that EkLk(f; w) exists
for k = 2, •••, n and can be calculated by interated itegration.

LEMMA 3. If a function f given on \ z | = 1 possesses an (n — 2)th
derivative satisfying a Lipschitz condition on |z| = 1, and if dly d2y , dn_1

are respectively the divided differences of f formed successively in the
points zlfz2f ,zn<m\z\ = 1, then | dx |, | d21, , | dn-λ \ are uniformly
bounded for all zlf z2, * ,zn for which these divided differences are
defined.

The proof of this lemma is rather long, and is available elsewhere
[5]. With proper completion of the definitions of the divided differences
by continuity, coincident points zk are allowable, but that is of no interest
for present purposes.

Suppose now that Q(z) is any function satisfying the hypotheses of
Lemma 2. Let z and t be any two members of the family of random
variables zlf z2, and let w be any fixed complex number. Then by
Lemma 2, for any k ̂  0 with z = eia

9 t = eίβ,

(2.8) E2(w - t)(wk+1z~k - z)d(Q \ z, t)

2πJ Jo Jo eia — eίβ

Q ( e ) ( ^ e

) α - 0 - 0 - eiΛ)da
2π Jo

- E^w^z-^ί-z)Q{z) .

We now use (2.7) and invoke Fubini's Theorem and Lemma 3 as authority
for calculating the multiple integral

EnLn(f; w) = Enωn(w)d(q \ zlf , zn)

by integration in any convenient order. In what follows, the operator
Ex inside the square brackets refers to integration with respect to zλ

and E2 inside the square brackets refers to double integration with
respect to zx and the zk of the largest subscript. By using (2.8) repeatedly,
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we obtain:

EnLn = EnJjl (w - zk)E2(w - zx)(w - zn)d(q \ zu , zn)\
Lk=2 J

2π Jo w — ^

1=1 Zx — W

The last expression is the right member of (2.5), and the proof is now
complete for | w \ Φ 1.

Because of the singularity of qw{z) = f(z)l(w — z) with | w \ — 1,
I s I = 1, the above argument needs further elaboration to establish that
(2.3) holds on the unit circle. However we can prove this by a different
approach. It is well known [13, pp. 24-25] that Ln(f, w) is identical
with Newton's interpolation formula:

(2.9) Ln(f; w) = ffa) + Σ (w - z,) . . . (w - zk)d(f \ zlf , zk+1) .

Our hypotheses on / insure that the expected value of each term of this
formula exists for all w, and the expected value of the sum (which of
course is the sum of the expected values of the terms) is clearly some
polynomial in w defined for all w including | w \ = 1. It is equal to the
right member of (2.3) for \w\Φl, and so therefore on | w \ = 1. This
establishes (2.3) for all values of w.

An alternative proof of Theorem 1 can be based on (2.9). A con-
sequence of our method of proof of Theorem 1 is this:

THEOREM 2. Let f given on \z\ = l be such that En\d(f\zlf ,zn)\
exists. Then

(2.10) End{f I *i, , zn) = -A- [*e-«*-1)Θf(eiΘ)dθ
2ττ Jo
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(
2πιht\=i tn

In Theorem 1 the Lipschitz condition on f{n~2) is used only to insure
that I d(q \zu •••,£»)! is integrable. The hypotheses on/ could be replaced
by this condition, as we did in Theorem 2, and the restriction on / would
be lighter.

A generalization of Theorem 1 to the case in which the unit circle
is replaced by an arbitrary Jordan curve C and / is analytic on and
interior to C is discussed in [7]. The probability distribution of the
points zk on C is defined by the condition that the image points wk = eiθk

under the mapping function z = φ(w) used by Fejer have uniformly and
independently distributed angles θk. The generalization seems unsatis-
factory because convergence of EnLn does not take place unless the
singularities of / are all at least a certain distance (characteristic of C)
removed from C.

As a result of passing interest here we note that if the points zk

are so distributed, and if / is analytic on and inside a rectifiable Jordan
curve C" containing C in its interior, then

ωn(t)

An easy calculation shows that

Γ ffi .ludt,
> [wtφ\wt)]n

where t = φ(wt). The Koebe distortion theorem [6, pp. 279-281], suitably
modified for exterior-to-exterior mapping functions, yields the inequality

- I ) 3 < r < R(R + If R > 1 0 < θ < 2 π

f9 9 f

where r is the capacity of C The right member is a decreasing function
of JR, so there exists some value or R such that for all functions / analytic
on and inside the level curve C: {z \ z = Φ(Reίθ), R fixed, 0 ^ θ < 2τr},
the relation lim^oo 2£»d»_i = 0 holds.

We conclude this section by noting a consequence of Theorem 1
which is obtained by combining equation (2.3) with a result due to Walsh
[14, pp. 153-154]:

THEOREM 3. Let f be analytic for | z \ < R > 1 but have a singularity
on I z I = R. Let Pn(z) be the polynomial of degree at most n — 1 found
by interpolation to f in the nth. roots of unity. Then:

lim [Pn(z) - EnLn(f; z)] = 0
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for I # I < R\ uniformly for | z | ^ Rf < R\

3Ψ Equidistributions and uniform, probability distributions^ In the
standard deterministic treatment of polynomial interpolation in the real
or complex domain, the interpolation points are presented in a triangular
matrix

(3.1) &: #n

O 2 ! #21 #22

O 3 ! #3χ # 3 2 #33

with the implication that more than one—perhaps all—of the points of the
nth row may not have appeared previously. The sequence Ll9 L2, ,
Ln, of interpolating polynomials is found by making Ln interpolate
to a given function in the points Sn of the nth row. This is the set-up
needed to cover, for example, interpolation in successive sets of equally
spaced points. The stochastic model of the preceding section provides
a probabilistic theory for a deterministic interpolation process of this
sort if we think of (3.1) as a sample sequence of the stochastic process
#i, #2 * with zn a determination of #2; #21 and #22 determinations of #2

and #3; and so forth. This implies that znn is a determination of zn(n+1)ι2.
It is convenient now to relabel the random variables zu #2, so as to
correspond with (3.1). We do this by superscripts, denoting the stochastic
process now by #n; #21, #22; #31, #32, #23;

We assume once again that the arguments (angles) of the terms znk

are mutually independent and each is uniformly distributed on [0, 2ττ],
The Glivenko-Cantelli theorem states that given any sample sequence of
this process, if Nk(θ) denotes the number of arguments in the first k
terms of the sample sequence which do not exceed θ, then with prob-
ability one,

(3.2) Bm

for each value of θ. But in the standard deterministic interpolation
theory, a stronger equidistribution property is used [14, pp. 164-166]:
Let N*{θ) denote the number of points in the nth set of n points,
Sn = {#wi, zn2, , zn J , with arguments not exceeding θ; the required
condition is that

(3.3) M ) ±lim
*->- n 2π

for each θ. We shall call this the strong equidistribution property for
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a sequence such as (3.1). The roots of unity are so distributed. By
elementary methods it is easily shown that if a sequence satisfies (3.3)
it satisfies (3.2), but not necessarily conversely. For example if the
points znk in each of a suitably sparse but infinite set of rows of (3.1)
were all equal to a constant α, (3.2) might be true but (3.3) certainly
could not be true.3 It is of interest to ask whether almost every sample
sequence of our stochastic process has not only property (3.2), but also
the strong property (3.3).

The answer is in the affirmative. We here sketch the argument.
Let Pr(A) denote the probability of any event A. Consider an infinite
sequence of random variables X11; X21, X22; X31, X32, X33; in which
Pr(Xnk = l ) = p , Pr(Xnk = 0) = q, q + p = l , fc = l , . . . , w ; n = l, 2 , •••.
In this sequence let the random variables in the nth group of n variables
be mutually independent for n — 1, 2, •••. However, successive groups
of n need not be independent. Let σn = Σΐ=1 Xnkln. In a proof of the
Strong Law of Large Numbers for the Bernoulli case given by Feller
[8, pp. 190-191], it is shown that for any e > 0 there exists a number
M > 0 constant with respect to n such that

Pr{An:\σn-p\>ε}<^.
n2

This means that for any infinite subsequence of the sequence of events
A19A2, •••, say Anjf j = 1, 2, •••, the series ^ Pr(Anj) converges. It
follows from the Borel-Cantelli lemma [9, p. 18] [8, p. 188] that the
probability is zero that an infinite number of the events Anj occur.
This is the same as saying that Pr(lim^oo σn — p) = 1.

The author is indebted to Professor Kai-Lai Chung for corroborating
the truth of this result in a letter. Professor Chung fiirst refers to a
result concerning the standard Strong Law of Large Numbers given in
his Columbia University Lecture Notes, 1950-51, in which it is shown
that if Xlf X2, is a sequence of independent identically distributed
random variables with E(Xj) = 0 and E{Xt) finite, then

X, + X2 + .. + Xn

n
>e

converges. He then in the Bernoulli case remarks that the marginal
probability Pr(Bn) — Pr(An) individually for each n, regardless of the
joint probabilities for corresponding collections of the events Bn and An,
and this is the essential link between the classical Strong Law and the
present version.

To show that (3.3) holds with probability one for each Θ, we simply
3 The distinction between (3.2) and (3.3) is related to the concept of "well-distributed"

points introduced by Petersen [10].
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identify the event Xnk = 1 with the event arg znk ^ θ in the stochastic
process z11; z21, z22; . However, the Glivenko-Cantelli Theorem says
something more with regard to (3.2); namely that (3.2) holds with prob-
ability one uniformly in θ [9, p. 20]. Inspection of the proof reveals
that this is true for (3.3) also.

Thus with probability one a sample sequence of the process z11; z21,
z22; has the strong equidistribution property uniformly in θl9 and so
this process may properly be considered the stochastic analogue of the
equidistributed sequences used in interpolation theory. We note in
conclusion that if Ln(f; z) = Ln(f; z \ zlf z2, , zn) in § 2 (see (2.1)) is
replaced by Ln(f; z \ znl, zn2, , znn), then Theorem 1 and Theorem 3 still
are valid, and so is Theorem 2 with znk replacing zk, k — 1, , n, because
these theorems depend only on the joint probability distributions of the
n visible random variables.

4* Interpolation in certain strong equidistributions* A number of
years ago, the late Professor Aurel Wintner asked the author whether
it might be possible to extend Walsh's result (1.1) to the case of inter-
polation in equidistributed points on the unit circle, at least for functions
analytic interior to the circle and satisfying smoothness conditions short
of analyticity on the closed unit disk. Professor Wintner particularly
had in mind interpolation in the points Sn: ξ, ξ2, , ξn

r where | f | = 1 and
ξ is no root of unity. It is well known [11, pp. 70-71] that the sequence
Slf S2, is equidistributed in the classical sense (3.2) on | z | = 1.
Moreover it is easy to prove by WeyΓs criterion [11, p. 70] that this
sequence is strongly equidistributed also if by Sn is meant the nth set
of n points in the sequence.

We cannot give an answer here to Wintner's question as to inter-
polation in the particular sequence Sn defined above. Theorem 1 above
seems to be relevant to the more general problem. In the present section
by combining the roots of unity with a point ξ we shall construct a
strongly equidistributed sequence of interpolation points which demon-
strates some of the limitations inherent in interpolation in nonequally
spaced points.

In fact, let the nth row of (3.1) consist of «Λjfe=β2ίCί*/(w"lϊ, fc=l, ,w-l,
and znn = I, where as above | ξ \ = 1 and ξ is not a root of unity. This
sequence, which we shall denote by S*fS*f f is strongly equidistributed.
Let o)n(z) = (z — znl)(z — zn2) (z — znn). It is readily verified that if
f(z) is the function 1/z, then for any interpolation points at all,

Here this becomes
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L (f z) - i-fl - (a""1

For | z | < l ,

But the value of the right member of (1.1)—that is, the F which appears
in (2.4)—is zero for this function. The perturbation caused by the adjoin-
ing of a single extra point to the wth roots of unity transmuted Walsh's
result. Note that with ξ replaced by ξn in Sn there would have been
no limit at all.

For a general convergence theory for this set of interpolation points,
we write Ln in the following form:

k=1 ^n\Znk)\Z %nk)

where d(f \ z, t) is the first divided difference of / formed in z and t,
as in § 2. In the present case, ω'n(z) = (n — l)2n~2(2 — | ) + {zn~ι — 1),
ωί(««fc) = (n - l)«n*(«»ib - I), ik = 1, , n - 1, ft>;(«wn) = ξ"'1 - 1, and

£.(/;«) -/(f) + {zn~λ ~~l^z ~ ξ) Σ ̂ {ll^n^

The redundant factors (1/27Γ) and 27Γ have been inserted to bring out
the fact that the summation is a Riemann sum for the function of θf

d(f\eiθ,ξ).
z-eiθ

formed for a partition of [0, 2π] into n — 1 equal parts.
We now make the hypothesis that d(f \ eίθ, ξ) is Riemann integrable

with respect to θ. It then follows from the elementary limit theorems
that for I z \ < 1,

(4.2) \im Ln(f;z)=f(ξ) + ^ -

iίi=i ( ί — «)

d(f\t,ξ)dt
t\=i

where F(z) is given by (2.4). The convergence is uniform on any closed
subset of \z\ < 1.

It should be noted that if / is analytic on | z | < 1, continuous on
\z\ ^ 1, and such that d(f\t, ξ) is Riemann integrable with respect to
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t on 111 = 1, then by Cauchy's Integral Theorem the integral in the
last member of (4.2) is zero and F(z) = f(z), | 2 | <£ 1, so lim^o* Ln(f; z) =
f(z), I z I < 1, as in the theory for equally spaced points.

If Sn consists of the (n — 2)th roots of unity plus two distinct
"mavericks", ξ± and £2, \ξx | = | | a | = 1 and neither & nor ξ2 a root of
unity, then (4.2) becomes

(4.3) lim Ln{f z) = F(z) - - M
«->«> 27ΠJ

Z~^Λ d(f\t,ξuξ2)dt,
2πi J ίi=i

in the divided difference notation of §2. It must be assumed that the
second difference of / formed in the variable point t and the fixed points
fi and ξ2 is integrable with respect to t. The pattern for adjoining
additional mavericks to the roots of unity is apparent from (4.3). No
matter how many mavericks there are, if / is analytic on | z | < 1, con-
tinuous on I z I ̂  1, and sufficiently smooth in the respective neighbor-
hoods of the mavericks, then lim^oo Ln(f; z) — f{z), \z\ < 1.

This suggests that Professor Wintner's question may have an af-
firmative answer, at least for functions which are analytic on \z\ < 1,
continuous on | z | S- 1, and infinitely differentiate on | z \ = 1 but not
analytic on | £ | ^ 1 . The question arises as to whether a necessary
condition for an affirmative answer to his question for all strongly equi-
distributed interpolation sets, or just for all sets of the type ξ, ξ2, ξ\ ,
is t h a t / is analytic on \z\ ^ 1. The sufficiency is of course covered
by Fejer's result.

Recently the author [3] announced some necessary and sufficient
conditions for convergent interpolation to functions given on Jordan
curves in the complex domain. Some rapid answers can be given by
the sequence S*9 S2*, •••, to certain questions which might arise in con"
nection with the role of equidistribution in these necessary and sufficient
conditions. The part of the theorem here of interest can be stated as
follows:

(a) Let the rectifiable Jordan curve C contain the origin of its
interior. A necessary and sufficient condition that

(4.4) lim Ln(f; z) = F(z0) = - L ( _/ί*L dt
n—'OT Adi* v J I ε I—-1 1/ <VQ

at a single preselected point z0 of the interior D of C for all continuous
f is that the sequence S19 *S2, of interpolation points be such that

(4.5) UmLn(z-*;z0) = 0, fc = 1 , 2 f •••

and at the same time
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(4.6)

is uniformly bounded for all n. If (4.6) is not satisfied, then there
exists a continuous f for which lim^oo | Ln(f; z0) | = oo.

(b) If f is analytic on D and continuous on C U D, then (4.6)
alone is a sufficient condition for (4.4).

(c) If (4.6) holds at only one point z09 then the image sequence
on the unit circle of S19 S2, under the mapping function used by
Fejer (§2) is strongly equidistributed.

The first question is whether strong equidistribution with each Sn

containing only distinct points might be sufficient for either (4.5) or (4.6)
to hold. We have already seen in (4.1) that when C is the unit circle
the answer for (4.5) is no. As for (4.6), for the set S* the last term
of the summation is

zl- 1

The equidistributed points ξ, ξ2, £3, are everywhere dense on | z | = 1,
so this term is unbounded for each z0, \zo\ < 1. Therefore (4.6) cannot
hold for this equidistributed sequence, and furthermore for each z0, \zo\<l,
there is a continuous function / for which | Ln(f; z0) | formed in S* is
unbounded as n increases.

The second question is whether (4.6) might be necessary as well as
sufficient for convergent interpolation to all functions / analytic on D
and continuous on C [j D. When C is the unit circle, we have shown
that the sequence S*,S*, ••• provides convergent interpolation to all
such functions for which d(f\t,ξ) is integrable in t, and this sequence
does not satisfy (4.6). Thus at least for the Lipschitz subclass of the
class of functions under consideration, (4.6) is not a necessary condition.
But the question remains open as to whether if (4.6) is not satisfied, a
function / analytic on D and merely continuous on C U D can always
be constructed such that Ln(f; zQ) —> oz for some zQ9 \zo\ < 1. This ap-
pears to be related to another open question communicated to the author
by Professor Philip C. Curtis, Jr.: Given any sequence S19 S2, •••, on
C which may or may not satisfy (4.6); can a function / analytic on D
and continuous on C U D always be constructed such that for some point
z0 on C, Lw(/;z 0)^cχ>?
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