
A SPECTRAL THEORY FOR A CLASS
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G. K. LEAF

In this paper we introduce a type of spectral theory for bounded
operators in a Banach space. We shall focus most of our attention
on the continuous spectrum, since the point spectrum, at least when
it is isolated, can be handled by using the contour integral techniques
developed by F. Riesz, E. R. Lorch, and N. Dunford and discussed
in [4, 7].

In 1941, E. R. Lorch [6] treated a class of operators in a reflexive
Banach space which are natural generalizations of unitary operators.
By using ingenious methods, he was able to find invariant manifolds
for these operators and constructed a spectral theory which in many
respects is similar to that which is available for unitary operators.
More recently, N. Dunford [2, 3] has developed an extensive spectral
theory for certan classes of operators in Banach spaces, and related
work in this area has been done by F. Wolf [9] and others. However,
Dunford's class of spectral operators does not contain the class studied
by Lorch.

In this paper we will employ some of Dunford ?s techniques to
obtain results which parallel those of Lorch [6]. In doing so, we are
able to handle a larger class of operators than in [6], at least in the
case where the spectrum is entirely continuous. Finally, we wish to
point out that the results in Section 2 are not best possible.

l Preliminary remarks. If T is a bounded linear operator in a
complex Banach space X, then R(z; T) will denote the resolvent oper-
ator (z — T)-1 defined for z in the resolvant set of T. When T is
understood, the notation R(z) will be used in place of R(z; T). For
any two points zλ and z2 in the resolvant set, R satisfies the follow-
ing relations:

(i) R(zJ - R(z2) = (z2 - zJRizjRiz,), and
(ii) R(zλ)R(z2) = R{z2)R{zλ).

One consequence of the above relations is the analyticity of the vector-
valued function R{z)x on the resolvant set p(T) for each vector x in
the space X. Since R(z)x is a vector-valued analytic function on
p(T), it is natural to speak of analytic extensions of R(z)x. The
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following definitions are due to Dunford [3; p. 326].

1.1 DEFINITION. An analytic extension of R(z) x is a vector-valued
function / defined and analytic on an open set Δ(f) containing p{T),
and satisfying the equation (z — T)f(z) = x for every z in Δ(f).

It is clear that if f(z) is an analytic extension of R{z)x, then
R(z)x =f(z) for every z in p(T). R(z)x is said to have the single-
valued extension property provided that for every pair / and g of
analytic extensions of R(z)x, we have f(z) = g(z) for z in the inter-
section of Δ(f) and Δ(g). The union of the sets Δ(f) as / varies over
all analytic extensions of R(z)x is called the resolvent set for x and
is denoted by p(x). The complement of p(x) is called the spectrum
of a?, and is denoted by σ(x). If R(z)x has the single-valued extension
property, then R(z)x has a maximal single-valued analytic extension
x(z) with domain p(x) and with x(z) = R(z)x for £ in p(T).

2. A class of operators with continuous spectrum* In this section
V will denote an invertible bounded linear operator satisfying the
following two conditions:

(a) || Vn\\ = o(\n\) as n tends to ±oo.
(b) The spectrum of V is purely continuous; that is, the point

and residual spectrum are empty.

2.1 THEOREM. The spectrum of V lies on the circumference of
the unit circle.

Proof. The conclusion of this theorem depends on assumption (a).
From (a) we have || Vn\\ ^ n and || V~n\\ ^ n for all n sufficiently
large. Taking the nth root of both sides of each inequality, and
passing to the limit, we see that the spectral radii of V and V~x are
both less than or equal to one.

It is convenient to obtain series expansions for R(z) in each com-
ponent of p(V). If \z\ > 1, then from (a), it is easily verified that
Σ»=o3-n-1FΛ converges in the uniform operator topology to a bounded,
everywhere-defined operator satisfying the equation:

- V) = I.
\ 0 /

Hence if \z\ > 1, then R(z) = Σ~z~n~λVn.
For \z\ < 1, (a) will imply that —^>znV~n~1 converges in the

uniform operator topology to a bounded, everywhere-defined operator
satisfying the above resolvent equation. Hence for \z\ < 1, we have
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The behavior of R(z) as z approaches o(V) will be needed. For
any point ξ = eiλ, the transversal segment through ξ generated by
z = (1 + s)eiλ, -so^s^ so,Q <s0^ 1/2, will be denoted by Δ{ξ). The
next result is proved by direct examination of the above expressions
for the resolvent operator.

2.2 THEOREM. For any ξ = eiλ we have

for 0 < I s I 5£ s0 where 0 < sQ ̂  1/2 and Mλ is a constant.

Dunford [2; p. 564] has shown that if the spectrum of a bounded
linear operator T is nowhere dense in the complex plane, then for
«ach vector x in the space X, R(z; T)x has the single-valued extension
property. Since the operator V under consideration has its spectrum
on the circumference of the unit circle, and so has nowhere dense
.spectrum, for each x in X we may speak of the single-valued analytic
function #(•) which is the maximal extension of R(z; V)x. The follow-
ing results (cf. [2; p. 564]) are immediate consequences of the defini-
tion of x( ) .

2.3 LEMMA. For any x and y in X, we have:
(a) σ(x + y) g σ(x) U σ(y),
(b) (ax + βy){z) = ax(z) + βy(z) for z in ρ(x) n ρ(y),
(c) σ(x) = 0 if and only if x = 0.
If T is any bounded linear operator and j^"(T) is the algebra of

scalar-valued functions analytic in some neighborhood of ρ{T), then
there exists an algebraic homomorphism of ^(T) into the algebra
B(X) of all bounded linear operators on X The homomorphism (cf.
{7; ch. 5]) is given by

f(T) = -L- ( f(z)R(z; T)dz , / in j

where C is the boundary of an open set D containing p(T) and such
that D U C is contained in the domain of analyticity of / and C con-
sists of a finite number of positively-oriented nonintersecting Jordan
curves. In the case of the operator V, for each / in ^~(V), C may
be chosen to be the oriented boundary of some annular region con-
taining the circumference of the unit circle. Let/be in ̂ ~(V) with
domain of analyticity Δ(f)\ let D = {z: rx < | z \ < r2, rx < 1 < r2} be a
region such that the boundary C together with D is contained in
Δ(f). In addition, let ξ be any point on the circumference of the
unit circle with Δ{ξ) denoting the transversal segment through ξ con-
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necting the inner and outer boundaries of D. In general the integral
of f(z)R(z)x along the transversal Δ{ξ) does not exist due to the
possible unboundedness of R(z)x on A(ξ); however, the restricted be-
havior of E(z)x on Δ{ξ) implied by Theorem 2.2 will permit us to define
the integral for a suitable choice of /. For 0 ^ X1 < λ2 < 2π, let
C(\, λ2) denote the contour consisting of the arcs AB, BC, CD, and
DA where A, B, C, and D are given by: A = (1 - t)eiλ*, B ^ (1 — t)e{\
C = (1 + t)eiλ\ and D = (1 + £y λ 2 The arcs AB and CZ> are subarcs
of circles centered at the origin of radii 1 — ί and 1 + t respectively
with 0 < ί ^ 1/2. The arcs BC and DA are the transversal segments,
through | i = eiλl and | a = eίλ2 respectively. The contour C(λx, λ2) is-
positively-oriented in the counter-clockwise direction. The complement-
ary contour C(λ2, \) consists of the subarcs DC and BA together with
the transversals CB and AD. The closed subarc of the circumference
of the unit circle consisting of the points ξ — eiλ such that λx ^ λ ^
λ2 will be denoted by [Xu λ2] or [ξl9 ξ2] whichever is more convenient.
The closure of the complement of [Xu λ2] with respect to the circum-
ference of the unit circle will be denoted by [λ2, λj or [|2, | J . The
following two theorems, being specializations of theorems due to
Dunford [2; 586], are stated without proof. It should be noted that
integrals of the type to be discussed in the following theorems were
first used by E. R. Lorch, Return to the Self-Adjoint Transformation,.
Szeged Acta, 1950.

2.4 THEOREM. Let F(z) be analytic in the closed annulus 1 — t S
I s I ̂  1 + t, 0 <t ^ 1/2. For ξx = eίλ* and ξ2 = eiλ* with 0 ^ λx <
λ2 < 2π, let C(λi, λ2) be the contour defined in the preceding discus-
sion. Then

J(\, λ2; F) = - ^ [ F(z)(z - m*

exists as a Riemann integral, and is independent of t provided F(zy
is analytic in the closed annulus determined by t. In addition, the
spectrum (?(J(\, λ2; F)x) is contained in the intersection of [kl9 λ2]
and σ(x). Furthermore, lim J(\, λ2; F) = 0 as λ2 — λx approaches 0
from above. If F(z) = 1 then J(Xlf λ2; F) will be denoted by J(\, λ2).

2.5 THEOREM. For every ξ1 = eiλl and ξ2 = βίλ2 the set {x: σ(x) S
[λx, λ2]} is a closed linear manifold.
In the following theorems, the assumption that the spectrum is purely
continuous will be used.

2.6 LEMMA. For any ξ — eίλ, the range of the operator {V — ξ)%
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is dense in the space X.

Proof. Let A(M) denote the range of an operator A acting on a
linear manifold M, and cl(M) the closure of M. It is obvious that
( F - ? ) 2 ( I ) g ( F - ? P ) . On the other hand, if M = (V- ξ)(X),
then since cl(M) = X, we have:

{V-ξ){X) = (V-ξ)

We now obtain a basic decomposition of the space X relative to V.

2.7 THEOREM. Let ξu ξ2, , ξn be points on the circumference
of the unit circle, and let W denote the range of the operator

(V-mV-ξ2y - (V-ξn)
2; then

(i) W is dense in the space X, and
(ii) for any vector y in W there is a unique decomposition y =

Vi + V% + + Vn with σ(yk) gΞ [ξk, ξk+1], where we have set ξn+1 = &.

Proof. Part (i) is obtained from Lemma 2.6 by induction. In
order to prove part (ii), we note that by the operational calculus

y = (V-1,)2 (v- ξjx = -J^\(z- ξ,γ (z - ξnγR{z)xdz,
2π% Jo

where C is the oriented boundary of the region

JO = {s: 1 - ί < I s | < 1 + ί, 0<t^ 1/2} .

Using Theorem 2.2, we write the above integral as the sum of
integrals in the following way:

V = —^r \ (z - ξiY (« - ξn)
2Ii(φdz + •

1 Γ

+ r 1 (3 — |i) 2 (Z — ξnfR(z)xdz .

Setting

y* = - M (2-li)'---(«-?»)a-B(3)ajd3 for fc = 1, 2, . . ,tι

we have y — y± + y2 + + yn. From Theorem 2.4,

σ(yk) S [^, ffc+1] Π <7(a) for & - 1, 2, . . . , n .

To show uniqueness, suppose

y = Vi + V2+ - + yn = vΊ + vί + -- + y'n,
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then

Vl - »ί = (lίί - 0l) + + (Vn ~ Vn) .

Hence by Lemma 2.3(a), we have

σ(y1 - y[) s [ξ» f J Π [ft, ft] - {ft} U {£} .

Thus to show uniqueness, it suffices to show that σ(u) S {f} implies
that u = 0. But it is easily seen that if σ(u) £ {£}, then ( F — £)*% = 0.
However ( F — f) is by assumption one-to-one; hence u — 0.

Before we proceed to the next theorem, we shall discuss a gener-
alization of a result due to Lorch [6], Although Lorch assumed that
|| Vn\\ ig K for some constant K and all integers n, we shall only as-
sume that || Vn || = o(| n |). This lemma is the key to the reconstruction
of the operator V from the spectral manifolds that will be introduced
in Theorem 2.9.

2.8 LEMMA. Let y = (I — Vfx and let ε > 0 be given, then there
exists a constant Aε such that

Proof. Since || F w || = o(| w |), there exists a constant Λf > 1 such
that || V* || < 6Mn for n = 1, 2, . Thus if σ. = Σ?" 1 (1 - kjn)V\
we have ||σ n | | f£ Λί(w2 + 5). Now for any integers w, m, and k and
any vector x in the space, we have:

σk((I- Vfx) = ( 7 - F)α? - A r V - Fλ)Fα; ,

(7W((J- Vfx) = ( 7 - F)2^ - m - V - F w ) ( 7 - F)Fx ,

σ.((I - Vfx) = (I - F)3ίu - w-χ(7 - F%)(I - F)2Fα? .

For any integer p and i = 0, 1, 2, set Q^p) = p-1(7 - VP)(I - F)* F.
Since || F % | | = o(|^|), we have || Q*(3̂ ) || tending to zero as p tends to
infinity for i = 0,1, 2. Thus if x is any vector in the space X, we
have:

II ( 7 - V)x\\ S Q°(k)\\x\\
+ M%k2 + 5)(m2 + 5)(n2 + 5) || (I - Vfx |

Choosing k, m, and n, in succession, such that each of the first three
terms is less than ε/4 and setting A2 — M\k2 + 5)(m2 + 5)(n2 + 5), we
have the desired result. Using | - 1 F , with ξ on the circumference of
the unit circle, in place of F in this lemma would replace the identity
operator I apperaring in the desired inequality by ξl.

2.9 THEOREM. Given any ε > 0 there exists a d > 0 such that
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for any X with 0 S X ^ 2π and any vector x in the closed linear
manifold L(X) = {x: σ(x) §Ξ [λ, λ + 8]} we have

\\(V-e^)x\\tίe\\x\\.

Furthermore, let n = [2τr/δ] and let Xk = kδ for k = 0, 1, , n;
then the space X is spanned by the manifolds L(Xk), k = 0, 1, •••,%.

Proof. Let ε > 0 be given, the choose k, m, and w as was done
in Lemma 2.8. Now choose a positive number εx so small that ε±Ae <
ε/4. For this choice of εlf choose a δ > 0 such that if ξ = e ί λ is any
point on the circumference of the unit circle, and if ξ = e ΐμ with
/ί = λ + 5, then

( 2 ) \\J(X,μ)\\<ε1/2.

Inequality (2) is possible by Theorem 2.4, and the choice of δ is inde-
pendent of λ. Set L(λ) = {x: σ(x) £Ξ [λ, μ\}\ by Theorem 2.5, L(λ) is
a closed linear manifold. Suppose x is in L(λ), then J(/^, λ)x = 0;
hence,

(V- f) 2 (F - O2^ = J(λ, μ)x + J(/ι, λ)a? - J(λ,

From (2) we then have:

|| (V - | ) 2 ( F - O2tf II - II J(λ, j«)a; || ^ εα/2 || a? ||

Thus

By Lemma 2.8 and the choice of εlf we have

\\(V~ξ)x\\ £ (3/4)ε| |x| | + A9\\(V-ξyx

+ £lAe || a? || ^ (3/4)ε || x || + (ε/4) || x \\ = ε \\x \\ .

Using the δ which was determined in the above discussion, we
let n be the greatest integer in 2π/δ. Let Xk = kδ and ξk = eίλjc for
/b = 1, 2, , n and set ξn+1 = 2π; then from the first part of the
theorem, we have | | ( F — ξk)x\\ ^ ε\\x\\ for a? in L(Xk). For any ΛJ in
X we may, by Theorem 2.7, approximate a? by a vector of the form
(V — ξof(V — iif (V — ξnfV This vector may, in turn, be written
as yλ + y2 + + yn with yk in L(λΛ).

If Ϊ7 is a unitary operator in a Hubert space iϊ, then the preced-
ing theorem can be improved. Recall (cf. [5; p. 357]) that if U is
unitary, then there exists a resolution of the identity Et for U such
that for each continuous and periodic function / o n [0,2π] there
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S 2τr

f(t)dEt. Here the integral
0

converges in t h e operator norm, and for each x in H, \\Ufx\\2 =

Γ Ί / ( * ) N i l E& II2. If e > 0 and ξ = eiλ are given, let a = λ + ε, then
Jo

if α? is in the range of the projection EΛ — EXy we have Etx = 0 for
ί ^ λ, and JÊ a? = x for α: ^ ί. Thus

2jr

= I β« - e i λ |» <2 || # t * ||2 <Ξ
JO

= e» N o ? I

If ε > 0 is given, choose a partition 0 = sQ < sx < < sw+1 = 2π of
[0, 27r] with 8ί+1 — Sj < ε for j" = 1, 2, , n + 1. Setting L'(Sj) —
(ESJ+l - EtJ)(X), and noting that J = Σ ? ί ϊ ( ^ + 1 ~ E.3) we see that
H = L'ίβOφ ΘI/(βn+i) and from the above discussion, \\{V-ei8ήy \\ ^
ε || y\\ for each ?/ in Lf{sό). Thus in the case of a unitary opera tor f

H is the direct sum of the collection Lf{Sj).

Numerous examples of bounded invertible operators, with any
desired rate of growth for the iterates, may be obtained by consider-
ing the shift operator acting in certain sequence spaces. Such sequence
spaces and analogous function spaces have been studied by A. Beurling,
J. Wermer, and others, (cf. 8)

Let {pn}, — c o < w < o o , be a sequence of real numbers greater
than or equal to one with p0 = 1 and satisfing pn+m ^ pnPm for all m
and n. Let L denote the Banach space of all sequences x = {xn} such
that Σ"=-oo pn I %n I is finite and with this sum as the norm for the
element x. Let T be the shift operator defined on L by Tx = y where
V = {Vk} and yk = α?Λ_i. Then T is a bounded invertible operator on
L and, for each n, \\Tn\\ — pn. In particular, setting pn = 1 + \n\*
for some fixed a such that 0 < a < 1, we obtain an operator T for
which || Tn\\ = o(|w|) while || Γ w | | is not bounded.

3Φ The resolving manifolds* In this section, a system {Gλ, Fλ},
0 ^ λ ^ 2ττ, of pairs of closed linear manifolds is developed which has
some of the properties of a resolution of the identity in the case of
a unitary operator.

3.1 LEMMA. Let eiK and eiμ be any two points on the circumference
of the unit circle with λ < μ and denote the open subarc {z: | z \ = 1, z ί
[λ, μ]} by [λ, μY; then {x + y: σ(x) £ [λ, μ], σ(y) £ [λ, μ]'} is dense in X^

Proof. Choose λx < λ < λ2 < μx < μ < μ2: set

F{z) = {z- eikψ(
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then using the notation of Theorem 2.4, we have for x in X

(i) (V - eiλ02( V - eiλή2( V - e^)2( V - e^fx = J(Xlf X2)x

2, μ1)x + J(μlf μ2)x + J(μ2,

If λi, λ2 tend to λ and ft, ft tend to ft then by Theorem 2.4,
and J(ft, μ2)x both tend to zero, and the left-hand side of (i) tends
to (V - eiλ)\ V - ^ ) 4 # . Thus

(V - eiλ)4(V - ^ ) 4 # - lim J(λ2, ft)# + J(μ2, \)χ .

By Theorem 2.4,

σ( J(λ2, ft)α;) S [λ2, ft] C [λ, μ] ,

and

<x(J(ft, λOa?) S [ft, λ2] s [λ, μ]' .

Hence any vector in the closure of the range of (V — eiλ)\ V — eiμf
satisfies the conclusion of the lemma. But the range of the above
operator is dense in the space; hence the conclusion holds for every
vector in the space.

We are now in a position to define the system {Gλ, Fλ} of resolving
manifolds. For 0 ^ λ g 2ττ, set

Gλ = {x: σ(x) g [0, λ]} , and Fk = {x: σ(x) g [λ, 2τr]} .

3.2 THEOREM. For 0 ^ λ ^ 2τr, the resolving manifolds have the
following properties:

(a) Gλ and Fλ are closed linear manifolds;
(b) Gλ and Fλ have only the zero element in common;
(c) for 0 ^ λ ^ μ ^ 2ττ, Gλ S G^ and F» S F λ ;
(d) ίfcβ pair {(?λ, jPλ} span ί̂ e space X; and
(e) Gλ and Fλ reduces V.

Proof. Part (a) follows from Theorem 2.5. If x is in the inter-
section of Gλ and F λ , then σ(x) g {eiλ} U {βί0}. Thus <j(aj) consists of
at most two points; hence, as was shown in the proof of Theorem 2.7,
x = o. For part (c), suppose λ is zero, then GQ = {#: σ(#) g {βί0}}.
But then Go = (0). The same argument shows that î 27r = (0). It is
obvious that G2, = I and Fo = X If 0 < λ < μ < 2τr, then [0, λ] Q
[0, μ] and so (0) = GQ gΞ Gλ S Gμ S G23r = X In the same way X =
^ 3 ^ 3 ^ , 3 F2π - (0). Since [0, λ]' g [λ, 2τr], we have

{x + »: σ(x) g [0, λ] , (j(i/) g [0, λ]'}

S{α; + y: σ(x) g [0, λ] , σ(y) g [λ, 2u]} .
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Taking the closure of both sides, and noting that, by Lemma 3.1, the
closure of the left-hand side is X, proves part (d). Part (e) will be
proved, once it is shown that σ(Vx) S σ(x); but this follows from the
equation R(z)Vx — VR(z)x, z in p(V). Since V is a bounded operator,
the right-hand side has an analytic extension to p(x); hence p(Vx) 2
ρ(x) or σ(Vx) £ σ(x).

The following theorem characterizes the spectrum of V in terms
of the behavior of Gλ as a function of λ. Recall that we have, by
hypotheses, ruled out the possibility of point or residual spectrum.

3.3 THEOREM, (a) The point eίλ is in ρ(V) if and only if there
exists an ε > 0 such that G> = Gλ for all μ such that λ — ε < μ <
λ + ε.

(b) The point eίλ is in σ(V) = oe(V) if and only if Gμ is not
constant in any neighborhood of λ.

Proof. If λ < μ then (λ, μ) will denote the open subarc of the
circumference of the unit circle from eίλ to eiμj.

(a) Suppose eiλ is in ρ(V), then there exists an ε > 0 such that
if λ — ε < μ <X + ε, then ei/Λ is in p(V). If μ is such that λ — ε <
μ < λ, then G> £ Gλ; but if x is in Gλ, then since (λ — ε, λ) c ρ{V),
we have σ(x) £ [0, λ — ε] c [0, μ]. Hence, x is in Gμ and Gμ = Gκ

for λ — ε < μ < λ. The same argument is used for λ < μ < λ + ε.
On the other hand, suppose that for some ε > 0, Gμ — Gλ for λ — ε <
μ < λ + ε. It must be shown that the open arc (λ — ε, λ + ε) lies in
ρ{V). Let μx and μ2 be any two numbers such that λ — ε < μλ <
μ2 < ^ + ε. We shall first show that J(μl9 μ2)x — 0 for each x in X.
By Theorem 2.4, we know that for any x in X, we have σ(J(μlf μ2)x) £
IX, AVl; hence if /ι2 < s < λ + ε, then J(μ19 μ2)x is in Gs because
[fa, ft] c [0, s]. Now if λ — ε < μ < μ19 then by assumption Gμ = Gs;
hence J(ft, ft)α; belongs to Gμ. which implies that σ(J(μu μ2)x) £ [0, μ].
Thus σ(J(μlf μ2)x) £ [ft, ft] Π [0, /i] = 0 . By part (i) of Lemma 2.3,
we have /(ft, μ%)x = 0. Using the operational calculus and splitting
the contour in the usual way, we have

(V - e^)\V- e^fx = J(ft, μ2)x + J(ft, μλ)x = J(ft, μx)x .

Thus

σ((V - e^Y(V - e^fx) - σ(J(ft, μjx) £ [ft, ft] .

But since (cf. [2; p. 589])

σ(x) g ( 7 ( ( F - β^i) 2(F- e^)2^) U {eiμi} U {eίμ2} ,

we have σ(x) £ [̂ 2, μ j . Thus for any a? in X, we have (ft, μ2)czp(x)
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where (μlf μ2) is any open subarc of (λ — ε, λ + ε). Thus for any x
in X and any point eilM, with λ — ε < / i < λ + ε, we have e^ in ρ(x)
and (eiμ- - V)x(e^) = x; hence (βiμ - V) maps X onto X, and so βΐfA

is in p(V) for each μ in (λ — ε, λ + ε).
(b) This is obvious since σ(V) = 0"C

4 Weakly almost periodic operators. In this section we shall
show how the methods developed by Dunford can be applied to a class
of operators studied by E. R. Lorch [6], The main results presented
here do not differ from those in the paper by Lorch, but the mani-
folds defined here are larger than those in [6].

Let X be a reflexive Banach space and V an invertible bounded
operator such that

(a') || Vn || ^ K for some constant K and n = ± 1 , ±2 .

Lorch calls an operator V in a reflexive Banach space which satisfies
condition (a') a weakly almost periodic (w.a.p.) operator. Since con-
dition (a') is more stringent than condition (a), we see from Theorem
2.1 that the spectrum of a w.a.p. operator is contained in the circum-
ference of the unit circle. The following lemma is basic to the dis-
cussion; its proof may be found in [5].

4.1 LEMMA. For each ξ on the circumference of the unit circle
there exists a bounded projection Pξ with range R{Pξ) = {x: Vx — ξx}
and null space N(Pξ) = cl(V — ξ)(X). Moreover, the space X is the
direct sum of the subspaces R{Pξ) and N{Pξ).

If ξ — V is one-to-one for some ξ on the circumference of the
unit circle, then from the above lemma, R(Pζ) = (0); hence the range
of ξ — V is dense in X. Thus ξ is in the continuous spectrum; hence
the residual spectrum of a w.a.p. operator is void. Furthermore,
condition (a') implies that for | z \ > 1,

\\R(z; V)|| = | | Σ
II fc=o

and for | z \ < 1,

\\R(z; V)\\ = 1 1 -

hence a w.a.p. operator satisfies the stronger condition of having a
resolvent with a first order rate of growth. Thus Theorem 2.4 applies
to a w.a.p. operator with J(XU λ2) now defined by:

J(\, λ2) = - L - ( F(z)(z - eίλi)(z - eiλήR(z)dz .
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The set of all x whose spectrum lies in a closed subarc of the cir-
cumference of the unit circle is a closed linear manifold since this is
a consequence of the finite order of the rate of growth of the re-
solvent. In the case of a w.a.p. operator, Theorem 2.7 is replaced
by the following theorem.

4.2 THEOREM. Let ft, ft, •• , | w be points on the circumference
of the unit circle and let W denote the range of the operator
(F-^KF-IO ίF-^); then

(i) X = R(Ph) © © R(PζJ 0 cl( W), and
(ii) for any vector y in W there is a unique decomposition y =

Vi + y2 + + Vn where σ(yk) e [ξk, ξk+1], k = 1, 2, , n with ξn+1 = ft.

Proof. In part (i), the general case is handled by induction.
The case n — 2 follows from the relation

together with the result (cf. [2; p. 592]) that the range of the projection
(/ — Pξl)(I — Pς2) is equal to the closure of the range of the operator

(^-ftX^-ft).
The proof of part (ii) is identical to the proof of Theorem 2.7 (ii).
If ft, ft, , ξή+i = ft is any finite collection of points on the cir-

cumference of the unit circle, then this collection forms a partition
of the circumference into a finite number of nonoverlapping closed
intervals [ξk, ft+J. By the preceding theorem, any vector x in the
space may be approximated by a vector of the form xx+ + xn +
Vi+ --- + yn where Vxk = ξkxk and σ(yk) g [ft, ft+1], fc = 1, 2, , n.
An obvious question as to the character of σ{xk) is answered by the
following lemma.

4.3 LEMMA. For any ξ = eiλ, then Vx = ξx, x Φ 0, if and only
if σ(x) = {f}.

Proof. If x φ 0 and Vx = ξx, then

thus j?(£)# is analytic for zΦξ, and so σ(x) = {£}.
On the other hand, if o"(α?) = {ξ}, then <τ(#) ̂  0 and so a? =£ 0.

If ξ = e ί λ, choose two sequences {λj and {/£Λ} such that λn < λ < ^ w

with λw and βn both tending to λ. Using the operational calculus
and splitting the contour in the usual way, we have

- e**»)x = J(\n, μn)x + J(μn, \n)x .
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Since σ(x) = {£}, J(μn, Xn)x = 0 for every n. By Theorem 2.4, J(λn, /JβΛ)α?
tends to zero as n tends to infinity. Thus

(V - ξfx = limn (V - e ί λ -)(F = β*»)α> = lim. J(\nf μn)x = 0 .

Thus (s - ξ)R(z)x = α? + (z - ξ)-\V— ξ)x. Since (z - ξ)R{z)x is bounded
as z tends to £ along the transversal through ξ, we have (V — ξ)x = 0.

Theorem 2.9 relied mainly on two hypotheses. The first was that
for any finite set of points ξ19 ξ2, , | n each vector a? could be ap-
proximated by n vectors ylf y2, - ,yn where σ(yk) Q [ξk, ξk+1]. In the
case of a w.a.p. operator, this hypothesis was shown to be valid in
the discussion preceding Lemma 4.3 together with the lemma itself.
The second hypothesis was provided by Lemma 2.8 which said that

for any ε > 0 there exists a number As such that for any
} x in X, we have \\(V - I)x \\ ̂  (3/4)ε || x \\ + As \\ (V - Ifx \\ .

The validity of (β) depended on the condition || Vn\\ — o(ri), and
it is easily seen from the proof of Lemma 2.8 that (β) remains true
if the fourth power is replaced by any lower power. Since a w.a.p.
operator satisfies the condition || Vn\\ — o(ri), (β) holds for a w.a.p.
operator with the fourth power replaced by the second power. With
the above discussion in mind, Theorem 2.9 holds for a w.a.p. operator,
and can be proved in exactly the same way that Theorem 2.9 was
proved.

In order to obtain a system of resolving manifolds for a w.a.p.
operator, the following two lemmas are needed. The first lemma is
a special case of a more general result due to Dunford (cf. [2: p. 593]).
The second lemma will be proved by applying techniques developed by
Dunford.

4.4 LEMMA. Let | x = eiλί and ξ2 = βίλ2 be any two points with
λj < λ2, and denote the open subarc {eίλ: λ g [λlf λ2]} by [λx, λ2]'. Then
the set of all vectors of the form x + y with σ(x) £ [Xlf λ2] and σ(y) £
[λj, λ2]' is dense in X.

4.5. LEMMA. If σ(x) = {£J U {ξ2}, then x = xx + x2 where Vx1 =
ξxxx and Vx2 = ξ2x2.

Proof. Suppose σ(x) = {ξj} U {fa}, let [x] denote the closed linear
manifold generated by R(z)x as z ranges over ρ(V). This subspace
is defined in [2; p. 564] and the following properties are given there.

(a) V([x])Q[x];
(b) x is in [x];
(c) if y is in [x] then [y] £ [α?];
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(d) if Vx denotes the restriction of V to the subspace [a?], then

From (d), σ( Vx) — {ξJ- U {ξ2}; hence {ξ±} and {ξ2} are spectral sets for
Vx. Let X4 be the range of the projection Et associated with the
spectral set {ξi} and Vt the restriction of Vx to the subspace X{ for
i = 1, 2. Then ^(F;) = {&} and [#] = Xx 0 X2. Since a? is in [x], x
is of the form xx + #2 where xx is in Jζ and x2 is in X2. On applying
Lemma 4.3 to these subspaces, we obtain the assertion of the lemma.

Using the preceding lemmas, we can define a system to resolving
manifolds for a w.a.p. operator. Let G2π = X and F2π = (0); for 0 ^
λ < 2π, let Gλ be the set of all x such that 6r(α?) g [0, λ] together
with P# = 0 and P λ # = 0. Let Fλ be the set of all x for which
σ{x) g [λ, 2ττ].

4.6 THEOREM. .For 0 ^ λ ^ 2ττ, ί/iβ resolving manifolds satisfy
(a) Gλ αwtί i<\ are closed linear manifolds,
(b) Gλ and Fx have only the zero element in common,
(c) for 0 ^ λ < μ ^ 2ττ, Gλ S G
(d) the pair {Gλ, i\} spans X; and
(e) Gλ and Fλ reduce V.

Proof. If ξ = eiλ, then Gλ - {x: σ(x) e [0, λ]} n iV(Pλ) n
The fact that {x: σ(x) s [0, λ]} is a closed linear manifold follows
directly from Theorem 2.5 since the validity of that theorem depended
only on the finite rate of growth of the resolvent. This last state-
ment also applies to Fλ. If x is in both Gλ and Fλ, then σ(x) g
{1} U {|}, by Lemma 4.5, a? is of the form xλ + x2 where Px1 = xx and
p λ ^ 2 = a;2. Since x is in Gλ, Px and P λx are both 0; hence xx = Pxx =
Px = 0, and x2 = Pλx2 = Pλx = 0. Thus x = 0. For part (c), suppose
λ = 0, then Go = {x: σ(x) c {ei0}, Px = 0}. If αj is in Go with a? Φ 0,
then by Lemma 4.3, we have Px — x. Since x is in Go, it follows
that P# — 0. Hence, contrary to the hypothesis, x is zero. If λ is
not zero, and λ is less that μ, then if x is in Gλ, we have (τ(#) g
[0, λ] c [0, μ], Pec = 0, and Pλx — 0. To show that x is in Gμ, we need
only show that Pμx = 0. Let xx — Pμx and suppose ^ is not zero.
By Lemma 4.1, x = xx + h where h is in the closure of the range of
(V — eίμ-). Since xx is an eigenvector, xx{z) = (z — 6^)"%, and by
Lemma 2.3, a?(«) = a?^) + h(z) for « in ρ(h), z Φ eilM. Since xx(z) is in
the range of P μ , (̂2;) is in the null space of P μ ; hence the singularity
of xx(z) at z = e ίμ cannot be cancelled out by /&(2). Thus e iμ is in σ(cc).
But σ(x) g [0, λ] and e ίμ is not in [0, λ]; thus Pμx must be zero, and
Gλ g Gμ for λ less than μ. The monotonicity of Fλ is obvious. Part
(d) is a direct consequence of Lemma 4.4. Since VPλ — PλV, part (e)
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is proved in exactly the same manner as part (e) of Theorem 3.2.

4.7 THEOREM, (a) The point eίλ is in the point spectrum of V
if and only if Gλ is properly contained in the intersection of Gμ for
μ>X.

(b) The point eik is in the resolvent set if and only if there
exists an ε > 0 such that Gμ = Gλ for λ — ε < / i < λ + ε.

(c) The point eiλ is in the continuous spectrum if and only if
Gλ is the intersection of Gμ for μ > λ and Gμ is not constant in any
neighborhood of λ.

PROOF. If eiλ is in the point spectrum, then there exists a vector
x0 Φ 0 such that Vx0 = eiλx0; hence Pλx0 — x0. By Lemma 4.3, σ(x0) =
{βίλ}, and since PμPλ — 0 for μ Φ λ, we have Pμ.x0 = 0 for μ φ λ.
Hence, if μ is greater than λ, we have σ(x0) — {eίλ} c [0, μ], Pμx0 = 0,
and Px0 — 0, i.e., x0 is in Gμ for μ greater than λ. Since Pλx0 =
xQ φ o, we see that x0 is not in Gλ; thus Gλ is properly contained in
the intersection of G> for μ > λ.

On the other hand, suppose Gλ is properly contained in the inter-
section of Gμ for μ > λ, then let x be in this intersection, but not
in Gλ. We then have Px = 0 and o"(a?) S [0, /£] for all μ greater than
λ; hence, σ(x) S [0, λ]. If Pλx were zero, then x would be in Gλ;
thus Pλx Φ 0 and V{Pλx) — eikPλx showing that eiλ is in the point
spectrum.

Parts (b) and (c) are proved in almost exactly the same way that
Theorem 3.2 was proved.
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