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1* Introduction* The theory of quadratic functionals on a
Hubert space is applied here to variational problems for multiple
integrals, involving several dependent variables and their partial
derivatives up to any finite order, in nonparametric form. The treat-
ment is confined to integration over open sets with fixed boundary,
and to weak neighborhoods of an extremal. The basic result is the
establishment of general sufficiency theorems for a weak relative
minimum with isoperimetric or differential side conditions. A specific
application is made of the sufficiency theorem in the case of isoperimetric
side conditions to the extension of a well known characterization of
of extremals. This characterization has been treated by Poincare [16],
Birkhoff and Hestenes [1], Karush [9] and others. It is analogous to
the characterization of saddle points on two-dimensional surfaces as
constrained extrema.

2* Quadratic forms* The theory of quadratic functionals (forms)
has been developed explicitly by Hestenes [6, 7], and implicitly by Van
Hove [19] and writers on elliptic partial differential equations.

If Q(x) is a quadratic form on a Hubert space £> with real scalars
then there exist unique subspaces £>+, φ0, φ_ of £>, having the null
vector as their only common element, that are mutually orthogonal
and Q-orthogonal, are such that Q is positive on £>+, negative on £>_,
and zero on φ0, and are such that ξ> — ξ>+ + φ0 + Φ~ [6, p. 543]. The
sum of the dimensions of the subspaces ξ>_ and £>0 will be called the
isoperimetric index of Q on ξ). A quadratic form that is represen-
table on ξ> as the sum of a positive definite quadratic form and a w-
continuous quadratic form has been called a Legendre form by M. R.
Hestenes. The fact that the isoperimetric index of a Legendre form
is finite is significant for the characterization of extremals given below.

If Q(x) and K{x) are quadratic forms on ξ> such that J(b; x) —
Q(x) + bK(x) is a Legendre form for every positive number b, K(x) ^ 0,
and Q(x) > 0 whenever K(x) = 0 and x Φ 0, then there is a positive
number c such that J(c; x) is positive definite on ξ>. A corollary to
this is: If Q(x) and K{x) are quadratic forms on ξ>, J(b0; x) —
Q(x) + b0K(x) is a Legendre form for some number bQy K{x) ^ 0, and
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Q(x) > 0 whenever K(x) = 0 and x Φ 0, then there is a positive number
o ^ &o such that J(c; x) is positive definite on § .

Let A be a metric space. Let Λf(X; α?) be a real-valued function
of X and α? on the product space J x ξ ) which has the properties:

( 1 ) for each element λ in A, M(X; x) is continuous in x on ξ>;
( 2 ) for every λ0 in A, M(X; x) is continuous in X at λ0 uniformly

for all x in ξ> for which | | g | | = 1. Then M(X\ #) will be called a λ-
/orw ow φ.

The proofs of the following three theorems are immediate conse-
quences of the above definition:

THEOREM 2.1. If Q(X; x) is a quadratic form in x, then Q(X; x)
is a X-form (a quadratic X-form) if and only if for every ε > 0 and
every λ0 in A there is a neighborhood Ao of Xo such that for X in
A, \Q(X)X) - Q(Xo'fx)\ ^ e\\x\\\

THEOREM 2.2. / / L(X; x) is a linear form in x, then L(X; x) is
a X-form (a linear X-form) if and only if for every ε > 0 and every
Xo in A there is a neighborhood Ao of λ0 such that for X in
AQ, I L(X; x) - L(λ0; x) \ ^ ε || x | |.

THEOREM 2.3. If the forms L^X; x) (σ — 1, , p) are linear X-
forms, then the form K(X; x) — L^X; x)L<r{X) x) is a quadratic X-form.

The sufficiency theorem of §4 will be based on

THEOREM 2.4. Suppose that Q(λ; x) is a quadratic X-form on ξ>,
that λ0 is in A, and that 3ίΓ is a subspace of §> on which Q(X0; x)
is positive definite. Then there is a neighborhood Ao of λ0 and a
positive number h such that for every X in Ao, the inequality Q(X; x) ^
h || x ||2 holds for all x in

Proof. By hypothesis there exists h > 0 such that for each x in
, Q(X0; x) ^ h || x ||2. In Theorem 2.1, choose ε = ft/2; then there is

a neighborhood AQ of λ0 such that

hence

J l l α j l l ^ f c l l Λ l P l l α l l l l ί β l l .

The sufficiency theorem of §5 will be based on the following
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theorem. Let Q(λ, b; x) = P(λ; x) + 6iί(λ; x) where P(λ; a?) and K(X; x)
are quadratic forms in x defined on A x ξ> and 6 is a real number.
We will assume in the following theorem that for each λ in A, K(λ; x)
is a nonnegative quadratic form in x on ξ>, and that for λ = λ0,
P(λ0; a?) > 0 whenever K(X0; x) = 0 and cc =£ 0.

THEOREM 2.5. 7/ Q(λ0, δ; a;) has the property described above and
is a Legendre form on ξ> for some value of ί>, then there exists a
positive number c such that Q(λ, c; x) is positive definite on ξ>.

Proof. The conclusion is a direct consequence of the corollary-
given earlier in this section.

3* General multiple integrals* Let T be a bounded open set in
an m-dimensional euclidean space, and let ί be a variable point in T.
Let z1, £2, , zn be real-valued functions defined on T and let z repre-
sent the set z1, , z" plus all the partial derivatives, when they exist,
of these functions of orders less than or equal to some positive integer
k. The boundary values of z and the first k — 1 derivatives are
prescribed. Finally, let / denote a real-valued function of t and z.
With suitable restrictions on the function / and the variable z we can
interpret meaningfully the general multiple integral

(3.1) [ f[t9 z(t)]dt

in the sense of m-dimensional Lebesgue integration. Further, let s be
another variable point of T, let F denote a real-valued function of t
and z, and let G denote a real-valued function of s, t, u, and v. The
variables u and v are of the same type as z. Then the general
multiple integral (of Fubini-Tonelli type)

(3.2) [ [ G[s, u(s), t, v(t)]dsdt

is well-defined on the product space T x T in the same sense as (3.1),
as is

(3.3) J(z) = ( F[t, z(t)]dt + ( ( G[s, z(s), t, z(t)]dsdt .
JT JTJT

The treatment of integrals of this type has for one purpose a uniform
treatment of variational problems with side conditions.

Partial derivatives will be indicated in the accepted fashion: Given
nonnegative integers al9 a2, , am, let a = (alf , am) and let | a \ =
aλ + a2 + + am; then
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zl =

denotes a partial derivative of z* and j = | a \ is the order of the
derivative. In summary, we have z — [z{0\ z{1), , z{k)] with z{0) —
(z\ z\ , z%) and z^ = (*£), I a | = i ^ 1.

4* Sufficient conditions for a proper weak relative minimum*
Assume as given:
(1) a set T in ί-space that is a union of a finite number of sets

each of which is the image of an m-dimensional bounded open interval
under a one-to-one continuous transformation which together with its
inverse satisfies a uniform Lipschitz condition [7, p. 319];

(2) an open set & in te-space; let 6^ — & x f̂5;
(3 ) integrand functions F(t, z), G(s, u, t, v) such that F is con-

tinuous on &, G is continuous on £^ and F and G have continuous
derivatives on & and ^ respectively, of the first and second orders
with respect to the components of z, u, and v;

(4) a particular function e that is of class Ck on the closure of
T,1 and whose elements [t, e(t)] are in <%} for all t in T.

A function 2 belongs to the class Szf of comparison functions if
(1) z is of class Ck on the closure of T;
( 2) the difference z{0) — e{0) together with its derivatives of orders

^k — 1 vanish on the boundary of T, that is, they have limit functions
on the boundary that are identically zero;

(3) the elements [t, z(t)] are in & for all t in T.
The class & of variations is the closure in the Hubert space ξ>fc

([7], p. 319, restricted to real scalars) of the class of x{0) in ξ>fc whose
kth derivatives are bounded on T, and which, together with their first
(k — l)-derivatives, vanish on the boundary of T. The boundedness of
T ensures that z — e is a variation in the class & and that the
integral J(z) as defined by (3.3) has well-defined values. In what
follows the derivatives of F with respect to z and of G with respect
to u and v will appear and then their evaluations for the case z — z(t),
u = z(s), v — z(t). For all of this it will be convenient to use the
abbreviations

F(t, z) - F[t, z(t)] , G(8, t, z) = G[s, z(s), t, z(t)],

,z) = G[t,z(t),8,z(8)], FAt9z
*
* L dZa Jz=z{t)

t z) - Γ8 0*8'*'*)] G (s t z) -

1 The function z belongs to class Ck if each component of z(°) is in the class. Similar
remarks apply to the functions e, x, and y.
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and similarly for higher derivatives of F and G.
The sufficient conditions will be stated in terms of the first and

second variations of J(z): The first variation of J(z) on e is given by

(4.1) Ue\ x) = \ ΪFAt, e) + [ [Gu<Jjk, β, e) + GAs, t, e)]ds\xi(t)dt

where i and a are summed for i ^ n and \a\ Sk. The second vari-
ation of J(z) on e is given by

(4.2) J2(e; x) = \ r%(t, e)xi(t)xi(t)dt + \ \ w%(s, t, e)xi(s)xi(t)dsdt
JI JTJT

(summed on i, j, a, β with i ^ n, j S n, | a \ ̂  k, | β \ ̂  k) where

(4.3) r%(t, e) - F,iM, e) + \ [G^φ s, e) + GjΛs, t, e)]ds

and

(4.4) w%(s, t, e) = Gu^(8f t, e) + G ^ ( β , t, e) .

The function e satisfies Condition I if

(4.5) JΊίe; x) = 0

for every variation in ^ .
A function z of class Ck on the closure of T satisfying I will be

called an extremal of J(z).
The function e satisfies Condition IIΓ if there is a positive constant

β such that

(4.6) r%(t9e)ξ>ξfiζV^e\£\u\ζ?

(summed on i, j,7,δ, for i ^ n, j ^ n, \ 71 = | δ \ = k) for all ί in T
and all sets of real numbers (Φ0)ξ = (ξu , ξm), ζ = (ζ1, , ζn). The
notation ^ means (£1)

7l(£2)
72 (ξm)y% also, | ξ |2 = (|x)

2 + + (|w)2

and I ζ |2 = (ζ1)2 + + (ζn)\ The functions r$ί(*, z) are those given
in (4.3). Condition IIΓ has been referred to as the strengthened con-
dition of Legendre.

The function e satisfies Condition IV if

(4.7) J2(e; x) > 0

holds for every nonnull variation in &. By a nonnull variation is
meant one that does not vanish identically on 7\

Sufficient conditions similar to these have been established by Van
Hove [18, 19] for the case of derivatives of the first order only
appearing in the integrand, and by Klotzler [11] for higher derivatives
but with the assumption that J2 is positive definite.
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The sufficiency theorem here uses, in addition to Theorem 2.4, the
following three theorems which were proved in [7] as Theorems 6:1
and 8:1:

(1) The quadratic form K{%) = I b^xfaldt (summed on i, j, μ, v

for i ^ n, 3 S n, \ μ | ^ k, | v | ^ fc, | μ \ + \ v \ < 2k), where b%(t) = bϋ(t)
are bounded integrable functions of t on T, is ^-continuous on §k.

( 2) The quadratic form H{x) = \ I c%{s, t)xi(s)xj

β(t)dsdt (summed
JΓJΓ

on i, j, a, β for i S n, j ^ n, \ a \ S k, \ β \ ̂  k) where c%{s, t) = c|i(t, s)
are square integrable functions of s and ί on Γ x Γ, is ^-continuous
on φA.

(3) Let J be a quadratic form of the type J(x) — D(x) +
where iΓ(a?) is w-continuous on g$ and

(4.8) D(x) = \ dβx xi

(summed over i, j , 7, δ for 171 = | δ \ — k, ί ^ n, j ^ n) where
dίy(t) are continuous functions of t on the closure of T. Then the
quadratic form J as described above is a Legendre form on ^ if and
only if it satisfies on T the inequality

(4.9) W!OT^6|fHCIs

(summed on i, j , 7, S for i ^ tι, i ^ n, \ 71 = | δ \ = k) for some positive ε.

LEMMA 4.1. For the function e, J2(e; x) is a Legendre form on
& if and only if the Condition ΠΓ is satisfied.

Proof. Write, using (4.4), J2(e; x) = D(x) + K(x) where D{x) is

given by D(x) = \ r%x\x{dt (summed on 7 and δ for 171 = \δ\ —k).
JT

The immediately preceding theorems apply.

LEMMA 4.2. For the function e, J2(e; x) is positive definite on
& if and only if the Conditions IIΓ and IV are satisfied.

Proof. If J2 is positive definite on ̂ , then J2(e; x) > 0 holds on
& and also J2 is a Legendre form; hence it follows that the inequality
(4.6) is satisfied on T. On the other hand suppose J2 is positive on &
and (4.6) holds. Then J 2 is a Legendre form on & by the preceding
lemma, and a positive Legendre form is positive definite.

To apply the theorems of §2 concerning quadratic forms, it is
necessary to specify the metric space A. For this we will use the
weak neighborhoods of the calculus of variations: Let | z*a — ei \ =

I zi(t) - ei(t) |, | z{j) - eU) | = max*,* | zi - e\ \ (| a \ = j); the metric
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space A is t h e class S/ w i t h t h e metr ic

(4.10) \z - e\ = |z ( 0 ) - e(0) | + | z ( l ί - e{1) | + ••• + \z{k) - e{k) \ .

LEMMA 4.3. The second variation J2(z; x) is a quadratic z-form.

Proof. Apply Theorem 2.1, recalling that F and G are assumed
to be of class C2.

THEOREM 4.1. If the function e as given satisfies the Conditions
I, III', and IV then there is a (weak) neighborhood N of e and positive
constant p such that for every z of class Jzf in N

(4.11) J(z)- J(e)^p\\z-e\\%.

Proof. For any z in Jzf, form x — z — e; then x is a variation in
the class &. The continuity properties of F and G make possible the
expansion

J(z) - J(e) = [\l - θ)Jle + θx; x)dθ
Joo

where we have used the fact that I implies Jχ(e; x) — 0. To apply
Theorem 2.4, we note that from Lemma 4.2 J2 is positive definite on
e, and from Lemma 4.3 J2 is a quadratic 2-form. Consequently there
is a neighborhood N of e, which can be chosen to be convex, and a
constant p > 0 such that when z is restricted to N and x = z — e,
J2(e + θx; x) ^ 2ρ | | x | | 2 . H e n c e J(z) - J(e) ̂  ρ \ \ z - e||2.

5* Isoperimetric side conditions* The preceding sufficiency
theorem will be applied to the problem of establishing sufficient con-
ditions that a function e will minimize

(5.1) I(z) = ( /[«, z(t)]dt + ( ( g[s, z(s), t, z(t)]dsdt
JT JTJT

subject to a finite number of isoperimetric side conditions

(5.2) I*(z) = ( r[t, z(t)]dt = 0 (σ = 1, . . . , p) .

For the complete formulation of the problem, it is expected that the
assumptions of §4 are met. In particular, the integrand functions
f(t, z), fσ{t, z) and their first and second derivatives are specified to be
continuous on & and similarly for g(s, t, z) on £?.

Sufficient conditions for weak and strong minima with isoperimetric
side conditions, in the case of one dependent variable and derivatives
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of first order, have been treated by Hestenes [5]. The extension of
this work to the general case is still unknown. The following con-
ditions2 will prove to be sufficient that e provides a weak relative
minimum for the system (5.1) and (5.2).

I s . There exists a set of multipliers aσ (possibly all zero) such
that

(5.3) Ue; x) + aj?(e; x) = 0

for every x in 0 .

IIIS\ The multipliers in I s can be chosen so that there is a positive
constant ε such that

(5.4) Rm,e)ξyξVZj^ε\ξ?k\ζ\2

(summed on i, j, 7, S for i <£ n, | 71 = | δ | = k, j ^ n) for all t in T.
The coefficients B# are given by

, «) =f,*.i(t, z) + aσf
σ

ziAt, z) + ( \<Buiφ, s, z) + gυiM, t, z)]ds .
y δ 7 δ JJT 7 δ 7 δ

IVS\ The multipliers in IΠ^ can be chosen so that

(5.5) I2(e; x) + ajξ{e\ x) > 0

for every nonnull variation in the subspace of & for which

(5.6) I?(e;x) = 0 (σ = 1, . . . , p ) .

To reduce this problem to that of §4, take for the integrands in
(3.3): F = f+ aσf« and G = gr + &/p/° summed on (X from 1 to p,
with δ a real number yet to be determined. Then, by Fubini's theorem,
J(z) = I(jg) + aj'iz) + δ/ 0*^)/^); it is easily verified that

Jx(z\ x) = 1^; x) + α^If^; x) + 2δI<Γ(z)J1

σ(z; α?)

and

J2(z; x) = !,(«; a?) + α ^ z ; α?) + 26I1

σ(2;; x)I?(z; x) + 2bIσ(z)I2

σ(z; x) .

Condition I s implies the condition I directly, using the facts that
Ii(z; x) is bounded for each value of σ, and I^e) = 0: We have on e,
J^e; x) = Ue; x) + aj?(e; x) = 0.

Similarly, we can evaluate the expression in III' from its definition
by (4.3), and using again that Iσ(e) — 0 it follows that III' implies Πί'.

2 In this and the following sections the subscript s will be used to distinguish
sufficient conditions involving side conditions.
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LEMMA 5.1. If IΠ^ and IY'8 hold, then there is a positive value
of b such that J2(e; x) is a positive definite form on έ%\ hence I V
holds.

Proof. Since Iσ{e) — 0 and I2{e; x) is bounded for each value of σ,
J2(e; x) = I2(e; x) + aσlξ(e\ x) + 2bI?(e; x)Ii(e; x). J2(e; x) is a Legendre
form on & by Lemma 4.1. Let P(x) = I2(e; x) + a9lξ{p\ x) and K{x) =
21? {e; x)Ii(e; x). Then K(x) is a nonnegative quadratic form in x.
Also, K(x) = 0 only if If{e; x) = 0 for σ = 1, , p. Condition IVS'
implies that P(x) > 0 whenever K{x) = 0 and x Φ 0. Consequently the
hypotheses of Theorem 2.5 are satisfied, and a positive value for 6
exists such that J2(e; x) is positive definite on &. Since a positive
definite form is positive, I V is satisfied.

In view of this last result, Theorem 4.1 has as its interpretation
in the case of a finite number of isoperimetric side conditions,

THEOREM 5.1. / / the function e as prescribed in the formulation
of §4 satisfies the conditions I s, IIV8 and ΐSf[, then there is a {weak)
neighborhood N of e and positive constants b and p such that for
every z of class Ssf in N

(5.7) I{z) - I{e) + ajσ{z) + bl°{z)l*{z) ^ p \\z - e ||2

{summed on σ for σ ^ p).

COROLLARY 5.1. Under the hypotheses of Theorem 5.1, there is
a {weak) neighborhood N of e and a positive constant p such that for
every z of class Jϊf in N

(5.8) I{z)~ I(e)^ρ\\z-e\\*

holds whenever z also satisfies the conditions

(5.9) I*(z) = 0 (σ = l, ;P).

6. Differential side conditions* In this section the application
of Theorem 4.3 is continued to the problem of establishing sufficient
conditions that a function e will minimize the functional I{z) given by
(5.1) subject to a finite number of partial differential equations as side
conditions of the form

(6.1) Φσ[t,At)] = 0 (σ = l, - . . , p ) .

In addition to the assumptions of § 4, it is required that, for σ =
1,2, , p, Φσ{t, z) is continuous and has continuous first and second
derivatives on & with respect to the components of z. Further, to
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avoid an empty class of comparison functions, it will be assumed that
the set (β.l) satisfies suitable integrability conditions. For the state-
ment of sufficient conditions for a minimum it is convenient to form

(6.2) H(z) = I(z) + ί a&)Φ'(tf z)dt

and

(6.3) P(z) = ( φ*(t, z)Φ*(t, z)dt.

Then for the first and second variations of H and P we take (with
summations on σ, ί, j , a, β, for σ ̂  p, i <; n, j ^ n, \ a | ̂  fc, | β \ g k)

H.iz; x) = Uz; x) + \aΛt)Φ\{tf z)xi(t)dt,

(6.4) Pι(z; x) = 2\ φσ(t, z)φ%*(t, z)xi

a(t)dt,

Ht(z;.x) = Uz; x) + \ aJt)φ*<φ9 z)xi(t)xi(t)dt ,

P2(z; x) = 2( Φ"At, z)φ%i{t, z)xϊ(t)xi(t)dt

\ Φσ(t, z)Φ\Λi, z)xi(t)x3

β(t)dt.
T β

As sufficient conditions for a proper weak relative minimum of I(z)
subject to Φσ{t, z) = 0, consider

I s. There exist a set of multipliers aσ{t){σ — 1, , p) defined and
continuous on the closure of T such that

(6.5) H&; x) = 0

for every x in έ%.

Ills. The multipliers aσ{t) in I s can be chosen so that there is a
positive constant ε such that the inequality

(6.6) Rm,e)ξΨζV^e\ξnζ\>

(summed on i, j , 7, d for i ̂  n, j ^ n, \ 71 = | d | = k) holds on T for all
sets (£, ζ) ̂  (0, 0) which satisfy φtyt, e)ξV = 0 (σ = 1, . , p). The
coefficients iίjί are given by

ψj ft, z) + j^fti^ίt, s, «) + Λ ^ ( 8 , t, z)]ds .

s. The multipliers aσ(t) in Illζ can be chosen so that the
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inequality

(6.7) H2(e; x) > 0

holds for every nonnull variation for which Φ\{i, e)xi{t) ^ 0 (tf—1, , p)

(summed on i, a for i ^ n, \ a | g k).
For this application take for the integrands in (3.3): F —

f + aσφ
σ + bφσφσ (summed on σ) with b an as yet undetermined real

number, and G = g. Then J(z) = H(z) + bP(z)9 and for the first and
second variations of J we have Jt(z; x) = Hx{z\ x) + bP^z; x) and J2(z; x) =
H2(z; x) + bP2(z; x).

Condition I s implies the Condition I directly, using the fact that
φ'(t9 e) = 0 in (6.4), so that Jx(e; x) = H^e; x).

LEMMA 6.1. If Ills holds, then there is a positive value of b
and a positive number ε such that for the arguments [t, e(t)], the
inequality

(6.8) (2$ + bφψzpξψζ%ί ^ e \ ξ Π ζ |2

(summed on i, j , σ, 7, d for i ^ n, j ^ n, σ ^ p> \ 71 = | δ | = k) holds
for every set (ξ, ζ). Hence III'% implies ΠΓ for this choice of b.

Proof. Let R = R\i{t)ξψζ%i and £ = Φψ)ΦψψξVζj, and with-
out loss of generality consider the special case | ξ\ — \ ζ | = 1. Then
by IIΓS, R ^ ε > 0 whenever Φ = 0 and (£, ζ) ̂  (0, 0); this means that
both R ^ 0 and ^ = 0 only if (f, ζ) = (0, 0). Now suppose no positive
value of b exists such that IIΓ holds. Then there is a sequence
{tg> ξ<» ζ J with \ξq \ — \ ζg \ = 1, convergent to (t0, ξ0, ζ0), such that in
the limit (because of the continuity of R and Φ in t, ξ, and ζ)R S 0,
^ = 0, and |fo| = | ζ o | = l .

LEMMA 6.2. / / Conditions HVS and IV^ fcoϊcί, then there is a
positive value of b such that H2(e; x) + bP2(e; x) is a positive definite
form on έ@\ hence Condition I V holds.

Proof. Choose b0 > 0 so that IIΓ holds, as was shown possible in

in Lemma 6.1; then H2(e; x) + b0P2(e; x) is a Legendre form on &

(Lemma 4.1). Since Φσ[t, e(t)] = 0 (σ = 1, , p), we see that J2(e; x) —

H2(e; x) + b0K(x) where K(x) = 2ί Φ^ΦZjxixβt. On ^ JSΓ(OJ) ̂  0 and

IVs ensures that H2(x) > 0 whenever K(x) — 0 and x Φ 0. Hence by
the corollary of § 2 there is a positive value of b^b0 such that
iI2(e; #) + bK(x) is positive definite, which implies IV.

It has been shown that Conditions I s, Ills, and IV8 imply Con-
ditions I, (IIΓ, and I V of § 4. Consequently Theorem 4.1 is applicable
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and has the following theorem as its interpretation in the case of a
finite number of partial differential equations as side conditions:

THEOREM 6.1. If the function e as prescribed in the formulation
of § 4 satisfies Conditions I8, IIVS, and 1Y[ of this section, then there
is a (weak) neighborhood N of e and a positive constant p such that
for every z of class J%f in N

(6.9) H(z) - H(e) + cP(z) ^ p \\ z - e \\2.

H(z) and P(z) are given by (6.2) and (6.3), respectively.

COROLLARY 6.1. Under the hypotheses of Theorem 6.1, there is
a (weak) neighborhood N of e and a positive constant p such that for
every z of class S^f in N the inequality

(6.10) H(z)~ H(e)^p\\z-e\\2

holds whenever z also satisfies the conditions

(6.11) Φ'[t,z(t)] = O (σ = l, . . . , p ) .

7* A characterization of extremals* Let J(z) be given by (3.3)
and recall the assumptions and definitions of § 4.

THEOREM 7.1. If the function e is an extremal of J(z) which
satisfies the strengthened condition of Legendre, then there exists a
finite set of functions Fσ(t, z) (σ — 1, , p) having the same conti-
nuity properties on & as F(t, z), a (weak) neighborhood N of e, and
a positive constant p such that for every z of class s/ in N the
inequality J(z) — J(e) ^ p || z — e ||2 holds whenever z further satisfies

the p isoperimetric side conditions Jσ(z) — \ Fσ(t,z)dt — 0. More-

over, the number p can be taken equal to the isoperimetric index of
J2(e; x) on T.

Proof. We suppose given a function e satisfying the hypotheses.
For the choice of the side conditions, recall from § 2 that there exist
subspaces ^ + , ̂ Of ^ - of ^ that are mutually orthogonal. J2 is
positive on ^ + , negative on ^ _ , zero on ^ 0 and ^ = ^L + &0+ &+.
J2 is a Legendre form on ^ (Lemma 4.1), and so has a finite iso-
perimetric index. Therefore, let yσ(σ = 1, , p) be a basis for
ά&- + &o, and set Fσ(t, z) = yσj(zi — ei) (summed on i <̂  n and a,
I a I ̂  k). Condition Is is satisfied by the choices a* — 0 (σ — 1, , p),
since Jx(e; x) — 0 by hypothesis; and the strengthened condition of
Legendre ensures that IΠ^ is satisfied. Condition IVS reduces to
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considering J2(e; x). Observing that Jf(e; x) = (y*-f x), J2(e; x) is positive
for every x such that Jx(e; x) = 0; therefore IVJ is also satisfied. The
conclusion follows from Corollary 5.1.

The converse part of the characterization depends on proof of the
necessity of the Condition I s of §5. This may be assumed as known
from Mathis [13]. Other forms of isoperimetric conditions lead to the
same result (cf. [1]).
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