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GENERALIZED CONVEXITY CONES

7ZV1 ZIEGLER

We consider in this paper generalized convexity cones
C(¢1,- - - ,¢n) with respect to an Extended Complete Tchebycheffian
system {¢,(x), - -+, ¢.(x)}. These cones play a significant role in
various areas of mathematics, such as moment theory, theory
of approximation and interpolation, and theory of differential
inequalities,

The properties of the cone C(¢y, ---, ¢,) are investigated.
In particular, the extreme ray problem is solved explicitly for
this cone, and for the intersection of such cones. Several
structural properties of the cones are then determined.

The cone dual to C(¢y, -, ¢,), which was introduced by
S. Karlin and A. Novikoff is examined and a characterization
of the cones which are dual to intersections of generalized
convex cones is given, Some extensions of known theorems
are given as applications.

We start by recalling some definitions and properties of functions
of the generalized convexity cones. The concept of generalized
convexity, which can be viewed as a generalization of the classical
concept of convex funections of order %, was introduced by T. Popoviciu,
[6]. The investigation of the dual cones was started by S. Karlin
and A. Novikoff [4].

Let {y;(x)}?-, be continuous functions on a finite interval [a, b].
This system is called a Tchebycheffian system, or a T-system, provided
that the nth order determinants

710‘1(371) cte "l’I(xn)

(1) : :
Val®1) « =+ (@)

D<,‘b~1’ see, "/f\n

Tiy =y T

maintain the same sign for every choice of a <o, < - <2, < 0.
Without loss of generality we may assume that they are positive.
If the functions {v;(¢)}=; are of class C"[a, b], we can extend

Yy 2oty Y
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the definition of D( ), as given by (1), to allow for equalities
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562 ZVI ZIEGLER

defined to be the determinant in the right-hand side of (1) where for
each set of equal x,’s the corresponding rows are replaced by the
successive derivatives evaluated at the point.

With this definition, the system {+;(x)};~, will be called an Extended
Tchebycheffian system (KET-system) provided

D(q‘kl’ ey ’lﬁn

Lyy =00y Ty

(2) b.

>>Ofor ala<se, <--- <,

IA

A system of functions {v;}7, such that for every %k, 1 <k < mn,
{y:}ies is an ET-system, will be called an Extended Complete
Tehebycheffian system (ECT-system).

DEFINITION 1. A function @(x) defined on (a,d) is said to be
convex with respect to {y;}i-, provided

‘D<Wu"',Wﬁ,¢

Lyy o0y xn, LN

(3) )20, a<a < <, <b.

The set of funetions satisfying (3) is evidently a cone. This cone is
referred to as a “generalized convexity cone” and is denoted by
C("lfly cery ).

We consider in this paper only convexity with respeet to ECT-
systems. It can be proved (see [3]), that for a given ECT-system
{0}, there exist functions {y;(v)}2, such that

1) "/fz(x) = Zj’zlaijﬁj(x)) 7: - 19 *t n.

2) {v}7-, is an ECT-system,

3) The cone C(4,, ---, 0,) is identical with C(yr,, -+, 9,).

4) The functions {v;(x)}72, admit of the representation

":Vl(x) = ul(x)
(4) ] . .
"l"n(x) - ul(x)Sauz(Ez)Sa cee San un(fn) dg, - d&,

where u,(%), - -+, u,(x) are continuous positive funetions on [a, b].
Henceforth, we shall assume that {y;}?, the basic functions of the
cone, admit of the representation (4). The functions {u;}¢ will be
called the generating set of the ECT-system {+v}?. Note that the
ordinary convexity of order % is convexity with respeet to the system
(1, z, ---, 2"") which is generated by {u; =1,71=1, .-+, n}.
We define the differential operators

(5) Dr=% 1

fy BEif=D;---Df.
dr u;

and note that
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Eip, =0 1=k=7g

6 )
(6) B = i >0,

We list some properties of functions belonging to C(yri, <+, V).
These properties are noted for ready reference as they are used
extensively throughout the sequel. The first three are proved in [3],
while the others are simple observations:

1) If p(x)e C™a, b) NC(yy, =+, V), then E p(x) = 0.

2) If p(x)e C(yy, + -+, ,), then o(x)e C"*a, b). Furthermore,
@ ¥(x) has a right derivative @ which is right continuous and a
left derivative @{*" which is left continuous and ¢V = @@V a.e.

(3) The set {p(x) ]| p(x) e C™(a, b)NC(yy, * -+, ¥} is weakly dense
in C(4,, +++, 4r,), in the topology of pointwise convergence.

(4) Let p(x) e C(y,) and let it be right continuous. Then

do@) = d [3(—(92)]

is a completely additive positive measure, which is determined uniquely
by the requirement that it have no mass at a.

(5) We next introduce the concept of a “reduced” system. The
system (Eiyr; .y, +++, Eiy,) is called the tth “reduced” system associated
with (v, *++,4,). It is clearly seen that this is the ECT-system
generated by (u;,,, -+, %,), so that we may ccnsider the “reduced”
cone C(Eyr;,,, +++, Fyp,). From the definitions, it follows that

(@) € Cory, ++ =, V) = Higp(x) € C(E'r;yq, «++, Ep,)

for n =2 and ¢ <n — 2. For 7 =mn — 1, in order that the relation
persist we have to replace

Ep(w) by Biple) = [ 20T
un_l(:)c) R

(6) Let o(x)e C(yyy *++, ), m =2, Then, by property (5),
Er'op(x) e C(w,). Furthermore, by property (2) it is right continuous.
Hence, by property (4), there exists a positive measure dp =
Al Er'p(x)/u,(®)] without mass at a, which is uniquely determined by
P(x).

2. Extreme rays and the representation theorem. A great
deal of information about a cone can be derived from the structure
of its extreme rays (if it has any). Fortunately, our cone has extreme
rays; moreover, there is available a representation for functions of
the cone in terms of the extreme rays. A similar structure is also
inherited by the finite intersections of generalized convexity cones, of
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the type C*N[NC(yy, ++-, ¥;)], where C*+ denotes the cone of
positive functions.

THEOREM 1. The extreme rays of C(yy, +++, 4,), ® = 2, modulo
the linear combinations > i.a:;(x), are the solutions of

(7) AlE; ' p() /()] = 0,(x) a<t<b.

where 0,(x) is the delta distribution with jump at ¢.
The case n = 1 is exceptional, as will be explained later,

Proof. We note first that two solutions of the equation

(*) ALEE p(x) /()] = dp()

for a given dp(x), can differ only by a linear combination of the
{y:(x)}i_,. Indeed, the difference of two such solutions has to satisfy
E"p(x) = 0. By (6), the functions {y-(x)}? are solutions of this equa-
tion, and since their Wronskian is different from zero, they form a
fundamental system of solutions, so that every solution is a linear
combination of {v;(x)}r,. Hence, the equation (*) with = prescribed
initial conditions admits a unique solution.

(a) Let o*(x) be a solution of (7), and let ¢*(x) = @,(x) + @y (x)
where @1(37)7 @z(x) € C("lfly ) "/j\n)° We have

ALE " (@) /w. ()] = 0,(x) = dIEz o, (@)/u.(x)] + d| Ei o)/ u. ()] ,

where the terms on the right hand side are nonnegative measures.
Thus, their supports have to be concentrated at the point ¢. But the
only nonnegative measures whose support consists of one point are non-
negative multiples of the J-functions. Hence,

0=k =1,

ALE: pi(x)u,(x)] = k;0,(x) by + k=1

and by the uniqueness property which was mentioned above
(P%(x) - kitp*(x) -+ ]:le a’;“lfa(x) ’ ’l' = 1: 2 .

Thus, each solution of (7) is an extreme ray.
(b) Let now @(x) be a solution of

AL B p(w)/w,(0)] = dpy(x) = 0

where the support of dp(x) contains at least two distinet points
and x,. Let I, and I, be two disjoint intervals such that x;eI;, = =
1, 2. Then, we have du(x) = dyp(x) + dpy(x) where



GENERALIZED CONVEXITY CONES 565

_ (dp(@) wel,
dpnlw) = { 0  otherwise
donw) = { 0 cxel

@) = d(x) otherwise .

If we denote by ¢,(x) a solution of
ALE ' p(@)[u, ()] = dp(w) = 0 =12,

then @i(w)e C(yy, +++, ), ¢ = 1,2, and

@) = P(@) + @) + 3 @) |

T

Hence, @(x) is not an extreme ray.

REMARK. The case m = 1 requires special attention, since in this
case we are not assured of the right continuity of @(x) so that
dlp(x)/u.(x)] is not well defined. Nevertheless, the modifications are
slight.

The regularization @(x) of a function p(x)< C(yr,) is defined to be
the funection obtained by changing the values at the peoints of
discontinuity (a denumerable set), so as to render the function right
continuous., With this definition, we have:

The extreme rays of C(4,) are the functions o(x) whose regulari-
zation satisfies

(8) dlP(@)/u ()] = 6,(x) a<t<b.

Henceforth, every statement about the cones is to be understood,
when n = 1, to apply to regularized functions only. The modifications

necessary in order to obtain the general case follow the ideas indicated
above,

DEFINITION 2. Let @,(x; t) denote the extreme ray of C(vy, =« -, 4r,)

corresponding to o,(x), (for » = 1, it is determined only a.e.), which
satisfies

(9) Ep(a) = 0, t=1-,m.

where E’p(a) = ¢o(a).

These conditions determine the function completely because of the
uniqueness property mentioned in the proof of Theorem 1 and the
following lemma, which will be used several times.

LEMMA 1. The set of imitial data {E'f(a)}} determines com-
pletely the data {f“"(a)}r and conversely.
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Proof. The relations that express one set of data in terms of
the other, are explicitly of the form

E'f(a) = fa)
E=fa) = 3, fa)e: 2<i=n.
=1
We clearly have, for 2 ¢ =<mn, ¢ = 1/u(a)- -+ u;_(a) > 0. Hence,

the matrix of these relations is triangular and nonsingular, and the
lemma follows,

A further insight into the structure of the extreme rays is offered
by the following theorem:

THEOREM 2. Let the functions Y (x;t), + =1, -+, n, be defined
recursively by the rules

(10) @ b) {0 a=<a<t
&5 -
* (@) t=w=b
0 a <t
(11) LB =g ) — S B 0 t<w=bh,
= u(t) 2<k=n

Then ¥.(x;t) = p.(x;t) (as defined in Definition 2).

Proof. The following formulas can be proved by induction

0 a<x <t
Eiqy ()
n—j—1 j H'—l,1 A
(12) g t) =] — 5 ) gy s )
v=2 uj+i(t)
_ B, (0) Biv. (x:t =n—2
uj+1(t) RX.H—l(xy ) ’ t é T _S_ b
13 Bty (s 1) — 0 aax<t
( ) £ KXal%; ”‘“un(x) téﬁ?éb
Bz ] _ s
(14) d[ = ] (@) .

The proof proceeds by double induction. First, we apply induction
on n, and then, for fixed » we apply induction on j. We shall not
bother the reader with the computational details,

Furthermore, for the point x = @, the conditions
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E(a; 1) =0 t=1,--+,m
are evidently satisfied.

Using these formulas, we note that
(15) Eig,(x;2) =0 for xe(a,b), 0Z5j=<n—2.

This result follows by simple induction from (12), since by using (12)
and (13) we deduce its validity for j = n — 2. Thus, the funections
@.(%;t), n = 2, are continuous in ¢, @ < ¢t < b, for any fixed x. (More-
over, they possess a continuous derivative in (a, ), (x, b)). Forn =1,
there is one point of discontinuity, namely, ¢ = . In order to extend
the continuity property to the closed interval @ < ¢ < b, we define

(16) Pu(; @) = P, (), Va(®,0) = 0.
COROLLARY 2.1, The functions o@,(x;t) belong to

CNLACH, =+ )] -

Proof. We observe first that, for 7 <n —1, the relation
Eip,(t; t) = 0 together with FEip,(x;t) =0 for x = ¢, imply that
E g, (x;t) = 0 for © = ¢t. Indeed, from the inequality E’p,(x;t) = 0
we deduce that E7 'p,(x;t)/u;(x) is monotone increasing for = = t.
Since its value at ¢ is zero and u;(x) = 0, it follows that E'~'p,(x; t) = 0
for x = t. By (13), (15) and this observation, we have

Ei~p,(x;t) = 0 for every «,¢5=1, -+, — 1,
Furthermore, by (13) and (14), ¢,(x; t) belongs also to
C("/fly ) "#n—%) n C(“/fly ctty "//\n) .

Having obtained the extreme rays and some of their structural
properties, we can now state the representation theorem.

THEOREM 3. Let f(x) be any function of C(yy, «--, 4,), and let

17 dﬂ%%%ﬁlzdmmgo.

Then f(x) admits of the representation

1) @) = | oo 0 dpto) + 3L o)

REMARK. For n = 1, the representation (18) is valid only for the
regularized f(x), but the adaptation for general f(x) is simple.
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Proof. We shall prove the theorem for n = 2. Denote the right
hand side of (18) by f*(x). We shall show that

d[%ﬂ] — dp()

Ei_lf*(a’):Ei—lf(a)y i:‘l,"'y,n'

(19)

Then, by Lemma 1 and the uniqueness property, f*(x) will have to
be identical with f(x).
We shall make use of the following lemma.

LEMMA 2. The operators {E'}r satisfy

B[ @ 0 dow) | = | B o 0oy, i =1, 0 —1,

. zi| [ouw 0 dot) | = |7 Bioute; 0 do)

Proof. The first equation is proved by induction on %. The
second equation follows by the same argument as the one used in the
induction. For 7 =1, (20) holds trivially. Suppose now that it holds
for i =k <n — 2. Then

B[ pulw; 1y dp(t) | = DB [ {0l 0 do(0)]
_ Dk[ Sz B (33 8) d p(t)] (by the induction

hypothesis)
d Ep,(x; t)
T o [S w2 (t)]

= | Bpua, 0 dott) .

The last equation holds because of the properties of ¢,(x; t) expressed
in Theorem 2 and equation (15). For the case k = n — 1, we have to
include in the integral the possible jump of p(t) at ¢ = x. In the
other cases, by (15), this inclusion makes no difference.

Using Lemma 2, (19) follows easily. Indeed, by (6)

& E'f(a) _ s
[Zl @) w/f(w)] _=Ef (), 1<k=mn.

Furthermore, the integral term vanishes for « = a, since dp(t) is
normalized so that no mass occurs at a. This establishes the second
part of (19).

By Lemma 2,
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x+ n—1
Epf* (o) :§ Ei-pu(z; t) do(t) + % ()

which by (13) is equivalent to
BT [ gq) + L

U () u(@)
or d[w] = do(z) , as was to be proved.
()

THEOREM 4. The functions {p,(x; t)} together with {y;(x)}} form
the complete system of extreme rays of CTN[N"C(¥y, + -, ¥))].

Proof. Note that here it is no longer modulo a linear combination,
but a bona fide system of extreme rays.

We observe that C™ N [N7.C(yy, <+, ¥;)] < Clyy, =++, 4r,). Fur-
thermore, by Corollary 2.1, the functions {p,(x;¢)} belong to
CrnInm,C@, -+, ¥;)]. Hence, since {p,(x;t)} are extreme rays
for C(vy, ++-, ¥,) and belong to the subcone C* N [N2,C(yry, -, ¥,)],
they have to be extreme rays for the subcone as well.

Next we show that {y,(x)}} are also extreme rays of
¢ n [n?=lc(“#1’ R} QFj)]- By (6)’ we have

(21) Pi(x)e C* N [ﬁlC(«/rl, cee )], i=1, -, n.
e
Furthermore, we assert that the following is true,

(22) 0(@) = 3695w € C* ([N Cloy ==+, )]
if and only if b, =0, j=1,--+, 7.

Indeed, sufficiency of the conditions b; = 0, 7 =1, ---, n is obvious by
(21). The necessity is easily proved by contraposition: If b; is the first
negative coefficient, then by applying the operator E/o~' to 37 .byyr;(x)
and substituting « = a, we ascertain that >7_.,b,4;(x) cannot belong to

C(“l"ly M} “#jo—l)'
Let 7 be any number between 1 and ». Suppose that there exists
a decomposition of +r;(x) of the form

@) = p.() + pa)
where Pi@), @) € C* N[N Clp, -+, )]

Applying the operator d[Eyr-/u,(x)] to both sides and using the non-
negativity of the resulting summands, we deduce

Erp(x) = E*py(x) = 0.
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Hence, both ¢,(¥) and ¢,(x) are linear combinations of {y;(x)}7. Using
(22) and the linear independence of {v-;(x)}!, we find

Pi() = api(x) py(%) = (1 — a)y:(w) 0=a=1,

thus proving that «;(x) is an extreme ray.
The same argument as in Theorem 1 part (b) shows that there
can be no extreme ray other than {p,(x; ¢)} and {y,(x)}?.

REMARK. The representation theorem for the cone C(yry, «--, 4r,)
gives rise to a similar one for the subcone C* N [N%,C(yy, « -, ¥;)].
The additional requirement is that the coefficients Eif(a)/u(a), 7 =
1, .-+, m, in (18) be nonnegative.

Consider now the jth “reduced” system {E7i4;,(x), « -, By, (x)}
and the corresponding cone C{Ei4y; ., «++, Eiy,}. Let

91(:',.7'9 gk;j kjly"'yn—j

be the differential operators associated with this cone. (They are
defined with respect to the new system in the same way that D;, E7
were defined in (5) with respect to the original system.) Denote by
{@,.;(x; 1)} the extreme rays of this cone which satisfy

(23) g rip(a) = 0 k=1-,n—73.

LEmmA 8. The extreme rays o,.;(x;t) are related to the extreme
rays of the ortginal cone by means of the formula

(24) Eip,(2;t) = @, ;(%; 0) .
Proof, Direct application of the definitions yields.

{gk;jf(x) =D; .. f(2)
EHIEf(v) = B f(2) .

Hence, by using the properties of ¢,(x;¢), we obtain

d[ A l’fl;)@n(x t)] d[ Eﬁ';zé%)s H 1 5,(2)

and
[Cgk—l;jEj @n(x9 t)]x=a - E’H’j—lwn(a; t) =0 ’ k= 1, e, M — .7
and the uniqueness property implies (24).
3. Characterization of the dual cones. Throughout this section

dpt will denote a signed measure of bounded variation on (@, b). The
dual cone to a cone C of functions is the set of signed measures dp



GENERALIZED CONVEXITY CONES 571
such that
(25) Sbcp(x) dp(x) = 0 for all peC.

The dual cone is denoted by C*.

Necessary and sufficient conditions for a signed measure to belong
to C*(yry, +++, ¥,)—the cone dual to C(yr, «--, 4, )—were obtained in
[4]. We wish to characterize the dual cone of an intersection of
generalized convexity cones., We will obtain, for example, necessary
and sufficient conditions for a measure to belong to the cone dual to
the cone of positive, increasing and convex functions.

We first investigate finite intersections of generalized convexity
cones, of the type C* N { N7 C(ypy, <+, ¥l

THEOREM 5. Necessary and sufficient conditions for dy to belong
to the dual to CT N[ N3 Clapy, «+ -, ;)] are:

(26) M | wito) dp) 2 0 P=1,m
@) @ | o 0) dp@) 2 0 for a=t<b.

Proof. (a) Necessity. By (6), the functions {y~(z)}’, belong to
C*ninw..C(y, +++,+4,)). Hence, (26) is a necessary condition.
Furthermore, by Corollary 2.1, @, (x;t)e C* N [N2,C(yy, -+, ¥;)] for
every t. Henece, (27) is necessary too.

(b) Sufficiency. Let g(x) be an arbitrary function belonging to
CrniNn®.C, +++,v¥)]l. Then, by Theorem 3 and the Remark fol-
lowing Theorem 4, g(x) admits of the representation

o) = putes 0 dote) + 3 LD o

where dp(t) is a nonnegative measure and

M)_go fore=1,---,m.
u;(a)
Thus,
Sig(x) dp(x) = Si:%(.ﬁc; t)dp(t)] d(x) + E‘_{ %L S:f'/f«,:(m) d ()
= ([ {'outos 0y dpeio) | a0y
(28) e
- S 3 o, (3 1) d,e(x)] do(t) (by Theorem 2)
0
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An examination of (28) yields also:

COROLLARY 5.1. Necessary and sufficient conditions for dp to
belong to the dual to N3, C(yy, c++, ), 1 =k < n, are

1) gim(x) dp(@) = 0 i1, e k
(2) SZ%(x) dp(x) = 0 E+1=Zi=n
@ |'@ulo; ) dpuw) 2 0 ast=bh.

REMARK. For k& = n, Corollary 5.1 expresses the characterization
of the cone dual to C(+,, ++ -, 4r,). Thus it subsumes as a special case
the results for C*(yr, -+, 4,) which were obtained, in a different
way, by S. Karlin and A. Novikoff [4].

The dual cones of other types of intersections can also be
characterized, but the conditions are more complicated. One might be
led to believe that replacing the suitable inequalities in (26) by
equalities, as was done in Corollary 5.1, would provide necessary and
sufficient conditions. Unfortunately, as we show later by a counter
example, this is not the case. It is true, however, that the conditions
obtained in this way are sufficient. The sufficiency proof proceeds in
exactly the same way as in Theorem 5.

We defer the discussion of the counter example and divert now
our attention to the case n = 2, which is important in applications.

Let C(+4,, +++, 4,)~ denote the cone of functions ¢(x) such that
— @(x) e C(py, *++, ¥,). For example, C(1)~ is the cone of nonincreasing
functions and C(1, )~ is the cone of concave functions (in the standard
sense).

THEOREM 6. Necessary and sufficient conditions for dit to belong
to the dual to C(y,))~ N C(yry, ¥,) are

(29) [ (@) dpt) = 0
(30) gbq/f(t; %) dps() = 0 a=t=<bh
where (t; x) is defined by

Vo) ) — e <z <t
it ) — ey PO ) P=r=
0 t<x<b,
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Proof: (a) Necessity. Since = +(x) € C(yr,)~ N C(yy, 4r,), we find
that (29) is necessary. It can be easily verified that (¢; )€
C()~ 0 Capy, 4ps), so that (30) is necessary as well.

(b) Swufficitency. According to property 3) of Section 1, it would
be sufficient to consider only functions with continuous second deriv-
atives. Let @(2) be an arbitrary function of C*a, b) N C(yr)~ N C(yry, Vrs)
and introduce the notation

u@:ﬂym@memzﬂymma.

Repeated integration by parts together with relation (29) yields

(31) [ tt; ) dpu@) = LL®
and

62 (o dpw) = — L1 L2 1 [ LLG) Bt d

Using (31), (30) and taking into consideration the fact that o(x)c
C(yr)~ N C(yy, 9ry), the right hand side of (82) is seen to be nonnegative.
Similar arguments establish also:

THEOREM 7. Necessary and sujffictent conditvons for dy to belong
to the dual to C™ N C(yry, ) are

M |y dpta) = 0
@ |t 2 dp@) = 0 ast=b

b
@ |'pdost) dute) = 0 a=t=b.
REMARK. We give now the counter example whose existence was
asserted before Theorem 6. Let a =0, b=1 and u,(x) = u,(x) = 1.

The necessary and sufficient conditions for dyt to belong to the dual
of C+* N C(@, ) take the simple form

Sbmwzo,
and
yu—@dmmgo,ym—odm@go, 0<t<1.

Considering du(r) = (¢ + a)dr, we find that a necessary and



574 ZV1 ZIEGLER

sufficient condition for this dy to belong to the dual is that a = 0.
On the other hand, if the methods of Corollary 5.1 were applicable,
a necessary condition would be

S}dpm)zo,

which, for dy(x) = (x + a)dx, is equivalent to 3o + 2= 0. Since this is
incompatible with « = 0, it follows that it is not a necessary condition,
as was to be shown,

4. Miscellaneous properties and applications. In this section
we wish to demonstrate the possibilities inherent in our approach.
Classical inequalities can be obtained in a straightforward manner,
and some further results can be discovered.

(a) Let {uix)}r, and {v,x)};-, be two sets of positive funections.
Let {y;(x)}¥ and {0,(x)}; be the ECT-systems generated by {u;(x)}f and
{v,(2)}y respectively. Define {u,.;(x)}i, by

Upyi(x) = v;(2) =1, 0,

and let {y;(®)}i* be the ECT-system generated by {u;(x)}:*". Denote
by {p.(xz;t)} the extreme rays of C(y, - -+, ) which satisfy

Ei~'p(a) = 0 i=1, -k,

where D;, E*, + =1, ---, k + n are the differential operators associated
with {x:(2)}*". With these definitions, we have

THEOREM 8. Let f(x)eC(@,, ---,0,); then
(33) 0@) = | pule; 1) £0) i
belongs to C(fu, =+ ) Aisn)-

Proof. By Lemma 2, we have

(@) = | Bty t) Ft)dt .
Substituting the value of E**p,(x; t) from (12) results in
Bglo) = | B o) — Z2000 0 @) | pyae
o Uy_s(t)

Hence, E*'g(x) exists in this case, and it satisfies

Erg() = gium) ftydt = uh(x)g:f(t)dt
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so that

Erg(x) = f(@) .

We observe that from the definitions it follows that {4;(x)} is
the kth reduced system associated with {y;(x)};**. We denote by
Ty &40 =1, .-+, m, the differential operators associated with
{0(2)}r. Then

[ B0 | i) | o #i )

un+k(m) u’n'»k(m) ’I)n(ﬂ/)

which is nonnegative since f(x)e C(0,, ---, 0,).

REMARK. Let us consider the case of ordinary convexity of order
n, i.e., let u;(x) = vi(x) =1 for every ¢+ and 5. We then have explicit
expressions for the extreme rays of the cone C(1,z, ---, 2*%). In
fact, as can easily be verified by induction (using relation (12)), we
have

0 a§x<t
34 (@3 1) = 3 (@ — )"
(34) Pue; 1) {ﬁ t<w=b.

Using this result, Theorem 8 yields:

COROLLARY 8.1. If f(x)e CQA, -, a" ), then the function

9@ = | @ — o= syt
belongs to C(1, -« -,z 1),

The result stated in Corollary 8.1 was mentioned by Popoviciu [6]
and is a generalization of a result due to Montel [5].

(b) A second application is related to the following interesting
problem: TUnder what conditions on the sequences {a;}, {b;}, ¢ =
0,---,m — 1, can we construet a function f(x) belonging to C(+r,* - ,r,)
on [a, b] and satisfying

(35) fida) =iy,  f7(0) = biy, i=1, -, m.
Furthermore, what are the conditions under which the solution is
unique?

For the case of ordinary convexity of order %, the question was
solved by S. Kakeya [2] and T. Popoviciu [6].

We note first that, by Lemma 1, prescribing the data (35) is
equivalent to specifying the values
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P21 _gr,, B0 = b, i=1-m,
ui(@)

THEOREM 9. Let the sets {a;}, {b}, 1=0,--+-,n —1 be given.
We define

(36) ¢tr=bos— 3L @ E) i=1, 0, m,
There are four possible cases

1) If ¢f = 0, there exists a solution +f and only if ¢, =0
for 1 =2,+-+,m. If a solution exists it is umique.

If ¢f = 0, we have three alternatives:

(2) If the mumbers (cflci)u,(b), t=1,-+,n—1 lie in the
interior of the cone spanned by the functions {Eip,(b;t),5 =0, -,
n—2, a =t = b}, then there exists an infinite number of solutions.

(8) If the numbers lie on some parts of the boundary of this
cone, there exists a unique solution.

(4) If the numbers are exterior to the cone, there is no solution.

Proof. By Theorem 3, every f(x) belonging to C(y,, ---, 4r,) can
be written as

@ = (o ydpt) + 3 T@

u (@)
Using Lemma 2 and equations (6), we obtain

bui = SbE i, (b 1) dp(t) + S, 6, E (D) for i =2,--+,m

Jj=n—i+l

b, = S”Eg—m(b; £y do(t) + axu, () .
With the aid of (36) and (13) we deduce

b
¢k, = S E™p,(b; t) do(t) 1=2, 0,1
(37) ,,
c¢f = u,(b) S do(t) .

Hence, if ¢f = 0, then do(f) = 0 since it is a nonnegative measure.
Thus, f(x) must satisfy

E"f(z) = 0

and it is evident that there exists a solution if and only if ¢f, =0,
1 =1, +--,m. The linear combination >7_,a} ,v;(x) is then the unique
solution of the problem,
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In the other case, i.e., when ¢f # 0, the relations (37) imply that
the existence of a nonnegative measure do(t) such that

gido(t) —1

b X cx .
S B ,(b; 1) do(t) = <L u,(b) Pi=2 ., m

is the necessary and sufficient condition for a solution. This in turn
implies that we have only the three alternatives mentioned in the
theorem.

(e) It is of importance to be able to construct classes of measures
of the dual cones, since every such measure induces an inequality which
might be useful in various contexts. We shall present some results
in this direction.

THEOREM 10. No nontrivial linear combination of the form
dpe = St e (x)de, belongs to C*(yry, «« =, Y,).

Proof. By Corollary 5.1, a necessary condition for dy¢ to belong to
C*(py, +++, 9,) is that

(38) S"(Z a; q/f@.(x)>q/fj(x) dw = 0 =1, m.

The determinant of this system of % equations in 7 unknowns is the
“Gram determinant” which does not vanish since {y;(x)}’ are linearly
independent,

We next construet a simple measure belonging to the dual cone
of C*NC()NC@A,t) and deduce a new inequality. We let a =0
in order to simplify calculations. Let f(¢{) =¢— a. By using the
necessary and sufficient conditions stated in Theorem 5, we find that
dp= (@t —a)dte|CrNCQA)NCA,H[* if and only if a <b/2. We
shall use here the discrete analogue of this result, viz.,

LEMMA 3. The sequence {a; =% — ¢, 1 =1, -+, n} belongs to the
cone dual to the cone of positive, increasing and convex m-sequences,
iof and only if ¢ < (n + 1)/2.

Consider now the generalized mean function

n / n
Ma; x) = (Zaixé)l L a2, Sa;=1.
=1 =1
It is well known that ¢ log M,(«, x) is a convex function [1]. If

o, =1,9=1,---,m, then ¢ log M, («, ) is also a positive increasing
function of ¢, for ¢ = 0., Hence, by Lemma 3, we have
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x=1li=1, ,
n n 1
(39) > (6 —¢)t;log M, (a, @) = 0, c= _2|_ ;
7=1
0=t <t, <. =t,

or,
n . n .
l[[letzitl > E (Mttil)c .

The same analysis applies to the funetion

n 1/t
Si@) = (3at)
Here, we have
X; gl,'i: 1, cty,

ﬁ(}n: tj>j> MI(ﬁ%')c Ostisti=--
j=1z1xl =a\a n+1

- ¢ <
2

’
t,;

N =

(d) As a final application, we derive by our methods a result
which is aseribed to Fejer, and is stated and proved in [7].

Let 0= <2, < +++ <2, < By =1; 0=9, < *++ ¥,.. < 1, and
let these numbers satisfy

(40) xv<yv+1<xv+1 V:O,"',’n.
We introduce the notation

Yvr1 — %y = Dyy Ly — Yop1 = Gy, vy=20,---,m,
pn+1:0y

and we form the Riemann sums corresponding to these subdivisions.
SO(f) = 3@ — m) f(@),
SULS) = 2 Ws — 1) @)
SO(F) = 3 (@ — ) f@) -

The result we prove is:

THEOREM (Fejer). Necessary and sufficient conditions for

(41) SP(f) = Syh(F); Si(F) = Sil(f)

to hold for every f(x) decreasing and convex, are
}f"
(42) %qxp»ﬂpvﬂ_pv)go /_[:0, ...,n.

Proof. We prove the result for S\, but this is essentially the
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proof for S¢” too. We have
2n+42
SH(f) — Si(f) = vz:'la”f(%) ,

where the {z,} are the numbers {x,}, {y,} ordered by magnitude, while
the coefficients {a,} are given by

a = Qo; Qo = — (P + Qi) E=1+--,n+1
Qo1 = Qi + Dy E=1,+--,m.

We see easily that Theorem 6 is applicable with u,(f) = u,(¢t) = 1, and
a discrete measure dp(t) with mass a, at z,, v =1, ---,2n + 2. The
necessary and sufficient conditions in this case reduce to:

S’dp(x) —0
(43) S
S[gdp(t)]dzz(), 0=o=1.
0 0
The function Szdy(t) takes the values
0
q; T =2 < Yin 1 =0,++, 10
(44) Sd#(t): - D Y =z <2, 1=1,+++,m
0
0 yn+1 é z é l .

Hence, the first condition is automatically satisfied. Since the p,, g¢;
are nonnegative, it is clear that if the second inequality holds for
X =, k=1,---,n, it will hold for every x. Hence,

RIS y—1 Y
So [Sod#(t) ]dz = %qz‘pi - ;.piqi_l
v—1
:%Qi(pi—piﬂ)go, y=1, -, 1m
are the desired necessary and sufficient conditions,

REMARKS. We can derive some further results by our methods.

(1) From Corollary 5.1 we deduce that a necessary condition for
dpe C(1)* is that — S di(t) = 0 for 0 <o < 1. Hence, (44) implies

0
that there do not exist {a,} such that (41) holds for every increasing
function.

(2) Necessary and sufficient conditions for (41) to hold for every
convex function are
w—1
gOQV(pv_pv+l)207 ‘u:ly"'yn
(45) .

%qv(pv - pH—l) - 0 .

y=
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These conditions are incompatible since ¢, > 0, p, > 0 while p,,, = 0.
Thus, there do not exists {a,} such that (41) holds for every convex
function.
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