# EXISTENCE OF A HOMOTOPY OPERATOR FOR SPENCER'S SEQUENCE IN THE ANALYTIC CASE 

C. Buttin

According to E. Cartan's prolongation theorem, an analytic system of linear partial differential equations becomes an involutive system, after prolongation in a finite number of steps, and an involutive system has local solutions, by the Cartan-Kähler theorem.

Recently, a homological procedure has been developed, in terms of which the notion of involution is equivalent to the vanishing of a certain type of cohomology (so-called " $\delta$-cohomology''). Moreover, the local solvability of a linear system of partial differential equations has been shown by Quillen to be equivalent to the exactness, at degree one, of a certain resolution introduced originally by Spencer, which is canonically associated with the given system. The terms of the resolution are sheaves of germs of jet forms, i.e., differential forms with values in jet spaces.

The exactness of this resolution, providing a replacement for the Cartan-Kähler theorem in the linear case, in the analytic case is known. We shall have given another proof, based on the construction of a homotopy operator which is a natural generalization, to jet forms, of the well-known homotopy operator used in proving the Poincaré lemma for the exterior derivative $d$.

Some estimates will be necessary in order to study the existence of this operator, and we use here extensively the estimates obtained by Sweeney in [5] which are related to the bounds obtained earlier by L. Ehrenpreis, V. W. Guillemin and S. Sternberg in the paper [1].

1. Notation. Let $M$ be a $C^{\infty}$ manifold of real dimension $n$. Since everything we shall do is local, we shall always work in a neighborhood, $U$, of a reference point 0 of $M$. A coordinate $\left(x^{1}, x^{2}, \cdots, x^{n}\right)$, vanishing at 0 , will be chosen in $U$.

If $E$ is a $C^{\infty}$ bundle over $M, \underline{E}$ denotes the sheaf of germs of $C^{\infty}$ sections of $E$. But, for the sake of simplicity, and because $E$ can be supposed trivial over $U$, we shall in general use the same notation $E$ for both.

Also for the sake of simplicity, we shall use the following, now classical, condensed notations:

$$
p=\left(p_{1}, p_{2}, \cdots, p_{n}\right) \text { is a multi-index of nonnegative integers } p_{i}
$$

The length of $p$, denoted $|p|$, is the sum $p_{1}+p_{2}+\cdots+p_{n}$.
$p!$ is the product $p_{1}!p_{2}!\cdots p_{n}$ !
$x^{p}$ is the product $\left(x^{1}\right)^{p_{1}}\left(x^{2}\right)^{p_{2}} \cdots\left(x^{n}\right)^{p_{n}}$.
$\frac{\partial^{|p|} f}{\partial x^{p}}=\frac{\partial^{|p|} f}{\left(\partial x^{1}\right)^{p_{1}} \cdots\left(\partial x^{n}\right)^{p_{n}}}$ for the derivatives of the differentiable functions in $U$.

We can define the sum $p+q$ of the multi-indices $p$ and $q$, by:

$$
p+q=\left(p_{1}+q_{1}, p_{2}+q_{\iota}, \cdots, p_{n}+q_{n}\right)
$$

and also their difference $p-q$, whenever $q_{1} \leqq p_{1}, \cdots, q_{n} \leqq p_{n}$, by

$$
p-q=\left(p_{1}-q_{1}, p_{2}-q_{2}, \cdots, p_{n}-q_{n}\right)
$$

(The inequalities $q_{1} \leqq p_{1}, \cdots, q_{n} \leqq p_{n}$, may be condensed into $q \subset p$.) Finally, $p+1_{i}$ will denote the multi-index $\left(p_{1}, \cdots, p_{i}+1, \cdots, p_{n}\right)$.
2. Definitions and results required in the sequel. In this paragraph we shall recall, very briefly, some results which can be found in [3], [4(c)] and [5].

Let $E$ be a $C^{\infty}$ vector bundle over $M$, with fiber $\boldsymbol{R}^{m}$. We denote by $J^{\mu}(E)$ the vector bundle, over $M$, of all the jets of order $\mu$ of the germs of $C^{\infty}$ sections of $E$.

There is a natural projection $\pi^{\mu}: J^{\mu}(E) \rightarrow J^{\mu-1}(E)$. We can cover $J^{\mu}(E) \mid U$, if $E$ is trivial over $U$, by the coordinate $(x, \sigma)$, where $x$ is the coordinate $\left(x^{1}, \cdots, x^{n}\right)$ in $U$, and $\sigma=\left(\sigma_{p}^{j}\right), j=1,2, \cdots, m,|p| \leqq \mu$ is the coordinate in Hom $\left(\bigoplus_{0 \leq \gamma \leqq \mu} S^{\gamma}\left(\boldsymbol{R}^{n}\right), \boldsymbol{R}^{m}\right)$ where $S^{\gamma}\left(\boldsymbol{R}^{n}\right)$ is the $\gamma$-fold symmetric product of $\boldsymbol{R}^{n}$.

From now on, whenever there is no possibility of confusion, we shall omit the subscript $j$, thus writing, for instance, $\sigma=\left(\sigma_{p}\right)$.

Finally, there is a map $j^{\mu}: \underline{E} \rightarrow \underline{J^{\mu}(E)}$ which is given in a local coordinate by

$$
f \longrightarrow \frac{\partial^{\{p \mid} f}{\partial x^{p}}
$$

Now let $E$ and $F$ be two $C^{\infty}$ vector bundles over $M$, with fibers $\boldsymbol{R}^{m}$ and $\boldsymbol{R}^{p}$, supposed trivial over $U$.

A linear differential operator $\mathscr{D}$, of order $\mu_{0}$, is a linear mapping

$$
\mathscr{O}: E \longrightarrow F
$$

locally given by

$$
\mathscr{D} f(x)=\sum_{|p| \leqq \mu_{0}} a^{p}(x) \frac{\partial^{|p|} f}{\partial x^{p}}(x)
$$

where the $a^{p}$ are $C^{\infty} l \times m$ matrix-valued functions.
We associate to $\mathscr{D}$ the (algebraic) linear operator:

$$
\mathscr{L}_{0}: J^{\mu_{0}}(E) \longrightarrow F
$$

defined by

$$
\mathscr{L}_{0}\left(\sigma_{p}\right)(x)=\sum_{|p| \leqq \mu_{0}} a^{p}(x) \sigma_{p}(x)
$$

and we prolong $\mathscr{L}_{0}$, inductively, by differentiation, as follows:

$$
\mathscr{L}_{q}\left(\sigma_{p}\right)(x)=\sum_{\substack{p=r+s \\|r| \leq \mu_{0}, s \subset q}} a_{q}^{p}(x) \sigma_{p}(x) .
$$

Then $\mathscr{L}_{q+1_{i}}$ will be defined by

$$
\begin{aligned}
\mathscr{L}_{q+1_{i}}\left(\sigma_{p}\right)(x) & =\sum_{\substack{p=r+s \\
|r| \leqq \mu_{0}, s \subset q}}\left(\frac{\partial a_{q}^{p}(x)}{\partial x^{i}} \sigma_{p}(x)+a_{q}^{p}(x) \sigma_{p+1_{i}}(x)\right) \\
& =\sum_{\substack{p=r+s \\
|r| \leqq \mu_{0}, s \subset q+1_{i}}} \alpha_{q+1_{i}}^{p}(x) \sigma_{p}(x) .
\end{aligned}
$$

Here $a_{0}^{p}(x)$ is naturally identified with $a^{p}(x)$.
The collection of the maps $\mathscr{L}_{q}$, for $|q|<\mu, \mu \geqq \mu_{0}$, which we shall denote by $\mathscr{L}^{\mu}$, is called the $\mu^{\text {th }}$ prolongation of $\mathscr{L}_{0}$. It maps $J^{\mu}(E)$ into $J^{\mu-\mu_{0}}(F)$ and makes the following diagram commute:


Let $\Sigma^{\mu}$ denote the kernel of $\mathscr{L}^{\mu}$.
We shall suppose, once and for all in this paper, that $\mathscr{D}$ is regular, that is:
(i) $\Sigma^{\mu}$ is a $C^{\infty}$ sub-bundle of $J^{\mu}(E)$.
(ii) The map $\Sigma^{\mu} \rightarrow \Sigma^{\mu-1}$ (induced by $\pi^{\mu}$ ) is surjective. This map will still be called $\pi^{\mu}$.
$\Sigma^{\infty}$ will signify the projective limit of $\Sigma^{\mu}$.
We finally introduce the following sheaves of germs of differential forms over $M$ :

$$
\Sigma^{\mu, r}=\Sigma^{\mu} \otimes \bigwedge^{r} T^{*}(M)
$$

where $T^{*}(M)$ is the cotangent bundle of $M$. Moreover, $\pi^{\mu}$ induces the projection, still denoted $\pi^{\mu}$,

$$
\pi^{\mu}: \Sigma^{\mu, r} \longrightarrow \Sigma^{\mu-1, r}
$$

and $\Sigma_{\mu-1}^{\mu, r}$ is by definition the kernel of $\pi^{\mu}$. An element $\sigma_{\mu-1}^{\mu, r}$ of $\Sigma_{\mu-1}^{\mu, r}$
is represented, in the local coordinate, by the components,

$$
\sigma_{p}=\sum_{j_{1} \leq \cdots \leq j_{r}} \sigma_{p_{1} \cdots p_{n}: j_{1} \cdots j_{r}} d x^{j_{1}} \wedge \cdots \wedge d x^{j_{r}}
$$

which we can write, more succinctly,

$$
\sigma_{p}=\Sigma_{j} \sigma_{p, J} d x^{J}
$$

We now define the map $\delta$, namely the map

$$
\delta: \sum_{\mu-1}^{\mu, r} \longrightarrow \sum_{\mu-2}^{\mu-1, r+1}
$$

which is locally given by

$$
(\delta \sigma)_{p}=\sum_{i=1}^{n} d x^{i} \wedge \sigma_{p+1_{i}}, \quad \quad|p|=\mu-1
$$

It is easy to check that $\delta^{2}=0$.
Let $\Lambda_{\mu}^{\mu+1, r}$ be the kernel of $\delta: \Sigma_{\mu}^{\mu+1, r} \rightarrow \Sigma_{\mu-1}^{\mu, r+1}$. One has the following sequence:

$$
0 \longrightarrow \Lambda_{\mu}^{\mu+1, r} \longrightarrow \Sigma_{\mu}^{\mu+1, r} \xrightarrow{\delta} \Lambda_{\mu-1}^{\mu, r+1} \longrightarrow 0
$$

since $\delta^{2}=0$. But this sequence is not exact, in general. However ( $\delta$-Poincaré lemma), it has been proved ([1], [4(a)], [5]) that there exists a positive number $\mu_{1} \geqq \mu_{0}, \mu_{1}$ depending only on $\mu_{0}, n, m$, and $l$, such that the sequence is exact for $\mu \geqq \mu_{1}$. We can choose a norm in $\Sigma_{\mu}^{\mu+1, r}$ by defining, for a form $\sigma=\sigma_{p, j_{1} \cdots j_{r}}^{j} d x^{j_{1}} \wedge \cdots \wedge d x^{j_{r}}$, belonging to $\Sigma_{\mu}^{\mu+1, r},\|\sigma\|_{\mu}=\sup \left|\sigma_{p, j_{1} \cdots j_{r}}^{j}(x)\right|$ for $x \in U$, all $j, j_{1}, \cdots, j_{r}$ and all the $p$ of length $\mu$. It has been proved (see [5]) that, choosing the coordinate ( $x^{1}, \cdots, x^{n}$ ) appropriately, one can assert the existence of a splitting of the sequence by a map

$$
\rho_{\mu}: \Lambda_{\mu-1}^{\mu, r+1} \longrightarrow \Sigma_{\mu}^{\mu+1, r}
$$

such that $\left\|\rho_{\mu}\right\|<C$ where the constant $C$ depends only on $\mathscr{D}$ and the choice of the coordinate. In particular, $C$ does not depend on $\mu$.

One can, in the same way, define the map $\delta$ on $J_{\mu-1}^{\mu}(E)$, kernel of the map

$$
\pi^{\mu}: J^{\mu}(E) \longrightarrow J^{\mu-1}(E)
$$

Since $J^{\mu}$ is locally isomorphic to $\bigoplus_{\nu=0}^{r} J_{\nu-1}^{\nu}, \delta$ can be regarded as a map

$$
\delta: J^{\mu, r} \longrightarrow J^{\mu-1, r+1} .
$$

But an element of $\Sigma^{\mu, r}$ is not in general sent into $\Sigma^{\mu-1, r+1}$, under $\delta$. (It is locally true, however, when the coefficients of $\mathscr{D}$, the matrices $a^{p}$, are constant.)

Again, except in the constant coefficient case, the operator $d$, exterior derivation on the components of a jet, which are differential forms, does not send $\Sigma^{\mu, r}$ into $\sum^{\mu, r+1}$. But, roughly speaking, the difference $d-\delta$, between "actual" and "formal" derivations, preserves the structure. More precisely, there is a map

$$
D^{\mu}: \Sigma^{\mu, r} \longrightarrow \Sigma^{\mu-1, r+1},
$$

which is locally defined by

$$
D^{\mu} \sigma^{\mu}=d\left(\pi^{\mu} \sigma^{\mu}\right)-\delta \sigma^{\mu}
$$

We shall often abbreviate $D^{\mu}$ by $D$, incorporating also in the same notation the projective limit $D^{\infty}$ of $D^{\mu}$, which sends $\sum^{\infty, r}$ into $\sum^{\infty, r+1}$. (For a more intrinsic definition of $D$, see [3].)

We come now to the resolution of the sheaf $\theta$ of germs of solutions of the differential equation $\mathscr{O} f=0$. This resolution is the sequence (cf. 4(c))

$$
0 \longrightarrow \Theta \xrightarrow{\iota} \Sigma^{\infty, 0} \xrightarrow{D} \Sigma^{\infty, i} \longrightarrow \cdots \xrightarrow{D} \Sigma^{\infty, n} \longrightarrow 0
$$

where

$$
(c(f))_{p}=\frac{\hat{o}^{|p|} f}{\partial x^{p}} \quad \text { for } f \in \Theta
$$

It is easily checked that $D \circ \iota=0$ and that the sequence is exact at $\Sigma^{\infty, 0}$. But it is not usually exact any further. When it is exact, we say that the $D$ (or better $D^{\infty}$ )-Poincare lemma is true.

Note that the $D^{\infty}$-Poincaré lemma is equivalent to the $D^{\mu}$-Poincaré lemma for $\mu \geqq \mu_{1}$. We shall here indicate the details of the proof, for we shall use the process later, in the evaluation of the estimates.

First let us suppose that the $D$-Poincare lemma is true for some $\mu \geqq \mu_{1}$; and let us consider a $\sigma^{\infty}$ belonging to $\sum^{\infty, r}$ and satisfying $D \sigma^{\infty}=0$. The projection $\sigma^{\mu}$ of $\sigma^{\infty}$ in $\Sigma^{\mu, r}$ satisfies $D^{\mu} \sigma^{\mu}=0$, and thus there exists a $\tau^{\mu+1} \in \Sigma^{\mu+1, r-1}$ such that $D^{\mu+1} \tau^{\mu+1}=\sigma^{\mu}$. Let $\tau^{\infty}$ be any prolongation of $\tau^{\mu+1}$ and let $\tilde{\sigma}^{\infty}$ be $D \tau^{\infty}$. The form $\sigma^{\infty}-\tilde{\sigma}^{\infty}$ is closed under $D$ and belongs to the kernel, $\Sigma_{\mu, r}$, of the projection $\Sigma^{\infty, r} \rightarrow \Sigma^{\mu, r}$. Now the $D$-Poincaré lemma is trivially true for $\Sigma_{\mu}$ : no integration is necessary-it suffices to apply infinitely many times the $\delta$-Poincaré lemma. Therefore, $\sigma^{\infty}-\tilde{\sigma}^{\infty}$ is a $D$-coboundary and so is $\sigma^{\infty}$.

Conversely, suppose that the $D^{\infty}$-Poincaré lemma is true, and let $\sigma^{\mu}$ be an element of $\Sigma^{\mu, r}$ such that $D^{\mu} \sigma^{\mu}=0, \mu \geqq \mu_{1}$. Since $\Sigma^{\mu+1} \rightarrow \Sigma^{\mu}$ is surjective, there exists a prolongation of $\sigma^{\mu}$ in $\Sigma^{\mu+1}$. Let $\widetilde{\sigma}^{\mu+1}$ be any such prolongation. Then $D^{\mu+1} \widetilde{\sigma}^{\mu+1}$ is actually an element of $\sum_{\mu-1}^{\mu, r+1}$, closed under $\delta$, therefore it belongs to $\Lambda_{\mu-1}^{\mu, r+1}$. We can now apply the
$\delta$-Poincaré lemma, asserting the existence of a $\tau_{\mu}^{\mu+1} \in \sum_{\mu}^{\mu+1, r}$ such that $\delta \tau_{\mu}^{\mu+1}=D^{\mu+1} \widetilde{\sigma}^{\mu+1}$. By construction, $\sigma^{\mu+1}=\tilde{\sigma}^{\mu+1}+\tau_{\mu}^{\mu+1}$ belongs to $\Sigma^{\mu+1, r}$, projects onto $\sigma^{\mu}$, and is closed under $D^{\mu+1}$. This process can be repeated, thus giving us an infinite prolongation, $\sigma^{\infty}$, of $\sigma^{\mu}$, satisfying $D \sigma^{\infty}=0$. Therefore there exists a $\tau^{\infty}$ such that $D \tau^{\infty}=\sigma^{\infty}$, and it suffices now to project $\tau^{\infty}$ into $\Sigma^{\mu+1, r-1}$, in order to obtain a $\tau^{\mu+1}$ such that $D^{\mu+1} \tau^{\mu+1}=\sigma^{\mu}$.

It has been proved (see [3]) that the resolution is exact at $\Sigma^{\infty, 1}$ if and only if the nonhomogeneous equation $\mathscr{D} f=g$, where $g$ satisfies the required compatibility conditions, is locally solvable. But this equation is not always locally solvable, as Quillen has pointed out, namely the equation (H. Lewy's example)

$$
\frac{\partial f}{\partial \bar{z}}-i z \frac{\partial f}{\partial x^{3}}=g
$$

where $z=x^{1}+i x^{2}, \bar{z}=x^{1}-i x^{2}$, has a solution if $g$ is analytic, but no solution in general if $g$ is $C^{\infty}$. Therefore, the $D$-Poincare lemma is generally false. However, we can say that
(i) It is "formally" true (see [3]).
(ii) It is true in the constant coefficient case, in view of theorems of Ehrenpreis and Malgrange.
(iii) It is true in the analytic case. Analytic means here that the coefficients of the equation $\mathscr{D} f=0$, and the jet $\sigma$ are analytic (cf. Lewy's equation).

The exactness in case (iii) is known (see [3], [4]). However, our purpose in this paper is to give a new simplified proof of the exactness in case (iii) by defining a natural homotopy operator $K$, which, we think, is natural in the analytic category, but, (see end of §7) may be defined under weaker assumptions of analyticity, i.e. supposing only that the coefficients of $\mathscr{O}$ are analytic and the Spencer sequence is exact.
3. Definition of the operator $K$. Let us first recall the existence of an operator $k$, acting on ordinary differential forms defined in an open set $U$, starlike with respect to the origin, in which coordinates ( $x^{i}$ ) have been chosen, and satisfying:
(1) $\left\{\begin{aligned} k d \sigma+d k \sigma & =\sigma & & \text { if the degree of } \sigma \text { is positive, } \\ & =\sigma(x)-\sigma(0) & & \text { if the degree of } \sigma \text { is } 0 .\end{aligned}\right.$

The operator $k$ may be obtained in the following way. One uses the interior product $\sigma \pi x$ of the differential form $\sigma=\sigma_{j_{1} \cdots j_{r}} d x^{j_{1}} \wedge \cdots \wedge d x^{j_{r}}$ by the vector field $x=\sum_{1}^{n} x^{k}\left(\partial / \partial x^{k}\right)$, which is defined by

$$
\sigma \pi x=\sigma_{j_{1} \cdots j_{r}}\left(\sum_{k=1}^{r}(-1)^{k-1} x^{j_{k}} d x^{j_{1}} \wedge \cdots \wedge \widehat{d x^{j_{k}}} \wedge \cdots \wedge d x^{j_{r}}\right)
$$

in positive degree, $\sigma \pi x=0$ in degree 0 . Let us recall that the operator $\pi x$ is a derivation:

$$
(\alpha \wedge \beta) \pi x=(\alpha \pi x) \wedge \beta+(-1)^{r} \alpha \wedge(\beta \pi x)
$$

where $r$ is the degree of $\alpha$. Then one defines the operator $V \sigma$ (Lie derivative) by

$$
V \sigma=d \sigma \pi x+d(\sigma \pi x)
$$

An easy computation shows that

$$
V \sigma=\left(\sum_{j_{0}=1}^{n} x^{j_{0}} \frac{\partial \sigma_{j_{1} \cdots j_{r}}}{\partial x^{j_{0}}}+r \sigma_{j_{1} \cdots j_{r}}\right) d x^{j_{1}} \wedge \cdots \wedge d x^{j_{r}}
$$

thus proving that $V$ is invertible on the differential forms of positive degree. In fact, the equation

$$
\sum_{i=1}^{n} x^{i} \frac{\partial f}{\partial x^{i}}+r f=g
$$

has a unique $C^{\infty}$ solution, when $g$ is $C^{\infty}$, given by

$$
f=\int_{0}^{1} t^{r-1} g\left(t x^{1}, \cdots, t x^{n}\right) d t \quad r \geqq 1
$$

Let $k \sigma$ be

$$
\begin{cases}V^{-1} \sigma \pi x & \text { in positive degree } \\ 0 & \text { in degree } 0\end{cases}
$$

It is now easy to check that $k$ satisfies (1), and therefore, as is well known, $k$ can be used to prove that a differential form closed under $d$ is locally a $d$-coboundary ( $d$-Poincaré lemma).

We would like to generalize this process, in order to obtain an operator $K$, acting on the differential forms $\sigma \in \Sigma^{\infty, r}$, and satisfying

$$
\begin{equation*}
D K \sigma+K D \sigma=\sigma \tag{2}
\end{equation*}
$$

in positive degree. We recall that we are here working in a neighborhood $U$ of a point 0 of the manifold, covered by a coordinate $\left(x^{i}\right)$.

We can apply $k$ to all the components of $\sigma$, and define the operator $W$ by

$$
W \sigma=D k \sigma+k D \sigma
$$

But here the operator $W$ is not generally invertible, and it is not so easy to see directly when it is invertible. We have

$$
\begin{aligned}
D k \sigma+k D \sigma & =(d k+k d)(\sigma)-(\delta k+k \delta)(\sigma) \\
& = \begin{cases}\sigma-(\delta k+k \delta)(\sigma) & \text { in positive degree } \\
\sigma(x)-\sigma(0)-k \delta \sigma & \text { in degree } 0\end{cases}
\end{aligned}
$$

Symbolically speaking, $W$ will be invertible if the series $\sum_{l=0}^{\infty}(\delta k+k \delta)^{l}$ converges, or, equivalently, if the series $\sum_{l=0}^{\infty}(\delta k)^{l}$ does. We shall define

$$
K \sigma=
$$

(3) $\begin{cases}k \sum_{l=0}^{\infty}(\delta k)^{l} \sigma & \text { in positive degree, when the series is convergent, } \\ 0 & \text { in degree } 0 .\end{cases}$

The operator $K$ has been constructed in order to verify (2), but it is necessary to check it, because of the slight irregularities introduced by the forms of degree 0 . If both $\sum_{l=0}^{\infty}(\delta k)^{l} \sigma$ and $\sum_{l=0}^{\infty}(\delta k)^{l} D \sigma$ converge,

$$
\begin{aligned}
D K \sigma+K D \sigma & =d k \sum_{l=0}^{\infty}(\delta k)^{l} \sigma-\sum_{l=1}^{\infty}(\delta k)^{l} \sigma+k \sum_{l=0}^{\infty}(\delta k)^{l} D \sigma \\
& =\sum_{l=0}^{\infty}(\delta k)^{l} \sigma-k d \sum_{l=0}^{\infty}(\delta k)^{l} \sigma-\sum_{l=1}^{\infty}(\delta k)^{l} \sigma+k \sum_{l=0}^{\infty}(\delta k)^{l} D \sigma \\
& =\sigma+k \sum_{i=0}^{\infty}\left((\delta k)^{l} D \sigma-d(\delta k)^{l} \sigma\right)
\end{aligned}
$$

and the last sum is easily seen to be equal to zero, by using $d k+$ $k d=$ identity, and $d \delta+\delta d=0$.

In degree 0 , (2) is no longer true, but we find,

$$
K D \sigma=\sigma(x)-\sum_{l=0}^{\infty}(k \delta)^{l} \sigma(0)
$$

if the last series is convergent. The component

$$
\left(\sum_{l=0}^{\infty}(k \delta)^{l} \sigma(0)\right)_{p}
$$

is a power series in $x^{1}, \cdots, x^{n}$, actually the Taylor expansion of an analytic function $\varphi_{p}$, whose derivatives at the origin are

$$
\frac{\partial^{|q|} \varphi_{p}}{\partial x^{q}}(0)=\sigma_{p+q}(0)
$$

In other words, there exists a function $\varphi$, analytic in $U$, such that $\partial^{|p|} \varphi / \partial x^{p}=\varphi_{p}$, thus showing that $\sum_{l=0}^{\infty}(k \delta)^{l} \sigma(0)=\iota^{\infty}(\varphi)$. It can be seen that the function $\varphi$ belongs, in fact, to $\Theta$. The demonstration is analogous to the one we shall give later in order to prove that $K$ preserves $\Sigma^{\infty, *}$.

Everything we have said in this paragraph applies to the "formal" case, in the sense that it is correct for formal power series.

Remark. Among formal homotopy operators on $\Sigma^{\infty, *}$, the above homotopy operator is uniquely determined by the following conditions:
(i) $D K+K D=I$ in positive degree;
(ii) $K \sigma$ is in the image of the derivation $\pi x$, that is $K \sigma$ has the form $K \sigma=\omega \pi x$.

We have defined such an operator, symbolically written

$$
K=k \sum_{0}^{\infty}(\delta k)^{l}
$$

Therefore, this particular operator has the additional property that
(iii) $K(\omega \pi x)=0$.

As a consequence, we observe that $K^{2}=0$.
Now let $K^{\prime}$ be any other (formal) operator satisfying (i) and (ii). Then, in positive degree, we have

$$
D\left(K-K^{\prime}\right)+\left(K-K^{\prime}\right) D=0
$$

Applying on the left the operator $K$, we obtain, by using (ii) and (iii),

$$
K D\left(K-K^{\prime}\right)=0
$$

But $K D=I-D K$ in positive degree, and also in degree 0 when applied to a jet form vanishing at 0 . Therefore,

$$
K-K^{\prime}=0
$$

4. Explicit expression for $K$, applied to a form of positive degree. It is enough, because $K$ is linear, to make the computation when all the components of $\sigma$ involve the same differential element $d x^{J}=d x^{j_{1}} \wedge \cdots \wedge d x^{j_{r}}$,

We shall compute the first two terms of the series, and the generalization is straightforward.

Let $\sigma$ be $\left(\sigma_{p} d x^{J}\right)$. Then

$$
\begin{aligned}
(k \sigma)_{p} & =\left(\int_{0}^{1} t^{r-1} \sigma_{p}(t x) d t\right)\left(d x^{J} \pi x\right) \\
(\delta k \sigma)_{p} & =\sum_{i=1}^{n}\left(\int_{0}^{1} t^{r-1} \sigma_{p+1_{i}}(t x) d t\right) d x^{i} \wedge\left(d x^{J} \pi x\right) \\
(k \delta k \sigma)_{p} & =\sum_{i=1}^{n}\left(\int_{0}^{1} u^{r}\left(\int_{0}^{1} t^{r-1} \sigma_{p+1_{i}}(t u x) d t\right) d u\right)\left(d x^{i} \wedge\left(d x^{J} \pi x\right)\right) \pi x \\
& =\sum_{i=1}^{n} x^{i}\left(\int_{0}^{1}\left(\int_{0}^{u} t^{r-1} \sigma_{p+1_{i}}(t x) d t\right) d u\right)\left(d x^{J} \pi x\right) \\
& =\sum_{i=1}^{n} x^{i}\left(\int_{0}^{1}(1-t) t^{r-1} \sigma_{p+1_{i}}(t x) d t\right)\left(d x^{J} \pi x\right)
\end{aligned}
$$

More generally,

$$
\left(k(\delta k)^{l} \sigma\right)_{p}=\tau_{p}^{l} d x^{J} \pi x
$$

where

$$
\begin{equation*}
\tau_{p}^{l}=\int_{0}^{1} t^{r-1}(1-t)^{l}\left(\sum_{|q|=l} \frac{x^{q}}{q!} \sigma_{p+q}(t x)\right) d t \tag{4}
\end{equation*}
$$

and

$$
K \sigma=\left(\tau_{p} d x^{J} \nwarrow x\right)
$$

where

$$
\tau_{p}=\sum_{l=0}^{\infty} \tau_{p}^{l}
$$

if the series converges.
5. Sufficient condition for the existence of $K \sigma$. Let $V$ be a compact set contained in $U$, and let $\sigma$ be an element of $\Sigma^{\infty, r}$, with components

$$
\sigma_{p, j_{1}, \ldots, j_{r}}^{j} d x^{j_{1}} \wedge \cdots \wedge d x^{j_{r}} \quad j=1,2, \cdots, m
$$

We recall that $\|\sigma\|_{\mu}=\sup \left|\sigma_{p, j_{1}, \ldots, j_{r}}^{j}(x)\right|$ for $x \in V$, all $j, j_{1}, \cdots, j_{r}$, and all the $p$ of length $\mu$. We shall say that $\sigma$ satisfies the condition (C) if and only if there exist two numbers $M$ and $h$, finite and positive, such that

$$
\begin{equation*}
\|\sigma\|_{\mu} \leqq M \mu!h^{\mu} \quad \text { for all } \mu \tag{C}
\end{equation*}
$$

Condition (C) means that, as far as their growth is concerned, the $\sigma_{p}$ behave like the derivatives of an analytic $\boldsymbol{R}^{m}$-valued function.

With the notations of $\S 4$, we have, when (C) is fulfilled,

$$
\left|\tau_{p}^{l}\right| \leqq M(|p|+l)!h^{|p|+l} \frac{(\rho(x))^{l}}{l!}
$$

where $\rho(x)=\sum_{i=1}^{n}\left|x^{i}\right|$. We can suppose that $U$ is small enough to insure

$$
\rho(x)<\frac{1}{h}
$$

and the series $\tau_{p}$ is now uniformly convergent (for $\rho(x) \leqq(1 / h)-\varepsilon$ ), for all $p$. Therefore, in this case, $K \sigma$ converges, and we can permute integration and summation, thus obtaining

$$
K \sigma=\left(\int_{0}^{1} t^{r-1}\left(\sum_{i=0}^{\infty}(1-t)^{l}\left(\sum_{|q|=l} \frac{x^{q}}{q!} \sigma_{p+q}(t x)\right)\right) d t\right) d x^{J} \pi x
$$

6. Conservation by $K$ of the structure of $\Sigma^{\infty, *}$. In $\S 4$, we have associated, to the form $\sigma=\left(\sigma_{p}\right) d x^{J}$, the form $K \sigma=\left(\tau_{p}\right) d x^{J} \pi x$, at least formally. We want to know whether $\tau=\left(\tau_{p}\right)$ satisfies the equations $\mathscr{L}_{q}(\tau)=0$ (see §1) as $\widetilde{\sigma}=\left(\sigma_{p}\right)$ does. Our proof will show that this is formally true, but in order to prove that it is actually true, we shall need some assumptions of analyticity.

Lemma 1. If there exists a number $A$, such that, for $\rho(x)<A$, the $\sigma_{p}(x)$ are analytic, for all $p$, and satisfy the condition (C), then K $\sigma$ exists locally and belongs to $\Sigma^{\infty, *}$.

Lemma 2. If there exists a number $A$, such that, for $\rho(x)<A$, the coefficients of $\mathscr{D}$ are analytic, and $\sigma$ satisfies the condition (C), then $K \sigma$ exists locally and belongs to $\Sigma^{\infty, *}$.

Proof of Lemma 1. The equation $\mathscr{L}_{q}(x)(\sigma(x))=0$ actually involves only the $\sigma_{p}$ with $|p| \leqq|q|+\mu_{0}$. In $\mathscr{L}_{q}(x)(\sigma)$ let us replace each $\sigma_{p}(x)$ by

$$
\widetilde{\tau}_{p}(t, x)=\sum_{l=0}^{\infty}(1-t)^{l} \sum_{|s|=l} \frac{x^{s}}{s!} \sigma_{p+s}(t x)
$$

and let us call $\varphi_{q}(t, x)$ (or symbolically $\left.\mathscr{L}_{q}(x)(\widetilde{\tau}(t, x))\right)$ the result of this substitution. We shall prove that, for $x$ fixed and small enough, $\varphi_{q}(t, x)$ is identically zero, in a neighborhood of the closed interval $[0,1]$, and the desired result will follow directly by integration with respect to $t$.

Let us first remark that $\varphi_{q}(1, x)$ vanishes, because $\widetilde{\tau}_{p}(1, x)=\sigma_{p}(x)$ and therefore it satisfies the equation

$$
\mathscr{L}_{q}(x)(\widetilde{\tau}(1, x))=0 .
$$

Next, for $x$ fixed, $\rho(x)<A$, we see, by using (C), that the $\widetilde{\tau}_{p}(t, x)$ are analytic functions of $t$, in the domain

$$
|t|<\frac{A}{\rho(x)}, \quad|1-t|<\frac{1}{h \rho(x)}
$$

If we impose, for example, the condition $\rho(x)<\inf (A / 2,1 / 2 h)$, the element $\widetilde{\tau}_{p}(t, x)$, and also $\varphi_{q}(t, x)$, will be analytic functions of $t$ for $-1<t<2$, i.e. in a neighborhood of [0.1]. It now remains to prove that all the derivatives of $\varphi_{q}(t, x)$ are zero for $t=1$. We remark, by using the analyticity of $\sigma_{p}$ and the condition (C), that all the series
intervening in the argument can be differentiated term-by-term. For instance:

$$
\begin{aligned}
& \frac{\partial \tilde{\tau}_{p}(t, x)}{\partial t}= \sum_{i=0}^{\infty}(1-t)^{l}\left[\sum_{|s|=l} \sum_{i=1}^{n} \frac{x^{s+1}}{s!} \frac{\partial \sigma_{p+s}(t x)}{\partial x^{i}}-(l+1) \sum_{|s|=l+1} \frac{x^{s}}{s!} \sigma_{p+s}(t x)\right] \\
&=\sum_{l=0}^{\infty}(1-t)^{l} \sum_{|w|=l+1} x^{w}\left[\left(\sum_{i=1}^{n} \frac{1}{\left(w-1_{i}\right)!} \frac{\partial \sigma_{p+w-1_{i}}(t x)}{\partial x^{i}}\right)\right. \\
&\left.-(l+1) \frac{\sigma_{q+w}(t x)}{w!}\right] \\
&= \sum_{i=0}^{\infty}(1-t)^{l} \sum_{|w|=l+1} \sum_{i=1}^{n} \frac{x^{w}}{\left(w-1_{i}\right)!}\left[\frac{\partial \sigma_{p+w-1 i}}{\partial x^{i}}(t x)-\sigma_{p+w}(t x)\right] \\
&= \sum_{i=1}^{n} x^{i} \sum_{i=0}^{\infty}(1-t)^{l} \sum_{|s|=l} \frac{x^{s}}{s!}\left(\frac{\partial \sigma_{p+s}}{\partial x^{i}}(t x)-\sigma_{p+s+1_{i}}(t x)\right) .
\end{aligned}
$$

We have denoted by $\widetilde{\sigma}$ the elements of $\Sigma^{\infty, 0}$ whose components are $\left(\sigma_{p}\right)$. Let us denote by $\alpha_{p, i} d x^{i}$ the components of $D \widetilde{\sigma}$, in other words

$$
\alpha_{p, i}=\frac{\partial \sigma_{p}}{\partial x^{i}}-\sigma_{p+1_{i}}
$$

The derivative $\partial \widetilde{\tau}_{p}(t, x) / \partial t$ can now be written

$$
\frac{\partial \widetilde{\tau}_{p}}{\partial t}(t, x)=\sum_{i=1}^{n} x^{i} \widetilde{\tau}_{p, i}
$$

where

$$
\tilde{\tau}_{p, i}=\sum_{i=0}^{\infty}(1-t)^{l} \sum_{\mid s i=l} \frac{x^{s}}{s!} \alpha_{p+s, i}(t x) .
$$

We note that $\tilde{\tau}_{p, i}$ has the same form as $\tilde{\tau}_{p}$. The element $\left(\sigma_{p}\right)$ has simply been replaced by $\left(\alpha_{p, i}\right)$, both belonging to $\Sigma^{\infty}$. In particular, $\tilde{\tau}_{p, i}(1, x)=\alpha_{p, i}(x)$ and $\partial \varphi_{q}(t, x) / \partial t$ is zero for $t=1$. This process can obviously be repeated indefinitely, thus proving our assertion.

Proof of Lemma 2. Here we prove again that the function $\varphi_{q}(t, x)$ is identically zero in a neighborhood of $[0,1]$ for $x$ small enough, but in order to do it we shall make the change of variables

$$
t x=X, \quad \frac{1}{t}=T
$$

The function $\varphi_{q}(t, x)$ becomes

$$
\widehat{\varphi}_{q}(T, X)=\mathscr{L}_{q}(T X)(\hat{\tau}(T, X)),
$$

where this expression involves the terms $\hat{\tau}_{p}(T, X)$ for $|p| \leqq|q|+\mu_{0}$ and

$$
\hat{\tau}_{p}(T, X)=\sum_{l=0}^{\infty}(T-1)^{l} \sum_{|s|=l} \frac{X^{s}}{s!} \sigma_{p+s}(X) .
$$

As in the preceding proof, we see that $\widehat{\varphi}_{q}(1, X)=0$. Since $\mathscr{L}_{q}(T X)$ is analytic, and $\hat{\tau}_{q}(T, X)$ is a power series in $(T-1)$, we see that $\hat{\varphi}_{q}(T, X)$ is, for $X$ fixed, $\rho(X)<A$, an analytic function of $T$ in the domain $|T| \rho(X)<A,|T-1| \rho(X)<1 / h$, which is simply the transform of the domain previously considered, i.e. the domain

$$
\rho(x)<A, \quad|1-t| \rho(x)<1 / h,
$$

with the condition $|t| \rho(x)<A$.
Therefore, if we can show that all the derivatives of $\hat{\rho}_{p}(T, X)$ vanish for $T=1$, our proof will be complete.

Here the series intervening in $\phi_{q}$ are power series in ( $T-1$ ), therefore they can be differentiated term-by-term, and we have, symbolically:

$$
\frac{\partial \widehat{\varphi}_{q}(T, X)}{\partial T}=\sum_{i=1}^{n} X^{i} \frac{\partial \mathscr{L}_{q}(T X)}{\partial x^{i}}(\hat{\tau}(T, X))+\mathscr{L}_{q}(T X)\left(\frac{\partial \hat{\tau}}{\partial T}(T, X)\right) .
$$

But

$$
\begin{aligned}
\frac{\partial \hat{\tau}_{p}}{\partial T}(T, X) & =\sum_{i=0}^{\infty}(l+1)(T-1)^{l} \sum_{|s|=l+1} \frac{X^{s}}{s!} \sigma_{p+s}(X) \\
& =\sum_{i=1}^{n} X^{i} \sum_{i=0}^{\infty}(l+1)(T-1)^{l} \sum_{|s|=l+1} \frac{X^{s-1_{i}}}{s!} \sigma_{p+s}(X)
\end{aligned}
$$

An easy computation now shows that

$$
\frac{\partial \widehat{\varphi}_{q}(T, X)}{\partial T}=\sum_{i=1}^{n} X^{i} \mathscr{L}_{q+1_{i}}(T X)(\hat{\tau}(T, X)) .
$$

Again all the derivatives of $\hat{\phi}_{q}(T, X)$ will have similar forms, and will vanish for $T=1$.

These two lemmas prove that, whenever $K \sigma$ converges, it respects the structure of $\Sigma^{\infty}, *$, if either the coefficients of $\mathscr{D}$, or the components of $\sigma$ are analytic. Unfortunately, as we shall see in the next paragraph, we need the analyticity of both coefficients and components to obtain an element satisfying the condition (C).

However, in the constant coefficient case, and more generally under the assumption that the resolution associated with some operator $\mathscr{D}$, with analytic coefficients, is exact, it will be possible to prove that, given a $\sigma^{\mu} \in \Sigma^{\mu, r}$, closed under $D^{\mu}, \sigma^{\mu}$ can be prolonged to a $\sigma^{\infty} \in \Sigma^{\infty, r}$, closed under $D$, in such a way that (C) is fulfilled by $\sigma^{\infty}$, i.e. $K \sigma^{\infty}$ exists.

In order to prove that the resolution is exact, in the case where
both the coefficients of $\mathscr{D}$ and components of $\sigma^{\mu} \in \Sigma^{\mu, r}$ are analytic, we shall show that a $\sigma^{\mu}$ closed under $D^{\mu}$, can be prolonged to a $\sigma^{\infty}$ closed under $D$, in such a way that (C) is fulfilled by $\sigma^{\infty}$, i.e. $K \sigma^{\infty}$ exists.

## 7. Estimates.

Lemma 3. If the coefficients of $\mathscr{D}$ are analytic, any $\sigma^{\mu} \in \Sigma^{\mu, r}$ can be prolonged to $a \sigma^{\infty} \in \Sigma^{\infty, r}$ in such a way that $\sigma^{\infty}$ satisfies the condition (C).

Proof. It is obviously sufficient to consider only the forms of degree 0 .

Let

$$
\mathscr{D} f=\sum_{i=1}^{n} A_{i} \frac{\partial f}{\partial x^{i}}+B f,
$$

where the $A_{i}$ and $B$ are $l \times m$ matrix-valued functions. (One can always reduce to this case. Cf. Quillen's thesis.) Here we can write explicitly our equations $\mathscr{L}_{p}(\sigma)=0$, in the form

$$
\left\{\begin{array}{l}
\mathscr{L}_{0}(x)(\sigma)=\sum_{i} A_{i} \sigma_{0+1_{i}}+B \sigma_{0} \\
\mathscr{L}_{p}(x)(\sigma)=\sum_{i, q \subset p} r_{q} \frac{\partial A_{i}}{\partial x^{q}} \sigma_{p-q+1}+\sum_{q \in p} r_{q} \frac{\partial B}{\partial x^{q}} \sigma_{p-q}
\end{array}\right.
$$

where the integers $r_{q}$ are multinomial coefficients, coming from Leibnitz' formula.

We know that the map $\Sigma^{\mu+1} \rightarrow \Sigma^{\mu}$ is surjective; therefore, there exists an element $\bar{\sigma}_{\mu}^{\mu+1}$, belonging to $J_{\mu}^{\mu+1}(E)$, such that $\sigma^{\mu}+\bar{\sigma}_{\mu}^{\mu+1}$ belongs to $\Sigma^{\mu+1}$. In other words, if we denote by $\bar{\sigma}^{\mu+1}$ the sum $\sigma^{\mu}+\bar{\sigma}_{\mu}^{\mu+1}$, we have

$$
\mathscr{L}_{p}\left(\bar{\sigma}^{a+1}\right)=0
$$

for all $p$ satisfying $|p| \leqq \mu$. In particular,

$$
-\rho\left(\bar{\sigma}_{\mu}^{\mu+1}\right)=\sum_{i=1}^{n} \sum_{\substack{q \in p \\ \mid q \in 1}} r_{q} \frac{\partial A_{i}}{\partial x^{q}} \sigma_{p-q+1_{i}}+\sum_{q \subset p} r_{q} \frac{\partial B}{\partial x^{q}} \sigma_{p-q},
$$

where $\rho$ denotes the symbol of $\mathscr{D}$. (See [3] for the definition of the symbol.)

It has been proved in [5] that there exists a map $r$, defined on $\rho\left(J_{\mu}^{\mu+1}(E)\right)$ restricted to a neighborhood $U$ of the origin, such that $\rho \circ r=$ identity, and $\|r\| \leqq H$, uniformly in this neighborhood, where $H$ is a constant independent of $\mu$.

This proposition enables us to replace $\bar{\sigma}_{\mu}^{\mu+1}$ by a $\sigma_{\mu}^{\mu+1}$ satisfying $\rho\left(\sigma_{\mu}^{\mu+1}\right)=\rho\left(\bar{\sigma}_{\mu}^{\mu+1}\right)$ and $\left\|\sigma_{\mu}^{\mu+1}\right\| \leqq H\left\|\rho\left(\bar{\sigma}_{\mu}^{\mu+1}\right)\right\|$. In other words, $\sigma_{\mu}^{\mu+1}$ will be bounded in terms of the derivatives of $A_{i}$ and $B$, and also of the components $\sigma_{\nu-1}^{\nu}$ of $\sigma^{\mu}$ in $J_{\nu-1}^{\nu}, 0 \leqq \nu \leqq \mu$. We call $M_{\nu}$ the bound of $\sigma_{\nu, 1}^{\nu}$.

Now, since the functions $A_{i}$ and $B$ are analytic, we can assert the existence of two numbers $N$ and $H_{1}$, and of a compact set $V$ contained in $U$, such that, in $V$

$$
\left\|\frac{\partial B}{\partial x^{q}}\right\| \leqq N H_{1}^{|q|}|q|!
$$

and

$$
\left\|n \frac{\partial A_{i}}{\partial x^{q}}\right\| \leqq N H_{1}^{|q|-1}(|q|-1)!.
$$

In the last inequality, we are actually using the analyticity of the first derivatives of $A_{i}$, and the purpose is simply to make the computation easier. We shall call $h$ the supremum of $H$ and $H_{1}$.

Now we have, in $V$

$$
\left\|\sum_{q \subset p} r_{q} \frac{\partial B}{\partial x^{q}} \sigma_{p-q}\right\| \leqq N \sum_{\nu=0}^{\mu} C_{\mu}^{\nu} h^{\nu} \nu^{\prime} \cdot M_{\mu-\nu}
$$

where

$$
C_{\mu}^{\nu}=\frac{\mu!}{\nu!(\mu-\nu)!} .
$$

In the same manner

$$
\left\|\sum_{i=1}^{n} \sum_{\substack{q \in p \\|q| \geqq 1}} r_{q} \frac{\partial A_{i}}{\partial x^{q}} \sigma_{p-q+1_{i}}\right\| \leqq N \sum_{\nu=1}^{\mu} C_{\mu}^{\nu} h^{\nu-1}(\nu-1)!M_{\mu-\nu+1}
$$

i.e.,

$$
\left\|\sum_{i=1}^{n} \sum_{\substack{q=p \\|q| \geq 1}} r_{q} \frac{\partial A_{i}}{\partial x^{q}} \sigma_{p-q+1}\right\| \| \leqq \sum_{\nu=0}^{\mu-1} C_{\mu}^{\nu+1} h^{\nu} \nu!M_{\mu-\nu}
$$

Finally, by using the equality $C_{\mu}^{\nu}+C_{\mu}^{\nu+1}=C_{\mu+1}^{\mu}$, we have

$$
\left\|\rho\left(\bar{\sigma}_{\mu}^{\mu+1}\right)\right\| \leqq N \sum_{\nu=0}^{\mu} C_{\mu+1}^{\nu+1} h^{\nu} \nu!M_{\mu-\nu}
$$

and

$$
M_{\mu+1} \leqq N h \sum_{\nu=0}^{\mu} C_{\mu+1}^{\nu+1} h^{\nu} \nu!M_{\mu-\nu}
$$

We can always suppose that, in $V$

$$
M_{\nu} \leqq N M_{0} h^{\nu}(l+N)^{\nu} \nu!, \quad \text { for } 1 \leqq \nu \leqq \mu
$$

It follows that

$$
\begin{aligned}
M_{\mu+1} & \leqq N M_{0} h^{\mu+1}\left(\mu!+(\mu+1)!\sum_{i=0}^{\mu-1} \frac{N(1+N)^{\mu-\nu}}{\nu+1}\right) \\
& \leqq N M_{0} h^{\mu+1}(1+N)^{\mu+1}(\mu+1)!
\end{aligned}
$$

We call $\sigma^{\mu+1}$ the sum $\sigma_{\mu}^{\mu+1}+\sigma^{\prime \prime}$, and define, in the same way, an element $\sigma_{\mu+1}^{\mu+2}$ satisfying $\sigma^{\mu+1}+\sigma_{\mu+1}^{\mu+2} \in \Sigma^{\mu+2}$ and

$$
M_{\mu+2}=\left\|\sigma_{\mu+1}^{\mu+2}\right\| \leqq N M_{0} h^{\mu+2}(1+N)^{\mu+2}(\mu+2)!
$$

and this can be repeated indefinitely, thus proving the existence of an infinite prolongation of $\sigma^{\mu}$, satisfying the condition (C).

Remark. In this case, i.e., when the coefficients of $\mathscr{D}$ are analytic, the resolution is exact at $\Sigma^{\infty, n}$. In fact, this is equivalent to saying (see $\S$ 2) that the map $D^{\mu+1}: \Sigma^{\mu+1, n-1} \rightarrow \Sigma^{\mu, n}$ is surjective for $\mu \geqq \mu_{1}$, and this map is actually surjective for all $\mu \geqq 1$. Indeed, as we have just seen, the element $\sigma^{\mu, n}$ can be prolonged to a $\sigma^{\infty, n}$, satisfying the condition (C), hence $K \sigma^{\infty, n}$ exists. But, in degree $n$, since $\sigma$ is automatically closed, $D K \sigma$ reduces to $\sigma$. Therefore, $\sigma^{\infty, n}$ is a $D$-coboundary, and $\sigma^{\mu, n}$ is consequently a $D^{\mu+1}$-coboundary.

This is, of course, exceptional; for the other degrees, in order to prove that the $D^{\mu}$-Poincaré lemma is true, we must be able to prolong a form $\sigma^{\mu, r}$ closed under $D^{\mu}$, to a form $\sigma^{\infty, r}$, closed under $D$ (this is possible, as we have seen in §2) and satisfying (C), and for the latter condition we shall need more assumptions, as will be seen in the following theorem.

Theorem. If the coefficients of $\mathscr{D}$ are analytic, and if $\sigma^{\mu, r}$ denotes an analytic jet form, closed under $D^{\mu}$, where $\mu \geqq \mu_{1}, r>0$, $\sigma^{\mu, r}$ is locally a $D^{\mu+1}$-coboundary.

Proof. We shall prolong $\sigma^{\mu}$ into a form $\sigma^{\infty}$, closed under $D$ and satisfying (C). Let us first observe that the process used in the demonstration of Lemma 3 respects the analyticity; in fact, the map defined by Sweeney can be chosen to respect analyticity. Therefore, going back to the notations at the end of §2, we can choose an element $\widetilde{\sigma}_{\mu}^{\mu+1}$, analytic and satisfying

$$
\left\|\widetilde{\sigma}_{\mu}^{\mu+1}\right\| \leqq N h \sum_{\nu=0}^{\mu} C_{\mu+1}^{\nu+1} h^{\nu} \nu!M_{\mu-\nu}
$$

But, as we have seen in the proof of the fact that the $D^{\infty}$-Poincare lemma implies the $D^{\mu}$-Poincaré lemma, the desired element $\sigma_{\mu}^{\mu+1}$ (i.e. element satisfying $D^{\mu+1}\left(\sigma^{\mu}+\sigma_{\mu}^{\mu+1}=0\right)$ ) is obtained by adding to $\widetilde{\sigma}_{\mu}^{\mu+1}$, an element $\tau_{\mu}^{\mu+1}$ such that

$$
\partial \tau_{\mu}^{\mu+1}=D^{\mu+1}\left(\sigma^{\mu}+\widetilde{\sigma}_{\mu}^{\mu+1}\right)=d \sigma_{\mu-1}^{\mu}-\delta \widetilde{\sigma}_{\mu}^{\mu+1}
$$

and we have (by the $\delta$-Poincaré lemma with bound)

$$
\left\|\tau_{\mu}^{\mu+1}\right\| \leqq C\left\|d \sigma_{\mu-1}^{\mu}-\delta \widetilde{\sigma}_{\mu}^{\mu+1}\right\| .
$$

The element $\sigma_{t-1}^{\prime \prime}$ is analytic; therefore, in $V$,

$$
\left\|d \sigma_{\mu-1}^{\mu}\right\| \leqq n h\left\|\sigma_{\mu-1}^{\mu}\right\|
$$

Furthermore,

$$
\left\|\delta \widetilde{\sigma}_{\mu}^{\mu+1}\right\| \leqq n\left\|\tilde{\sigma}_{\mu}^{\mu+1}\right\| .
$$

By combining the last three inequalities, we find

$$
\left\|\sigma_{\mu}^{\mu+1}\right\| \leqq n C h M_{\mu}+(1+n C) N h \sum_{j=0}^{\mu} C_{\mu+1}^{\nu+1} h^{\nu} \nu!M_{\mu-\nu} .
$$

Let $\lambda=N(1+n C)+n C$, and let us suppose, inductively, that

$$
M_{\nu} \leqq M_{0} \lambda^{\nu} h^{\nu} \nu!\quad \text { for } 0 \leqq \nu \leqq \mu
$$

Then

$$
\begin{aligned}
M_{\mu+1} \leqq & (1+n C) M_{0} N h^{\mu+1}(\mu+1)!\left(\lambda^{\mu}+\frac{\lambda^{\mu-1}}{2}+\cdots+\frac{\lambda}{\mu}+\frac{1}{\mu+1}\right) \\
& +n C M_{0} \lambda^{\mu} h^{\mu+1} \mu!.
\end{aligned}
$$

The last bound can be written

$$
\begin{aligned}
& M_{0} h^{\mu+1}(\mu+1)!\left(\lambda^{\mu+1}+\frac{\lambda^{\mu}}{2}+\cdots+\frac{\lambda^{2}}{\mu}+\frac{\lambda}{\mu+1}\right) \\
& \quad+n C M_{0} h^{\mu+1}(\mu+1)!\left[\frac{\lambda^{\mu}}{\mu+1}-\lambda^{\mu}-\frac{\lambda^{\mu-1}}{2}-\cdots-\frac{\lambda}{\mu}-\frac{1}{\mu+1}\right] \\
& \quad=M_{0} h^{\mu+1}(\mu+1)!\lambda^{\mu+1}+M_{0} h^{\mu+1}(\mu+1)!\Lambda
\end{aligned}
$$

where

$$
\begin{aligned}
\Delta=\left(\frac{\lambda^{\mu}}{2}+\right. & \left.\cdots+\frac{\lambda^{2}}{\mu}+\frac{\lambda}{\mu+1}\right) \\
& -n C\left(\frac{\mu}{\mu+1} \lambda^{\mu}+\frac{\lambda^{\mu-1}}{2}+\cdots+\frac{\lambda}{\mu}+\frac{1}{\mu+1}\right) .
\end{aligned}
$$

It remains to show that $\Delta$ is negative. Since $n C$ can be taken larger than 1 , it will be sufficient to prove that

$$
\frac{\lambda^{\mu}}{2}+\cdots+\frac{\lambda^{2}}{\mu}+\frac{\lambda}{\mu+1}<\frac{\mu \lambda^{\mu}}{\mu+1}+\frac{\lambda^{\mu-1}}{2}+\cdots+\frac{\lambda}{\mu}+\frac{1}{\mu+1}
$$

and this inequality is always true for positive $\lambda$ and $\mu$.
Now, since the splitting of the $\delta$-sequence can be made to respect. analyticity, and since $\widetilde{\sigma}_{\mu}^{\mu+1}$ is analytic, it follows that $\sigma_{\mu}^{\mu+1}$ is analytic, and we have just seen that

$$
\left\|\sigma_{\mu}^{\mu+1}\right\| \leqq M_{0} \lambda^{\mu+1} h^{\mu+1}(\mu+1)!.
$$

This reasoning can be repeated, and it completes the proof of the theorem.

In this theorem, we used sufficient conditions. In some cases, it may be possible to see that $K$ exists, without all the assumptions of analyticity, as the following examples will show.

Examples. (1) The case where the prolongation vanishes for all sufficiently large $\mu$ as, for example, in the case of the system of equations where the ( $n \times n$ )-matrix $\left(\partial f^{j} / \partial x^{k}\right)$ belongs to the Lie algebra of a compact Lie group. Then there is no problem of convergence, and $K$ will provide a solution for the $D$-Poincaré lemma.
(2) Let $\mathscr{D} f=0$ be the equation

$$
\left\{\begin{array}{l}
\frac{\partial f}{\partial x^{1}}=f \\
\frac{\partial f}{\partial x^{2}}=0
\end{array}\right.
$$

(Here $n=2, m=1, l=2, \mu_{0}=1$.) This is a very special example of the constant coefficient case, and here, too, $K$ will actually provide a solution for the $D$-Poincare lemma, in the following way. Any jet form $\sigma^{\infty}$ belonging to $\Sigma^{\infty}$ admits locally the components

$$
\left\{\begin{aligned}
\sigma_{p_{1}, p_{2}} & =0 \text { if } p_{2} \neq 0, \\
\sigma_{p_{1}, 0} & =\sigma_{0,0}
\end{aligned}\right.
$$

Let $\sigma=\sigma^{\infty} d x^{1}$. We have

$$
\begin{aligned}
K \sigma & =x^{1} \int_{0}^{1} \sum_{i=0}^{\infty}(1-t)^{l} \frac{\left(x^{1}\right)^{l}}{l!} \sigma_{l, 0}(t x) d t=x^{1} \int_{0}^{1} \sigma_{0,0}(t x) \sum_{l=0}^{\infty}(1-t)^{l} \frac{\left(x^{1}\right)^{l}}{l!} d t \\
& =x^{1} \int_{0}^{1} \exp \left\{(1-t) x^{1}\right\} \cdot \sigma_{0,0}(t x) d t
\end{aligned}
$$

We see that the convergences of the series does not involve here any question of the analyticity of $\sigma$. Unfortunately, this does not generally happen, in the constant coefficient case. Therefore, the operator $K$ cannot be used to prove that the resolution is exact. However, as we
shall see in the following proposition, the exactness can be used to prove the existence of $K$.

Proposition. If the coefficients of $\mathscr{D}$ are analytic, and if the $D$-Poincaré lemma is true, then any $\sigma^{\mu} \in \Sigma^{\mu, r}$, closed under $D^{\mu}$, where $\mu \geqq \mu_{1}, \mu>0$, can be prolonged to an element $\sigma^{\infty} \in \Sigma^{\infty, r}$, closed under $D$ and satisfying (C). Therefore, $K \sigma^{\infty}$ exists.

This lemma does not prove much, of course. It just says that, in some cases, when the $D$-Poincaré lemma is true, then the homotopy operator $K$ can be defined. Another problem would be to define a similar operator in general, whether the coefficients of $\mathscr{D}$ are analytic or not, whether the $D$-Poincaré lemma is true or not. In the cases where the $D$-Poincaré lemma is not true, we would have to add a "harmonic" term $H$, and write

$$
\sigma=K D \sigma+D K \sigma+H \sigma
$$

as in harmonic theory. We know that this is a difficult problem.
Before proving the proposition, we shall treat a simple example.
Example. Let $\mathscr{D} f=\Sigma A_{i}\left(\partial f / \partial x^{i}\right)$ where the $A_{i}$ are $l \times m$ constant matrices, and let us suppose that $\mathscr{D}$ is involutive (i.e., $\mu_{1}=1$ ). In this particular case, we know that the $D^{1}$-Poincare lemma is true.

Let $\sigma^{1}$ be an element of $\Sigma^{1, r}$ with components.

$$
\left\{\begin{array}{l}
\sigma_{-1}^{0} \text { in } \Sigma_{-1}^{0, r}, \\
\sigma_{0}^{1} \text { in } \Sigma_{0}^{1, r}
\end{array}\right.
$$

We suppose that $D^{1} \sigma^{1}=0$. Let $\omega^{2}$ be an element of $\Sigma^{2, r-1}$, with components $\omega_{-1}^{0}, \omega_{0}^{1}, \omega_{1}^{2}$, such that $D^{2} \omega^{2}=\sigma^{1}$, i.e.

$$
\left\{\begin{array}{l}
d \omega_{-1}^{0}-\delta \omega_{0}^{1}=\sigma_{-1}^{0} \\
d \omega_{0}^{1}-\delta \omega_{1}^{2}=\sigma_{0}^{1}
\end{array}\right.
$$

The element $\omega^{2}$ may be prolonged to an element $\omega^{\infty} \in \Sigma^{\infty}$ by adding the zero element of $\Sigma_{3}$, since the $A_{i}$ are constant and the equation contains terms of first order only.

Now let $\sigma^{\infty}=D \omega^{\infty}$. This form has only three components, namely:

$$
\left\{\begin{array}{l}
\sigma_{-1}^{0}=d \omega_{-1}^{0}-\delta \omega_{0}^{1} \\
\sigma_{0}^{1}=d \omega_{0}^{1}-\delta \omega_{1}^{2} \\
\sigma_{1}^{2}=d \omega_{1}^{2}
\end{array}\right.
$$

Therefore, $\sigma^{\infty}$ is a prolongation of $\sigma^{1}$, closed under $D$, and $K \sigma^{\infty}$ exists.
This can be generalized to the case where the assumptions of the proposition are satisfied.

Proof of the proposition. Let $\sigma^{\mu}$ be an element of $\Sigma^{\mu, r}$ such that $D^{\mu} \sigma^{\mu}=0$. By hypothesis, there exists an element $\tau^{\mu+1} \in \Sigma^{\mu+1, r-1}$ such that $D^{\mu+1} \tau^{\mu+1}=\sigma^{\mu}$. An infinite prolongation $\tau^{\infty}$, of $\tau^{\mu+1}$, can be chosen (see Lemma 3) in such a way that $\tau^{\infty}$ satisfies (C). Now, $\sigma^{\infty}=D \tau^{\infty}$ will be an infinite prolongation of $\sigma^{\mu}$, and we just have to prove that $\sigma^{\infty}$ also satisfies (C).

But $D \sigma^{\infty}=d \tau^{\infty}-\delta \tau^{\infty}$. The form $\delta \tau^{\infty}$ obviously satisfies (C) whenever $\tau^{\infty}$ does. The same is true for $d \tau^{\infty}$, although $\tau^{\infty}$ is not necessarily analytic. In fact, $\tau_{\mu+1}^{\mu+2}$, for instance, is a linear combination $\sum_{\nu=0}^{\mu+1} \lambda_{\nu} \tau_{\nu-1}^{\nu}$, as we have seen in the proof of Lemma 3 and, as we have remarked, the coefficients $\lambda_{\nu}$ are analytic. Therefore, $d \tau_{\mu+1}^{\mu+2}$ will be bounded in terms of the $\lambda_{\nu}, \tau_{\nu-1}^{\nu}$, and their first derivatives. The further prolongations will only involve the first derivatives of $\tau_{\nu,-1}^{\nu}$, for $0 \leqq \nu \leqq \mu+1$. Therefore, the condition (C) will be satisfied.

Appendix. Homotopy operators in the complex case. Let us consider a complex analytic manifold $M$, of complex dimension $n$. A coordinate $\left(z_{i}\right)$ is chosen in a neighborhood of the origin. Let $\mathscr{D} f$ be the operator

$$
\left\{\begin{array}{l}
\frac{\partial f}{\partial \bar{z}_{1}} \\
\frac{\partial f}{\partial \bar{z}_{n}}
\end{array}\right.
$$

An element $\sigma$ of $\Sigma^{\infty}$ has components $\sigma_{p}$, where the multi-index $p$ is here written $\left(p_{1}, \cdots, p_{n}, p_{\overline{1}}, \cdots, p_{\bar{n}}\right)$. We have $\sigma_{p}=0$ whenever one at least of the $p_{\bar{i}}$ is different from 0 .

Now, let $\sigma=\left(\sigma_{p}\right)$ a differential form of bidegree ( $r, s$ ), belonging to $\sum^{\infty, r+s}$. The form $D \sigma$, belonging to $\sum^{\infty, r_{+s+1}}$ splits in two parts:

$$
\begin{array}{rlrl}
D^{\prime} \sigma & =\partial \sigma-\delta \sigma, & \text { of bidegree }(r+1, s) \\
D^{\prime \prime} \sigma & =\bar{\partial} \sigma, & & \text { of bidegree }(r, s+1)
\end{array}
$$

Where $\partial$ means the derivative with respect to the $z_{i}$ 's, and $\bar{\partial}$ the derivative with respect to the $\bar{z}_{i}$ 's.

Both $D^{\prime}$-Poincaré lemma (for $r \geqq 1$ ), and $D^{\prime \prime}$-Poincaré lemma (for $s \geqq 1$ ) are true, but unfortunately our operator $K$ does not give any solution for these lemmas.

In fact, $K \sigma$ (when it converges) is the sum of two forms

$$
\begin{aligned}
& K_{1} \sigma \text {, of bidegree }(r-1, s) \text { if } r \geqq 1 ; 0 \text { if } r=0 \\
& K_{2} \sigma \text {, of bidegree }(r, s-1) \text { if } s \geqq 1 ; 0 \text { if } s=0,
\end{aligned}
$$

and we have the following

$$
\begin{aligned}
& D^{\prime \prime} K_{1} \sigma+K_{1} D^{\prime \prime} \sigma=0 \\
& D^{\prime} K_{1} \sigma+K_{1} D^{\prime} \sigma+D^{\prime \prime} K_{2} \sigma+K_{2} D^{\prime \prime} \sigma=\sigma \text { if } r+s \geqq 1 \\
& D^{\prime} K_{2} \sigma+K_{2} D^{\prime} \sigma=0
\end{aligned}
$$

Nothing more can be said. In other words $K_{1}$ does not solve the $D^{\prime}$-Poincaré lemma, nor $K_{2}$ solves the $D^{\prime \prime}$-Poincaré lemma.

The reason of this failure is obviously that all the variables play symmetrical parts in the definition of $D$-which is therefore ill-adapted to our problem. But we can think of defining two operators $K^{\prime}$ and $K^{\prime \prime}$, for $D^{\prime}$ and $D^{\prime \prime}$, in a way analogous to the one we used to find $K$.

We shall restrict ourselves to analytic jets. We first define the operator $h_{\bar{z}_{i}}$ operating on functions, by

$$
h_{\bar{z}_{i}}(f)=\bar{z}_{i} \int_{0}^{1} f\left(z_{1}, \cdots z_{n}, \bar{z}_{1}, \cdots t \bar{z}_{i}, \cdots \bar{z}_{n}\right) d t
$$

and we construct $k^{\prime \prime} \omega$, for a form $\omega$ of bidegree $(r, s) s \geqq 1$, in the following standard way.
(1) if $\bar{\partial} \omega=0$, we wite $\omega=d \bar{z}_{i} \wedge \alpha_{1}+\beta_{1}$ where $\beta_{1}$ only contains $d z_{1}, \cdots, d z_{n}, d \bar{z}_{2}, \cdots, d \bar{z}_{n}$.

We apply $h_{\bar{z}_{1}}$ to each coefficient of $\alpha_{1}$, thus obtaining a differential form $\gamma_{1}$ such that $\left(\partial \gamma_{1} / \partial \bar{z}_{1}\right)=\alpha_{1}$.

We next consider $\omega-\bar{\partial} \gamma_{1}$, which does not contain $d \bar{z}_{1}$ any more, and the coefficients are holomorphic with respect to $z_{1}$, since $\bar{\partial}\left(\omega-\bar{\partial} \gamma_{1}\right)=0$.

Again, we write $\omega-\bar{\partial} \gamma_{1}=d \bar{z}_{2} \wedge \alpha_{2}+\beta_{2}$, apply $h_{\bar{z}_{2}}$ to each coefficient of $\alpha_{2}$, thus obtaining a form $\gamma_{2}$, and $\omega-\bar{\partial} \gamma_{1}-\bar{\partial} \gamma_{2}$ does not contain $d \bar{z}_{1}$ and $d \bar{z}_{2}$; its coefficients are holomorphie with respect to $z_{1}$ and $z_{2}$.

After $p$ such operations $(p \leqq n)$ there with be no $d \bar{z}_{\bar{i}}$ left. We shall define $k^{\prime \prime} \omega$ to be the sum $\gamma_{1}+\gamma_{2}+\cdots \gamma_{p}$.
(2) if $\bar{\partial} \omega \neq 0$, we define $k^{\prime \prime} \omega=k^{\prime \prime}\left(\omega-k^{\prime \prime} \bar{\partial} \omega\right)$ and this has a meaning since $\bar{\partial}\left(\omega-k^{\prime \prime} \bar{\partial} \omega\right)=0$.
For a differential form $\sigma=\left(\sigma_{p}\right) \in \Sigma^{\infty}$, we define $K^{\prime \prime} \sigma=\left(k^{\prime \prime} \sigma_{p}\right)$. It is now easy to check that

$$
\left\{\begin{aligned}
D^{\prime} K^{\prime \prime}+K^{\prime \prime} D^{\prime} & =0 \\
D^{\prime \prime} K^{\prime \prime}+K^{\prime \prime} D^{\prime \prime} & =I
\end{aligned}\right.
$$

In the same way, for a differential form of bidegree $(r, s) r \geqq 1$, we can define $k^{\prime} \sigma$, thanks to the operators

$$
h_{z_{i}}(f)=z_{i} \int_{0}^{1} f\left(z_{1}, \cdots, t z_{i}, \cdots, z_{n}, \bar{z}_{i}, \cdots, \bar{z}_{n}\right) d t
$$

and $K^{\prime}=k^{\prime} \sum_{1=0}^{\infty}\left(\delta k^{\prime}\right)$ and this operator satisfies

$$
\left\{\begin{aligned}
D^{\prime \prime} K^{\prime}+K^{\prime} D^{\prime \prime} & =0 \\
D^{\prime} K^{\prime}+K^{\prime} D^{\prime} & =I
\end{aligned}\right.
$$

In conclusion, for $s \geqq 1, K^{\prime \prime}$ solves at the same time the $D$-and the $D^{\prime \prime}$-Poincaré lemmas, and for $r \geqq 1, K$ solves at the same time the $D$-and the $D^{\prime}$-Poincaré lemmas.

We wish to express our deep gratitude to Professor D. C. Spencer, who guided and encouraged this work.
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