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REDUCING SERIES OF ORDINALS

J. L. HlCKMAN

If s is a sequence of ordinals, we denote by "S(s)" the
set of sums (of the corresponding series) obtainable by per-
muting the terms of s in such a way that the length o{s) is
unchanged. If o(s) — ω, the first tran sfinite ordinal, then
a fairly well-known result of Sierpiήski's states that S(s) is
finite, which immediately raises the question of whether
there is a finite sequence r such that S(r) = S(s).

it turns out in fact that such a sequence r always exists:
and we are concerned in this note with proving certain gen-
eralizations of this latter result. The general problem, that
of determining criteria that must be satisfied by an infinite
sequence s in order that a sequence r exist with o(r) < o(s)
and S(r) — S(s), is to the best of our knowledge still open
and would appear to be no easy one.

Throughout this paper ordinals are generally denoted by lower
case Greek letters, with "ω" always being reserved for the first trans-
finite ordinal. Each ordinal is assumed to be the set of all smaller ordi-
nals. Cardinality (of a set) is denoted by " | |", and an initial ordinal
(i.o.) is an ordinal tz^ω such that \a\ < \κ\ whenever a < /c. We
usually reserve the letters "/c", "λ", "ψ for i.o.'s, and for any a ;>
ω, we denote by "i(α)" the i.o. K defined by the equation \κ\ = \a\.
If K is an i.o., then /c+ is the next larger i.o. Finally, for any a >
0, we denote by "c/(α)" the cofinality of a.

The Axiom of Ghoice is assumed throughout, and we assume
familiarity with the elementary theory of cardinals and ordinals.

We define, for each a, an ^-sequence s to be an ordinal-valued
function having a as its domain: the length (or order-type) o(s) of
s is of course defined to be a, and we usually write an ^-sequence
s as "(sξ)ξ<a", or simply "(s e)" if the value of o(s) is clear. Sequences
are denoted by "r", "s", , "z". If r is a subsequence of a sequence
s, then we assume the terms of r to have been resubscripted in such
a way as to make the denotation "(r$)$<o{r)" legitimate.

If s is a sequence and a an ordinal, then we denote by "s/a"
that subsequence of s consisting precisely of those sξ Ξ> a. If r is
a subsequence of a sequence s, then s — r is the subsequence of s
consisting of those sξ that are not terms of r. Finally, if r, s are
sequences, then we denote by "r U s" the sequence t such that
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o(ί) = o(r) + o(s), tξ = rξ for f < o(r), and tQ{r)+ξ = s? for f < o(s).
Clearly this last definition can be generalized to any number of
sequences.

A sequence t is called an "arrangement" of a sequence s if there
is a bisection b:o(s)—+o(t) such that tb(ζ) = sζ for all ζ < o(s). An
arrangement £ of a sequence s is called a "permutation" of s if o(s) =
o(t). We put Pa(s) — {ί; ί is an arrangement of s}, and P(s) = {t; t
is a permutation of s}.

For any sequence s, we denote by "Σ(s)" the sum of the associated
series:—

Σ 00 = Σ s ^ δ o + ^ + . + ^ + . K o(s) .
ζ<o(s)

We put Sa(s) = {^(ί); tePa(s)}, S(s) = {Σ(t);teP(s)}.

As stated in our abstract, Sierpiήski showed that \S(s)\ < y$0

for every ω-sequence s: the proof is given in [5]. His result was
generalized by Ginsburg in [1], and in [4] we succeeded in obtaining
best upper bounds for \S(s)\ for every infinite value of o(s).

The results obtained here follow on from those obtained in [4],
and for convenience we now list the results (or parts of results)
obtained there that we shall require for our present work. Firstly,
however, we need to define a certain parameter.

Let s be a ^-sequence, with tt an i.o. We define C(s) by

C(s) = min {τ; | {ζ < κ; sξ ^ τ) \ < | K |} .

Rl. Let s be a sequence, r a subsequence of s, and take any
a such that Σ(r) + a = a. Then Σ(s) + a = Σ(s - r) + a.

R2. Let K be an i.o., and let s be a /c-sequenee of positive
o r d i n a l s . T h e n \Sa(s)\ = \fc+\.

R3. ( 1 ) For every sequence s with o(s) ^ α>, we have | S(s) \ ^
I o(β) I.

( 2 ) For every a jΞ> ω, there exists an α-sequence s with | S(s) | =
\a\ if and only if a is not a regular limit i.o.

R4. Let tc be a singular i.o., and let s be a /c-sequence. Put
p = C(s). Then |S(s)| = |Λ:| if and only if p = ιc* for some β > 0.

R5. Let Λ: be a successor i.o., /c — λ+, let s be a /^-sequence of
positive ordinals, and put p = C(s). Then \S(s)\ = \κ\ if and only if
o(s/ρ) ^ λ and if either cf(ρ) < tc or tcβ < p < κβ+ί for some β then
o(s/ρ/c) ;> λ.

The problem that we wish to consider in this paper is the follow-
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ing:—

Let tc be an i.o., and let s be a Λ>sequence of positive ordinals,
with I S(s) I < I tc I. Under what conditions is there a sequence r of
positive ordinals such that

(a) S(s) = S(r);
(b) o(r) < tc and either o(r) is finite or o(r) is an i.o.?

Tl. Let tc be an i.o., and let s be a tc-sequence of positive
ordinals with \S(s)\ < y$0 Then there exists a finite sequence r of
positive ordinals with S(s) = S(r).

Proof. Put p — C(s), and let t be the subsequence s — s/p of s.
We wish to show that either S(t) = f̂ } or S(t) = {|0Λ;}.

We consider the following cases. Suppose firstly that tc is singular.
Then, since s is a sequence of positive ordinals, we know that p > 1,
and thus from R4 we conclude that tcβ < p < Λ:^+1 for some /9. Thus
o(t//cβ) = £, and hence J?(w) ^ Λ Λ̂: = ΛΓ̂ +1 for any u e P(£). Clearly,
however, we must have Σ(u) <^ ptc = tcβ+1 for each such u. Therefore
in this case we have S(t) = {ptc}.

Now suppose that tc is regular. If ιcβ < p < tcβ+1 for some β,
then the argument above again shows that S(t) = {p/c}.

Hence we may suppose that p = κa for some a > 0, whence we
have p = sup {tξ; ξ < o(t) = tc}, and so c/(|θ) ^ it.

Assume that cf(ρ) = /c, take ueP(t), and let u' be any proper
initial segment of u. Then o(^') < o(u) = tc, and of course %\ < |0
for every ξ < o(u'); hence sup {ur

ξ) ξ < o{v/)} — δ < p. But this gives
Σ(uf) 5Ξ; 8o(u') < δtc <^ p, since p = tca for some α:, and thus Σ{u) ̂  /?.
However, we obviously have Σ(u) ^ p. This gives S(£) = {p}.

Finally, assume that cf(p) < tc. Now for each ue P(t), we must
have Σ(u) = pΎ for some 7. For if not, there must be some u e P(t)
having a final segment v Φ 0 such that Σ(v) < /?. Putting <5 = sup {vξ;
ξ < o(v) = tc}, we see therefore that δ < p, and so o(t/δ) = Λ:. But
from the definition of <? we see that there is some w e P(t/δ) such
that w is a subsequence of u — v. Since o(u — v) < tc, this is a
contradiction, and our claim is established. Thus take ueP(t), and
let 7 be such that Σ(u) = pΎ.

Suppose 7 < tc. Since cf(ρ) < tc, we thus have c/^7) < tc. How-
ever, % is a /r-sequence of positive ordinals, from which it is easy
to show that we must have cf(Σ(u)) = cf(tc) = £. Hence we must
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have 7 ^ fc. However, it is clear that Σ(u) ^ pic. Therefore S(t) =
{pic} in this case. This establishes our claim concerning S(t).

Consider the case S(t) = {p}; we see from the above that we
must have K regular, cf(p) — tc, and p — tca for some a > 0. Put
u = s/p. Now o(w) < κy and Λ: is regular. Thus if we take any v e
P(s) and let w e Pa(u) be such that w is a subsequence of v, then w
must be a subsequence of some proper initial segment vr of v. But
then v — v9 is a nonempty final segment of some t° e P(t), and so
Σ(v - v') = p, = 2χίo) and ί° = t;' - w U v - iΛ Now <o = Λ;", and is thus
a prime component, and so Σ(v' — w) + p — p. Hence by Rl we have
Σ(v) = Σ(w) + p. That is, S(s) = {σ + ^ ;σeS f l W}. Now for each
f < o(w) we have u = QΊξ + τξ for some 7 f ^ 1 and some τζ < p.
Since p is a prime component, it follows from the above characteriza-
tion of S(s) that we have S(s) = S(s*), where s* is the ^-sequence
defined as follows. If sξ < p, then sf = s f; otherwise s | = /t>7€, where
7f + 1 = min {α/r; s f < ^α/r}. Thus there is no loss of generality—but
considerable typographical convenience—in assuming s = s#, and so
we make this assumption. But this means that for any v, we Pa(u),
if Σ(v) Φ Σ(w), then Σ(v) + p Φ Σ(w) + p. Hence from our character-
ization of S(s) and from R2, we see that if o(u) >̂ ω, then \S(s)\ ^ ^ 0

Thus u must be a finite sequence.

We can now define the required finite sequence r.

If uζ < pω for every ξ < o(u), we put r = u U (p). On the other
hand, if uξ ^ pco for some | < o(u), then we define r as follows.
o(r) = o(u); if u e < lOω, then rξ = tte; if ^ ^ ^ω, then r f = uζ + p.

It is not difficult to see that in each case we have

S(r) = {σ + p; σ e S(u)}, = S(s) .

This proves our theorem for the case S(t) = {p}.

Consider now the case when S(t) = {pfc} and tc is regular. Put
ί* = 8 - slptc: we claim that S(ί*) = {otc}. For if we put u* = ί*//°»
then from the regularity of /c we obtain just as before S(t*) = {σ +
^/c; σ e Sα(t6*)}, and as |OΛ: is a prime component, our claim will be
established if we show that σ < ptc for every σe Sα(w*).

Thus take v e P α (^*) . Then vξ < pic for every ξ < o(v) < ιc.
Hence, as cf(pιc) = κy we have sup {Vf; ζ < o(v)} = d < pic. This gives
Σ(v) ^ δo('y) <διc^ pic, since />£ = Λ: S+1 for some β. Hence S(t*) = {pic}.
But now we are in an analogous situation to that above, with p
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being replaced by ptc. Hence the corresponding argument brings us
the desired conclusion.

It remains to prove the theorem in the case in which tc is singular.
We show firstly that sup {sξ < ptc; ξ < tc} < pic. For suppose not, and
put λ = cf(ptc), = cf(tc). It is easily seen that there is some permu-
tation u of some subsequence of s such that u is an increasing λ-
sequence with limit ptc. Thus, since cf(ptc) — λ and ptc = tcβ+1 for
some β, we have Σ(u) — p/c. By the same reasoning, if v is any
cofinal subsequence of u, then Σ(v) = pic. Thus, from the cardinal
equality |λ | 2 = |λ | , we can deduce that Sa(u) 2 {pκa\ 1 ^ a < λ+}.
Since λ < tc, it now follows that S(s) 2 {7 + ρtc(a + 1); 1 <: a < λ+},
for some 7. Since this contradicts \8{s)\ < Ko> we must have 3 < ptc,
where δ — sup {sξ < ptc; ξ < /c}.

Putting u — s — s/̂ 0£, we now claim that S(u) — {ptc}. For take
v < P(^), and let vf be a proper initial segment of v. Then we know
that sup {Vξ'y ξ < o(v')} ^ δ, and thus we have Σ(v') ^ δo(vr) < δtc <. ptc.
Hence Σ(v) ̂  ptc. But of course v has as a subsequence some per-
mutation of t, and so Σ(v) ̂  ^/r. This shows that S(u) = {ptc}.

Since o(s/ptc) < A:, it is clear that S(s) 2 {(? + ^ σe Sa(s/ptc)}.
Define the sequence w by o(w) = o{sjρtc), wξ = otcaξl) where aξ + 1 =
min {τ; (s/ptc)ζ < ^/CΎ}. Then S(s) 2 {# + ^ <J e Sa(w)}. As usual, we
can now deduce that if o(w) ̂ > ω, then |S(s)| ^ \o(w)\+, and thus tϋ,
and hence s/pic, is a finite sequence.

But then S(s) = {σ + ptc; σ e S(s/ptc)}, and we are back in our
familiar situation, and can proceed as before.

This proves our theorem.

LEMMA. Let a ^ ω he a limit ordinal, and let s be an a-sequenee
of positive ordinals. Then cf{Σ(s)) — of {a).

Proof. Almost immediate; in fact we used a particular case of
this in the proof of Tl . Put 7 = Σ(s)f and define the ^-sequence
(7ξ) by Ύς = Σc<? sc Since s is a sequence of positive ordinals, (Ύξ)
is an increasing sequence, and as a is limit, we have 7 = limf<α Ύξ.
Thus cf(Ύ) <Ξ of {a). If on the other hand, for each σ < 7 we put
aσ — min {ξ < a; Ύξ ̂  σ}, then we have a = sup {a:,,; σ < 7}, and so
cf(a) ^ c/(7). Thus c/(7) - cf(a).

T2. Lβί tc be a regular i.o., α^d Zeί s be a tc-sequenee of positive
ordinals. Then for no i.o. X < tc is there a X-sequence r of positive
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ordinals such that S(s) = S(r).

Proof. This follows at once from the preceding lemma. For
suppose that for some i.o. λ < tc there is a λ-sequence r of positive
ordinals with S(s) = S(r). Now from the lemma we have cf(σ) =
cf(tc) for every σeS(s), and cf(τ) = c/(λ) for every zeS(r). But
then we would have cf(fc) = cf(X) <£ λ < tc, contradicting the fact
that tc is regular. This proves our theorem.

We have now exhausted the cases in which s is a ^-sequence of
positive ordinals and tc is a regular i.o., and so we turn to the cases
in which tc is a singular i.o. These provide just slightly more variety.

T3. Let tc be a singular i.o., and let s he a tc-sequence of positive
ordinals. Then for no singular i.o. rj < tc is there an ^-sequence r
of positive ordinals such that S(s) = S(r).

Proof. Suppose that for some singular i.o. Ύ] < tc there is an re-
sequence r of positive ordinals such that S(s) — S(r). Then from
our lemma we know that cfty) = cf(tc); call this λ. Put p = C(s).

From R3 we know that \S(s)\ <*\η\<\ιc\, and so from R4 we
know that tcβ < p < tcβ+1 for some β, and thus, as in the proof of
Tl, we obtain S(s — s/p) = {ptc}. We claim that C(r) = ptc.

Put u = s/ρ. Then o(u) < tc, and as S(s — u) = [pic], it follows
that for some σ we have σ + pice S(s) = S(r).

Now if sup {rξ

m, ξ < Ύ]} — δ < pic, then for each r e S(r) we would
have τ <J 8η < δtc ^ ptc, a contradiction. Thus sup {rξ', ξ < rj\ ^ ptc.
Suppose that o(r/ptc) = η. We wish to show that this implies that
for each v e P(r), we have Σ(v) = pica for some limit ordinal a. Now
firstly, since o(r/ρtc) — r] — o(v) and ΎJ is initial, v must have a cofinal
subsequence w with we P(r/pιc), which shows that we cannot have
Σ(v) = pica + 7 for some a and some Ύ < ptc.

Suppose that Σ(v) — ρtc(a + 1) for some a; thus Σ(v') — otc for
some final segment vf of v. But as o(r/ptc) = η, it follows that some
final segment wr of some w e P(r/ptc) must be a subsequence of v',
and thus Σ(y') ^ Σ{wr) ^ ptcη, a contradiction. Hence we must have
Σ(v) = pica for some limit ordinal a.

However, we have seen that Ύ + ptce S(s) — S(r) for some 7,
and so we must have o(r/ρtc) < rj. Thus C(r) ^ ptc. Assume C(r) =
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δ < p/c. Then o(r/δ) < η, and so r/δ U r — (r/δ) e P{r), which shows
that some τ e S(r) has positive remainder JF(r — (r/δ)) <: δη < ÔAΓ.
Using the fact that o(s — u) — tc and S(s — u) = [ptc], however, we
see easily that no σ e S(s) has a remainder ψ with 0 < ψ < p/c. This
shows that we cannot have C(r) < pic, and hence proves our claim
that C(r) = p/c.

But |O/r = Λ '̂1"1 = ψ for some a:. Since rj is singular, we can apply
R4 and deduce that |S(s)| = |S(r) | = |?l

Suppose that we have o(u) < rj. Since ^ is a singular i.o., we
have o(u) < μ for some i.o. μ <η. We claim that \S(s)\ <: |μ | . Take
δ° e P(s), and let u° e Pa(u) be such that ^° is a subsequence of s°.
Now if u° is not coίinal with s°, we can show, by using Rl in an
argument exactly similar to that used in the proof of Tl, that Σ(s°) —
Σ(u°) + p/c. Now assume that u° is coίinal with s°. If Σ(u°) = ptca + r
for some a and some Ύ with 0 < 7 < /̂ Λ:, then if we let uf be the
shortest initial segment of u° with Σ(u') ^ pica, we must have u'
contained as a subsequence in some proper initial segment s' of s°.
However, it is easily seen that ^(s 0 — u') = pic, whence we can use
Rl again to obtain Σ(s°) = Σ(ur) + pic = ^ ( α : + 1). But clearly u° U
δ ° - % ° e P(s) and I 7 ^ 0 U s° - %°) = ρ/c(a + 1).

Finally, suppose that Σ(u°) = pica for some a.

We claim that in this case Σ(s°) — Σ(u°) = pica. For let v be a
proper initial segment of s°, and let w be the longest initial segment
of u° such that w is a subsequence of v. Then v — w is a proper
initial segment of s° — %°, and so Σ(v — w) < pic. But as u° is cofinal
with s° and J?^ 0 ) = pica, we certainly have i / ^ 0 — w) ^ o/r. There-
fore 2Ό; - w) + Σ(u° - w) = Σ(u° - w), and so by Rl, Σ(v) + Σ(uΌ -
w) = Σ(w) + ^ ( V - w) = Σ(u°), whence Σ(v) < Σ(u°). This shows
that ^(s0) <̂  l ' ^ 0 ) , and of course we must have ^(s 0) ^ Σ(u°). Putting
these three pieces together, we obtain

S(s) = {p + pic σe Sa(u)} U {pica e Sa(u); cf(ριca) = λ} .

But then \S(s)\ £ \Sa(u)\2 £ \μ\ < \η\, as claimed.

Since we have already seen that | S(s) \ = | rj \, this shows that we
must have o(u) ^ rj.

Put u* — u — u/pic; we wish to show that supfw^*; f < o(u*)} =
ÔΛ:. For suppose that sup {̂ *; f < o(u*)} — δ < p/c; then in the usual
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way we can show that σ < pic for every σe Sa(u*), whence it follows
without much trouble that S(s — s/p/c) — {pit}. If now we have
o(s/ptc) < rj, we can repeat the above argument to conclude that
|£(s) | < \r]\, and thus we must have o(s/p/c) iΞ> η. But as S(s) 2
{σ + ptc; σe Sa(s/p/c)}, it is not too difficult to see that this gives
\S(s)\ ^ \η+\, again a contradiction. Therefore we must have sup{^f
ξ < o(u*)} = pic, and we already know that o(u) ^ η. We now show
that we must have o(u*) ^ rj.

Suppose that we have o(s/pιc) ^> η. Taking any σeSa(u*)9 we
have S(s) 2 {σ + 7 + ^/c; 7 e Sa(s/ptc)}, and it is not difficult to see
that this gives |S(s) | ^ |Sa(s/ρtc) \^> \η+\. As we have thus contradicted
JS(s) I = 17? |, it must be the case that o(s/p/c) < rj. We know, however,
that o(u)( = o(s/p)) ^ 7). Hence, since η is an i.o., we must have
o(u*)( = o(s - si pic)) ^ η.

Suppose now that for some d < pic, we have o(u*/δ) < rj. Then
for any σ e Sa(u* — u*/δ) we have σ <; δ/^+ < die <: pic, where /̂  =
ί(o(u*)), from which it follows that S(s — s/δ) = {pic}. But the assump-
tion o(u*/δ) < ^ gives o(s/δ) < 57, since we have seen that we must
have o(s/pιc) < η. We can now deduce in the normal way that | S(s) | ^
\Sa(s/d)\2 ^ |ί(o(s/δ))+| <\η\, once more contradicting the proven equ-
ality \S(s)\ = |77|.

We have thus demonstrated that the equality |S(s)\ = \v\ implies
that we must have o(u*/δ) >̂ η for every δ < pic.

Now ef(ριc) = λ, and as λ < rj, we have the cardinal equation
| λ | \rj\ = I^|. It follows from this and the fact that o(̂ */<5) ^ 17 for
every <5 < ptc (the formal proof is perfectly straightforward but
rather tedious), that for each a < ψ there exists an increasing sub-
sequence va of some v e Pa(u*) such that

( i ) o(v«) = λ,
(ii) limf<^ v" — pic, and
(iii) va and vr have no common term for a < 7 < f]+.

But it now follows from this that for each a with η <. a <η+, there
is σ e S(s) such that σ has £>£(a: + 1) as a remainder. Since this
implies that \S(s)\ ^\η+\, we have obtained a final contradiction,
which thus proves our theorem.

T4. Let K he a singular i.o., and let s be a tc-sequence of positive
ordinals with \S{s)\ <\ιc\. Put λ = cf(ιc), p = C(s).

( 1 ) If η < K is an i.o. with η Φ λ, ίftew έfcβrβ is ^0 η-sequence
r of positive ordinals such that S(s) = S(r).
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( 2 ) There is a X-sequence r of positive ordinals such that S(s) ~
S(r) if and only if sup {sξ < p/c; ζ < fc} < pfc and o(s/pfc) < λ.

Proof. ( 1 ) Let rj be an i.o. with η < tc and η Φ λ. If rj is
singular, then the result follows from T3. Thus assume rj regular,
and suppose that r is an ^-sequence of positive ordinals such that
S(s) = S(r). It now follows from our lemma that we must have
cf{rj) — cf(fc). Since Ύ] is regular, this gives the contradiction 7) = λ.

( 2 ) Suppose that the conditions hold, and put u = s/p, t = s/pic.
Since \S(s)\ <\ιc\, R4 tells us that tcβ < p < κβ+ί for some β, and
thus we have S(s — u) — {pic}. Now from the condition sup {{s — ί)e;
ξ < o(s — t)} = δ < /?£, we obtain σ <, δμ < δtc <L pic, where μ = i(o(u —
ί))+, for every σe Sa(u — t), whence we deduce that S(s — t) = {̂ OΛ:}.

However, since o(t) < λ = c/(/c), no ί°G Pα(£) can be a cofinal sub-
sequence of any s° e P(s). Thus from Rl we can conclude in the
usual manner that S(s) = {σ + p/c; σG Sα(έ)}

Now since λ = cf(ρtc), there is an increasing λ-sequence v with
lime < ί ve = pit. As p£ = ίcβ+1, it follows that ^(v) = pic. But λ is regular,
and so we may apply Ginsburg's result from [1] to obtain \S(v)\ =
1, and hence conclude that S(v) = {pic}. Consider the λ-sequence r ~

o

t U v. As o(t) < λ and λ is regular, we have from Rl that S(r) ~
[σ + pιc;σeSa(t)} = S(s).

Now assume that there is a λ-sequence r of positive ordinals
such that S(s) = S(r).

Suppose firstly that sup {sξ < pic; ζ < Λ:} = pic. Define u, t as
above, and put μ — i(o(u — t)). Then we must have λ <Ξ μ < £, and
there exists an increasing λ-subsequence v, Σ(v) = pic, of some w e
Pa(u — t) with o{w) = ^. But then we have tUw — v U v° U s — ue
P(s) for every v° e Pa(v), from which it follows that S(s) 2 {7 +
ριc(a + 1); 1 ̂  a < λ+}, where 7 = ̂ (ί LJ w - v). But this gives | S(s) \ ^
|λ + | , whereas by R3 we have \S(s)\ = \S(r)\ ^ | λ | .

Hence we must have sup {sξ < pic; ζ < tc) < ÔΛ:, whence we can
show in the usual way that S(s — t) =

But now we must have S(s) 2 {# + ^Λ:; σe Sa(t)}, and from the
definition of t we obtain from this \S(s)\ ^ |Sα(£)| = \i(o(t))+\. There -
fore, since |S(s)| = |S(r) | ^ ]λ|, this gives o(t) < λ, as required.

This proves our theorem.
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Thus far we have looked at the problem of "reducing" a given
series of positive ordinals to a shorter series of positive ordinals,
the reduction leaving the set of permutation-sums invariant, and we
have obtained a complete solution to this problem whenver the length
of the original series is an i.o. and the length of the new series is
either finite or an i.o.

We now wish to consider the analogous problem obtained by
removing the restriction that the terms of the second series be positive.
This situation is, naturally, a little more complicated than the previous
one, and in one case we have as yet been unable to determine satis-
factory criteria.

T5. Let fc be a regular i.o., and let s be a k-sequence of positive
ordinals such that \S(s)\ ^ ^ 0 . Then there is no i.o. λ such that
for some X-sequence r with o(r/l) < λ we have S(s) = S(r).

Proof. Let tc, s be as described, and suppose that for some i.o.
λ and some λ-sequence r, we have o(r/l) < λ and S(s) = S(r). Put
-η = i(o(r/l)); then ψ <Ξ λ, and it is obvious that S(r) = Sa(t), where
for convenience we are taking t e Pa(r/Ϊ) with o(t) — r). Put p = C(s),
u = s/p. Then from the proof of Tl we know that either S(s — u) =
{p} or S(s — u) = {ptc}, depending upon the exact value of p. In the
first case we have S(s) = {σ + p; σe Sa(u)}, and in the second case we
have S(s) = {σ + pic; σ e Sa(u)}. We assume the former; the argument
used in the latter case is exactly similar.

Thus each σ e S(s) has p as a remainder; in fact, by examining
the proof of Tl, we can see that p is the smallest positive remainder
of each σeS(s). Take any ζ < η, and let t* e Pa(t) be such that
o(t*) =57 + 1, and ί* = tξ. Then Σ(t*) = 7 + tζ for some 7, whence
it follows from Sa(t) = S(s) that tζ has smallest positive remainder p.

Now consider Σ(t) e Sa(t) = S(s): from our characterization of
S(s), we see that Σ{t) must have smallest positive remainder p, whence
it follows from the fact η is a limit ordinal that t has some final
segment tf with Σ{t') = p. However, o(ί') = η, and so t[ < p for every
ξ < Ύ], contradicting the proven fact that tς has remainder p for
every ξ < η. This proves our theorem.

T6. Let K be a singular i.o. and let s be a K-sequence of positive
ordinals, with ^ 0 Ŝ \S(s)\ < \/c\.

( 1 ) We can never have | S(s) \ = ^ 0

(2) If either \S(s)\ ^ « or cf(tc) ^ ωlf then for no i.o. rj < /c
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is there an ^-sequence r such that o(r/l) < rj and S(s) — S(r).

Proof. (1) P u t p = C(s)9 u = s/p. Then from \S(s)\ <\fc\ we

have κβ < p < Λ^+1 for some /3, and S(s — u) — {£>£}. Furthermore,
we know from the proof of T3 that

S(s) = {σ + p/c;σeSa(u)} U {p/ca e Sa(u); cf(ρκa) = cf(/c)} .

Prom |S(s) |^y$ 0 we therefore obtain o(u) ̂  ft), whence we have
\S(s)\^\i(o(u)y\>χ0

(2) Suppose that for some i.o. η < fc there is an ^-sequence t
of positive ordinals such that S(s) = Sα(£).

We assume firstly that | S(s) | ^ V̂ 2. Then from R2 it follows
that Ύ] ^ ft)le But then of course there exists a limit ordinal β with
5? ̂  /9 < >?+ and ef(β) Φ cf(κ).

Take ί° e Pa(t) with o(έ°) = β; then from our lemma we have
cf(Σ(t°)) = c/(/3). But by hypothesis, i;(£o) e S(s), whence by our
lemma again, cf(Σ(t°)) = cf(/c): contradiction.

Now suppose that cf(fc) ^ ω^, thus by the lemma, cf(σ) ^ ω1

for every σe S(s). But if 57 = ω, then the lemma would tell us that
for some τ e Sa(t) we have cf(τ) = ω.

Thus we must have η ̂  ωx in this case also, and we can thus
repeat the above argument to obtain a contradiction.

This proves our theorem.

That the conditions imposed upon K and s cannot be eliminated
completely is demonstrated by the following example.

Let t be the α>ω2-sequence defined by tn = ω2

ω for n < ω, and
tξ = ξ for ξ with ω <; ξ < ωω2. Now take s e Pa(t) with o(s) = ωω.

We have of course C(s) = ωω2, and from our general characteriza-
tion of S(s) when o(s) is a singular i.o., we see that S(s) — {(o)2

ω)a; ω ^
a < ωj.

But of course if we let t° be the initial segment of t with o(£°) =
ft), then we obviously have Sa(t°) =

On the other hand, if tc is a singular i.o. with cf(tc) = ft), and s
is a /r-sequence of positive ordinals with \S(s)\ = V̂ i» then it is not
necessarily true that there is an ft)-sequence r of positive ordinals
with S(s) = Sα(r).



472 J. L. HICKMAN

To see this, let us define the α>ω2-sequence t by tn = ωωωn for
n < ω, tξ = ξ for ζ with ω <* ξ < ωω2, and take s e Pa(t) with o(s) = ωω.
Once again we have C(s) = α>ω2, and it is not difficult to see that
S(s) = {(ωl)a; I ^ a < ω j .

Suppose that there is an ω-sequence r of positive ordinals with
S(s) = Sa(r). By taking uePa(r) with o(u) = ω + 1 and κ> = rn, we
see that we must have rn ^ α>̂  for each n <, co. Since this implies
that σ ^ (α>̂ )α> for every σe Sa(r), however, we have a contradiction.

T7. Let K be a singular i.o. with cf(/c) — ω, and let s be a ic-
sequence of positive ordinals with \S(s)\ = ^ 1 # Put p = C(s), u =
s — s/p. Then there is a sequence t of positive ordinals with o(t) <

o

ω19 such that S(t U u) = S(s).

Proof. Since for some T we have S(s) 2 {Ύ + σ + /OΛ:; σ e Sa(s/p/c)},
it is clear that the condition \S(s)\ = y !̂ forces o(s/pfή < α .̂ Put
v = s/p — s/ptc, and suppose that o(v/<?) ̂  ôx for every d < ÔΛ:. Then
by familiar arguments, we can show that for each a with 1 <̂  a <
o>2, there exist 0" e S(s) having remainder p/c(a + 1). Since this of
course implies that \S(s)\ ;> fc$2, we must have o(v/d) < (/>! for some
δ < ÔΛ;, and hence o(s/d) < ωx.

However, by the usual process we can show that S(s — s/δ) =
o

{ptc}, whence it follows easily that S(s/δ U u) = *S(s).

We conclude this paper by remarking that if we allow s to have
zero terms, then nothing else of interest emerges.

For suppose that s is a /c-sequence for some i.o. £, and that
β/1 Φ s. Obviously, if o(s/ΐ) = /c, then S(s/1) = S(s): hence we may
assume o(s/ΐ) < fc, when we have S(s) = Sa(s/Ϊ). If i(o(s/l))+ = Λ:,
then |S(s)| = |Λ:|, and any "reduction" is either trivial or impossible.
Thus assume i(o(s/ΐ))+ = λ < K. Obviously there is a λ-sequence r
with S(r) = Sa(s/1), and the question of whether for some i.o. η ^ λ
there is an ^-sequence r of positive ordinals with S(r) = Sα(β/1) reduces
to the questions already investigated. Clearly (R3) for no i.o. rj < λ
is there an ^-sequence r of positive ordinals with S(r) = Ra(s/ΐ).

REFERENCES

1. S. Ginsburg, On the distinct sums of λ-type transfinite series obtained by permuting
the elements of a fixed λ-type series, Fund. Math., 39 (1952), 131-132.
2. J. L. Hickman, A problem on series of ordinals, Fund. Math., 81 (1973), 49-56.
3. f Concerning the number of sums obtainable from a countable series of
ordinals by permutations that preserve the order-type, J. London Math. Soc, (to appear).



REDUCING SERIES OF ORDINALS 473

4# 1 Some results on series of ordinals, submitted.
5. W. Sierpiήski, Sur les series infinies de nombres ordinaux, Fund. Math., 36 (1949),
248-253.

Received September 9, 1974. The work contained in this paper was done whilst
the author held a Research Fellowship at the Australian National University.

AUSTRALIAN NATIONAL UNIVERSITY






