# GEVREY CLASSES AND HYPOELLIPTIC BOUNDARY VALUE PROBLEMS 

Ralph A. Artino

Let $P\left(D, D_{t}\right)$ be a hypoelliptic differential operator with constant coefficients of type $\mu$ with index of hypoellipticity equal to $d \geqq 1$. Let $\Omega$ be an open subset of the half space $R_{+}^{n+1}$ with plane piece of boundary $\omega$ contained in $R_{0}^{n}$. Let $Q_{1}\left(D, D_{t}\right), \cdots, Q_{\mu}\left(D, D_{t}\right)$ be $\mu$ partial differential operators with constant coefficients and consider the boundary value problem:

$$
\begin{align*}
& P\left(D, D_{t}\right) u=f \text { in } \Omega  \tag{1}\\
& \left.Q_{\nu}\left(D, D_{t}\right) u\right|_{\omega}=g_{\nu} \quad 1 \leqq \nu \leqq \mu .
\end{align*}
$$

In this paper necessary and sufficient conditions are given on $Q_{1}, \cdots, Q_{\mu}$ in order that all solutions $u$ of (1) shall belong to the Gevrey class of index $d$ in $\Omega \cup \omega$ whenever the initial data belong to such classes of functions. In particular, we give not only algebraic conditions but also show how to construct a parametrix for such problems.

Introduction. In 1958 Hörmander first studied regular boundary value problems, giving necessary and sufficient conditions for solutions of (1) to be $C^{\infty}$. (see Hörmander [8]). There, Hörmander gives an algebraic characterization based on the variety of zeros of the characteristic function of the boundary value problem. Later on, it was shown that fundamental solutions to elliptic boundary value problems can be constructed with the aid of this characteristic function (see J. Barros-Neto [4, 5]). Moreover, it can be used to construct a parametrix for hypoelliptic problems (see J. Barros-Neto [6]). In this paper the characteristic function is used to give an algebraic characterization of $d$-hypoelliptic problems. In doing so a different technique is used than that in [8] in order to get more refined estimates. Consequently the special result obtained in [8] for elliptic operators is obtained here. The results here can be extended to Gevrey classes which distinguish the rate of growth of derivatives in different directions. (see [7]). Furthermore, these results have many applications to semi-elliptic problems (see [2]).

The plan of this paper is as follows: In § 1 d-hypoelliptic boundary value problems are defined and the main results are stated. In $\S 2$ the first two equivalences are proved. In § 3 we make use of the parametrix of the boundary value problem and conclude the proof of the main results in $\S 4$.

The author would like to thank Professor Jose Barros-Neto for
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1. $d$-hypoelliptic boundary value problems. Let $P\left(D, D_{t}\right)$ be a partial differential operator on $\boldsymbol{R}^{n+1}$ with coefficients in $C$ assumed in the form

$$
P\left(D, D_{t}\right)=D_{t}^{m}+\sum_{j=1}^{m} a_{j}(D) D_{t}^{m-j}
$$

where

$$
D=\left(D_{1}, \cdots, D_{n}\right), \quad D_{j}=\frac{1}{i} \frac{\partial}{\partial x_{j}}, \quad D_{t}=\frac{1}{i} \frac{\partial}{\partial t},
$$

and $a_{j}(D)$ are polynomials in $D$. For any

$$
\begin{aligned}
p & =\left(p_{1}, \cdots, p_{n+1}\right), \quad p_{j} \in N \text { we have } \\
\left(D, D_{t}\right)^{p} & =D_{1}^{p_{1}} \cdots D_{p}^{p_{n}} D_{t}^{p_{n+1}}, \quad|p|=p_{1}+\cdots+p_{n+1} .
\end{aligned}
$$

Definition 1.1. $P\left(D, D_{t}\right)$ is hypoelliptic in $R^{n+1}$ if for some open subset $\mathscr{O} \subset R^{n-1}$ all $u$ in $\mathscr{D}^{\prime}(\mathcal{O})$ such that $P\left(D, D_{t}\right) u=0$ belong to $C^{\infty}(\mathcal{O})$.

Definition 1.2. Let $d>0$, by $\Gamma^{d}(\mathcal{O})$ we denote the set of all $u$ in $C^{\infty}(\mathcal{O})$ such that to every compact subset $K \subset \mathcal{O}$, there exists a constant $C(u, K)>0$ such that for all $(n+1)$-tuples of nonnegative integers $p=\left(p_{1}, \cdots, p_{n+1}\right)$,

$$
\operatorname{Sup}_{x \in K}\left|D^{p} u(x)\right| \leqq C^{|p|+1}(|p|!)^{d}
$$

$\Gamma^{d}(\mathcal{O})$ will be called the Gevrey class of index $d$.
Let $P(\zeta, \tau)$ be the characteristic polynomial of $P\left(D, D_{t}\right)$ and

$$
N=\left\{(\zeta, \tau) \in \boldsymbol{C}^{n} \times \boldsymbol{C}: P(\zeta, \tau)=0\right\}
$$

The following characterization of hypoelliptic operators was given by Hörmander (see Hörmander [9], or Treves [12]).

Theorem (H). The following two conditions are equivalent:
(1) $P\left(D, D_{t}\right)$ is hypoelliptic.
(2) If $(\zeta, \tau) \in N,|(\zeta, \tau)| \rightarrow+\infty$
then $|\operatorname{Im}(\zeta, \tau)| \rightarrow+\infty$.
Moreover, given some $d>0$ the following three conditions are equivalent:
$(1)_{d} P\left(D, D_{t}\right) u \in \Gamma^{d}(\mathcal{O})$ implies $u \in \Gamma^{d}(\mathcal{O})$ for all $\mathcal{O}$ open in $\boldsymbol{R}^{n+1}$.
(2) ${ }_{d}$ There exists a constant $C>0$ such that if $(\zeta, \tau) \in N$ then

$$
|(\zeta, \tau)|^{1 / d}<C(1+|\operatorname{Im}(\zeta, \tau)|)
$$

(3) $)_{d}$ There exists a $K(x, t)$ in $\Gamma^{d}\left(\boldsymbol{R}^{n+1}-\{0\}\right)$ such that

$$
P\left(D, D_{t}\right) K(x, t)=\delta+\beta
$$

where $\beta$ is analytic in $\boldsymbol{R}^{n+1}$.
The latter conditions imply the former. If (1) or (2) holds, there exists a $d>0$ such that (1) ${ }_{d},(2)_{d}$ and (3) ${ }_{d}$ hold. The set of numbers $d$ for which $(1)_{d},(2)_{d}$ and (3) ${ }_{d}$ hold is a closed half-line $\left[d_{0},+\infty\right)$ with $d_{0}$ rational and $d_{0} \geqq 1$.

The smallest $d$ for which $(1)_{d}$ holds is called the index of hypoellipticity of $P$.

Definition 1.3. A differential operator is of type $\mu$ if there exists a compact set $K \subset \boldsymbol{R}^{n}$ such that whenever $\zeta \in \boldsymbol{R}^{n} \backslash K, P(\zeta, \tau)$, as a polynomial in $\tau$, has $\mu$ roots with positive imaginary parts.

It is easy to prove that for $n>1$ all hypoelliptic operators are of type $\mu$ for some $\mu$. This, however, is not true for $n=1$, as can be seen by the operator associated with:
$P(\zeta, \tau)=\zeta+i \tau$ in $\boldsymbol{R}^{n}$. This is elliptic and hence hypoelliptic but not of any type.

Let $\boldsymbol{R}_{+}^{n+1}=\left\{\left(x_{1}, \cdots, x_{n}, t\right): t>0, x_{i} \in \boldsymbol{R}\right\}$ and $\overline{\boldsymbol{R}}_{+}^{n+1}$ its closure. Let $\Omega$ be an open subset of $\boldsymbol{R}_{+}^{n+1}$ with plane piece of boundary $\omega$ in $\boldsymbol{R}_{0}^{n}=\left\{\left(x_{1}, \cdots, x_{n}, 0\right)\right\}$.

Let $C_{0}^{k}\left(\overline{\boldsymbol{R}}_{+}^{n+1}\right)\left(\right.$ resp. $\left.C_{0}^{k}(\Omega \cup \omega)\right)$ denote the set of $C^{k}$ functions with support in $\overline{\boldsymbol{R}}_{+}^{n+1}($ resp. $\Omega \cup \omega)$.

Definition 1.4. Let $Q_{1}\left(D, D_{t}\right), \cdots, Q_{\mu}\left(D, D_{t}\right)$ be $\mu$-partial differential operators with constant coefficients, we say $\left(P\left(D, D_{t}\right), Q_{1}\left(D, D_{t}\right)\right.$, $\cdots, Q_{\mu}\left(D, D_{t}\right)$ ) defines a $d$-hypoelliptic boundary value problem in $\Omega$ iff:
(1) $P\left(D, D_{t}\right)$ is hypoelliptic of determined type $\mu$ with index of hypoellipticity equal to $d$.
(2) All solutions $u$ in $C^{k}(\Omega \cup \omega)$ of the boundary value problem

$$
\begin{align*}
& P\left(D, D_{t}\right) u=f \text { in } \Omega \cup \omega \\
& \left.Q_{\nu}\left(D, D_{t}\right) u\right|_{\omega}=g_{\nu} \quad 1 \leqq \nu \leqq \mu \tag{1.1}
\end{align*}
$$

with $f$ in $\Gamma^{d}(\Omega \cup \omega)$, $g_{\nu}$ in $\Gamma^{d}(\omega)$, belong to $\Gamma^{d}(\Omega \cup \omega)$, where $k$ equals the maximum of the orders of $P, Q_{1}, \cdots, Q_{\mu}$.

Denote by

$$
\mathscr{A}=\left\{\zeta \in \boldsymbol{C}^{n}: P(\zeta, \tau)=0\right.
$$

has $\mu$ roots with positive imaginary parts and none that are real\}.
Let $\tau_{1}(\zeta), \cdots, \tau_{\mu}(\zeta)$ be the $\mu$-roots of $P(\zeta, \tau)$ with positive imaginary parts for each $\zeta$ in $A$. Denote

$$
k_{\zeta}(\tau)=\prod_{\nu=1}^{\mu}\left(\tau-\tau_{\nu}(\zeta)\right)
$$

and

$$
\begin{equation*}
R\left(k_{\zeta}: Q_{1}, \cdots, Q_{\mu}\right)=\frac{\operatorname{det} Q_{l}\left(\zeta, \tau_{k}(\zeta)\right)}{\prod_{l<k}\left(\tau_{k}(\zeta)-\tau_{l}(\zeta)\right)} \equiv C(\zeta) \tag{1.2}
\end{equation*}
$$

Definition 1.5. $C(\zeta)$ defined by (1.2) is called the characteristic function of the boundary value problem (1.1).
$C(\zeta)$ is a polynomial in $\zeta, \tau$, and the coefficients of $k_{\zeta}(\tau)$ and $Q_{\nu}(\zeta, \tau) . \quad C(\zeta)$ is defined even in the case of repeated roots. (see Hörmander [8] page 231).

The object of this paper is to prove the following theorem.
Theorem 1.1. The following conditions are equivalent:
(1) $\left(P\left(D, D_{t}\right), Q_{1}\left(D, D_{t}\right), \cdots, Q_{\mu}\left(D, D_{t}\right)\right)$ defines a d-hypoelliptic boundary value problem (Definition 1.4).
(2) Every solution $u \in C^{k}(\Omega \cup \omega)$ of the homogeneous boundary value problem

$$
\begin{aligned}
P\left(D, D_{t}\right) u & =0 \text { in } \Omega \cup \omega \\
\lim _{t \rightarrow 0_{+}} Q_{\nu}\left(D, D_{t}\right) u & =0 \text { in } \omega \quad 1 \leqq \nu \leqq \mu .
\end{aligned}
$$

belongs to $\Gamma^{d}(\Omega \cup \omega)$.
(3) Let $C(\zeta)$ be the characteristic function of the boundary value problem $\left(P ; Q_{1}, \cdots, Q_{\mu}\right)$. There exists a constant $M>0$ such that if $\zeta \in \boldsymbol{C}^{n}$ and

$$
|\operatorname{Re} \zeta|^{1 / d} \geqq M(1+|\operatorname{Im} \zeta|)
$$

then $\zeta \in \mathscr{A}$ and $C(\zeta) \neq 0$.
(4) There exist $K_{0}(x, t), K_{1}(x, t), \cdots, K_{\mu}(x, t)$ in $\Gamma^{d}\left(\overline{\boldsymbol{R}}_{+}^{n+1}-\{0\}\right)$ which satisfy

$$
\left\{\begin{array}{l}
P\left(D, D_{t}\right) K_{0}(x, t)=\delta_{x} \otimes \delta_{t}-\beta(x) \otimes \delta_{t} \text { in } \overline{\boldsymbol{R}}_{+}^{n+1}  \tag{1.3}\\
{\left[Q_{l}\left(D, D_{t}\right) K\right](x, 0)=0 \quad l=1, \cdots, \mu \quad \text { in } \boldsymbol{R}_{0}^{n}}
\end{array}\right.
$$

$$
\begin{cases}P\left(D, D_{t}\right) K(x, t)=0 & \text { in } \overline{\boldsymbol{R}}_{+}^{n+1}  \tag{1.4}\\ Q_{l}\left(D, D_{t}\right) K_{\nu}(x, 0)=\delta_{l, \nu}\left(\delta_{x}-\beta(x)\right) & \text { in } \boldsymbol{R}_{0}^{n}\end{cases}
$$

with $\beta$ analytic in $\boldsymbol{R}^{n}$, and $\delta_{l, \nu}$ is the Kronecker symbol.
2. Proof of Theorem 1.1. That (1) implies (2) is obvious so in this section we prove that (2) implies (3). Denote by $H(\Omega \cup \omega)$ the linear subspace of $C^{k}(\Omega \cup \omega)$ consisting of the solutions of the boundary value problem

$$
\begin{align*}
& P\left(D, D_{t}\right) u=0 \text { in } \Omega \\
& Q_{\nu}\left(D, D_{t}\right) u=0 \text { in } \omega \quad 1 \leqq \nu \leqq \mu . \tag{2.1}
\end{align*}
$$

Call $T_{1}$ the topology on $H(\Omega \cup \omega)$ defined by the semi-norms

$$
\sum_{|p| \leqq k} \sup _{(x, t) \in K}\left|D^{p} u(x, t)\right| \equiv\|u\|_{C^{k}(\Omega \cup \omega), K}
$$

where $K$ runs through the compact subsets of $\Omega \cup \omega . \quad H(\Omega \cup \omega)$ is then a closed linear subspace of $C^{k}(\Omega \cup \omega)$. Let $T_{2}$ be the topology on $H(\Omega \cup \omega)$ defined by the semi-norms

$$
S_{K, \nu}(u)=\sup _{(x, t) \in K} \sum_{p}\left(\frac{1}{|p|!}\right)^{d+1 / \nu}\left|D^{p} u(x, t)\right|
$$

$\nu=1,2, \cdots$ and $K$ runs through the compact subsets of $\Omega \cup \omega$. It is not difficult to show that $T_{2}$ makes $H(\Omega \cup \omega)$ a Frechet space. Now $T_{2}$ is finer than $T_{1}$ hence since any one-to-one continuous linear map of a Frechet space onto another is a homeomorphism, we have that the topologies $T_{1}$ and $T_{2}$ are equivalent. Hence for any compact set $K \subset \Omega \cup \omega$ there is a compact set $H_{\nu}$ and a constant $B_{\nu}>0$ such that for all $u$ in $H(\Omega \cup \omega)$ we have

$$
\begin{equation*}
S_{K, \nu}(u) \leqq B_{\nu}\|u\|_{c^{k}(\Omega \cup \omega), H_{\nu}} \tag{2.2}
\end{equation*}
$$

Apply (2.2) to exponential solutions of (2.1),

$$
u(x, t)=e^{i\langle x, t\rangle} v(t)
$$

Now $u(x, t)$ satisfies (21) if and only if $v(t)$ satisfies

$$
\begin{align*}
& P\left(\zeta, D_{t}\right) v(t)=0  \tag{2.3}\\
& Q_{\nu}\left(\zeta, D_{t}\right) v(0)=0, \quad \nu=1,2, \cdots, \mu
\end{align*}
$$

It follows from Theorem 1.1 page 230 in [8] that (2.3) has a nontrivial solution if and only if $\zeta \in \mathscr{A}$ and $C(\zeta)=0$. We now apply (2.2) taking only derivatives in $t$ up to order $k$ and all orders in $x$ and get

$$
\begin{aligned}
& \sup _{(x, t) \in K} \sum_{\substack{p^{\prime}}}\left(\frac{1}{\left|p^{\prime}\right|!}\right)^{d+1 / \nu}\left|\zeta^{p^{\prime}}\right|\left|e^{i\langle x, \zeta\rangle} v^{(l)}(t)\right| \\
& \quad \leqq B_{\nu} \sup _{(x, t) \in H_{\nu} \nu} \sum_{|p| \leqq k}\left|e^{i\langle x, \zeta\rangle_{\zeta} p^{\prime}}\right|\left|v^{\left(p_{n+1}\right)}(t)\right|
\end{aligned}
$$

where $p=\left(p^{\prime}, p_{n+1}\right)$. Now since $\left(p^{\prime}+l\right)!\leqq p^{\prime}!l!2^{\left(p^{\prime}+l\right)}$ the left-hand side of the last inequality can be replaced by

$$
\sup _{(x, t) \in K} \sum_{\substack{p^{\prime} \\ t \leqq c k}}\left(\frac{1}{2^{p^{\prime}} 2^{l} l!p^{\prime}!}\right)^{d+1 / \nu}\left|\zeta^{p^{\prime}}\right| e^{i\langle x, \zeta\rangle| | v^{(l)}(t) \mid}
$$

and since $l \leqq k$ this in turn can be replaced by

$$
\frac{1}{2^{k} k!} \sum_{p^{\prime}}\left(\frac{1}{\left|p^{\prime}\right|!}\right)^{d+1 / \nu}\left|\left(\frac{\zeta}{2^{d+1}}\right)^{p \prime}\right| \sup _{\langle x, t) \in K} \sum_{l \leqq k}\left|e^{i\langle x, \zeta\rangle} v^{(l)}(t)\right|
$$

Using this and (2.2) we get

$$
\begin{aligned}
& \sum_{p^{\prime}}\left(\frac{1}{\left|p^{\prime}\right|!}\right)^{d+1 / \nu}\left(\frac{\zeta}{2^{d+1}}\right)^{p^{\prime}} \sup _{\langle x, t) \in K}\left|e^{i\langle x, \zeta\rangle}\right| \sum_{l \leqq k}\left|v^{l}(t)\right| \\
& \quad \leqq\left(2^{k} k!\right)^{d+1} B_{\nu}|\zeta|^{k} e^{\langle\langle x, \zeta\rangle} \sup _{(x, t) \in H_{\nu}} \sum_{m \leqq k}\left|v^{(m)}(t)\right|
\end{aligned}
$$

Letting $\delta=\sup _{(x, t) \in K}|x|$ and $\delta_{\nu}=\sup _{(x, t) \in H_{\nu}}|x|$ one gets

$$
\begin{aligned}
& \sum_{p^{\prime}}\left(\frac{1}{\left|p^{\prime}\right|!}\right)^{d+1 / v}\left|\left(\frac{\zeta}{2^{d+1}}\right)^{p^{\prime}}\right| \sup _{(x, t) \in K} \sum_{l \leqq k}\left|v^{(l)}(t)\right| \\
& \quad \leqq\left(2^{k} k!\right)^{d+1} B_{v} e^{\left(\delta+\sigma_{\nu}\right)|I \mathrm{~m} 5|} \sup _{(x, t) \in H_{\nu}} \sum_{m \leqq k}\left|v^{(m)}(t)\right|
\end{aligned}
$$

It may be assumed that $K \subseteq H$. Let $\alpha$ be the positive number such that $t$ attains all values between 0 and $a$ when $(x, t) \in K$ and $b$ the number such that $t$ attains all value between 0 and $b$ when $(x, t) \in H_{\nu}$. Thus the last inequality can be written

$$
\begin{aligned}
& \sum_{p^{\prime}}\left(\frac{1}{\left|p^{\prime}\right|!}\right)^{d+1 / \nu}\left|\left(\frac{\zeta}{2^{d+1}}\right)^{p^{\prime}}\right| \sum_{i \leq k} \sup _{0 \leq t \leq a}\left|v^{(l)}(t)\right| \\
& \quad \leqq\left(2^{k} k!\right)^{d+1} B_{\nu}|\zeta|^{\mid k} e^{\left(\hat{o}+\delta_{\nu}\right)|I \operatorname{Im} \zeta|} \sum_{m \leqq k \leq \sum_{0 \leq t}} \sup _{0 \leq b}\left|v^{(m)}(t)\right|
\end{aligned}
$$

Now since $v(t)$ satisfies (2.3) so does $v^{(r)}(t)$ for $0 \leqq r \leqq k$, it follows from [8] pages 234 and 248 that

$$
\sup _{0 \leqq t \leqq b}\left|v^{(r)}(t)\right| \leqq(b / a)^{m-1} \sup _{0 \leqq t \leqq a}\left|v^{(r)}(t)\right|
$$

Hence there is a constant $B_{\searrow} \geqq 0$ such that

$$
\sum_{p^{\prime}}\left(\frac{1}{\left|p^{\prime}\right|!}\right)^{d+1 / 2}\left|\left(\frac{\zeta}{2^{d+1}}\right)^{p^{\prime}}\right| \leqq B_{\dot{\sim}}^{\prime}|\zeta|^{\mid k} e^{\left(\delta+\delta_{\nu}\right)| | \mathrm{m} \xi \mid}
$$

To simplify notation replace $\zeta$ by $2^{d+1} \zeta$. Hence for suitable constants $\bar{\delta}, \bar{\delta}_{\nu}, C_{\nu}$ we get

$$
\begin{equation*}
\sum_{p^{\prime}}\left(\frac{1}{\left|p^{\prime}\right|!}\right)^{d+1 / \nu}\left|\zeta^{p^{\prime}}\right| \leqq C_{\nu}|\xi|^{k} e^{\left(\bar{\delta}+\bar{\delta}_{\nu}\right)|I \mathrm{~m} \zeta|} . \tag{2.4}
\end{equation*}
$$

Now observe that

$$
|\zeta|^{k} \leqq \sum_{|p|=k}\left(\frac{k!}{p!}\right)^{1 / 2}\left|\zeta^{p}\right| \leqq n^{k / 2} \sum_{|p|=k}\left|\zeta^{p}\right| .
$$

Hence (2.4) implies

$$
\sum_{r=0}^{\infty}\left(\frac{1}{r!}\right)^{d+1 / \nu}\left(\frac{|\zeta|}{n^{1 / 2}}\right)^{r} \leqq C_{\nu} e^{\left(\bar{\delta}+\overline{\hat{o}}_{\nu}\right)|\operatorname{Im} \xi|}|\zeta|^{k} .
$$

It follows from this and Lemma 7.4 of [12], that there are constants $\gamma_{2}>0, B_{\nu}^{\prime}>0, D_{\nu}>0$ such that

$$
\begin{equation*}
e^{r_{2}|\xi| 1 /(d+1 / \nu)} \leqq B_{\imath}^{\prime} e^{D_{\downarrow}|\operatorname{Im} \xi|}|\xi|^{k} \tag{2.5}
\end{equation*}
$$

By taking logs one gets if $\zeta \in \mathscr{A}$ and $C(\zeta)=0$ that there exists a constant $M_{\nu}>0$ such that

$$
|\zeta|^{1 /(d+1 / \nu)} \leqq M_{\nu}(1+|\operatorname{Im} \zeta|+k \log |\zeta|)
$$

Since $\log |\zeta| /|\zeta|^{s} \rightarrow 0$ as $|\zeta| \rightarrow \infty$ for any $s>0$, the term $k \log |\zeta|$ can be absorbed on the left and a change of constant from this and from the change in variable gives

$$
\begin{equation*}
|\zeta|^{1 /(d+1 / \nu)} \leqq M_{\nu}^{\prime}(1+|\operatorname{Im} \zeta|) . \tag{2.6}
\end{equation*}
$$

Lemma 2.1 The following conditions are equivalent:
(1) $\zeta \in \mathscr{A}, C(\zeta)=0$ and $|\zeta| \rightarrow+\infty$ implies $|\operatorname{Im} \zeta| \rightarrow+\infty$.
(2) There exist constants $M, \gamma$ both positive such that the set

$$
D=\left\{\zeta \in \boldsymbol{C}^{n}:|\operatorname{Re} \zeta|^{1 / \gamma}>M(1+|\operatorname{Im} \zeta|)\right\}
$$

is contained in $\mathscr{A}$ and $C(\zeta) \neq 0$ for all $\zeta \in D$. Furthermore, the set of all $\gamma$ such that $|\operatorname{Re} \zeta|^{1 / r} \geqq M(1+|\operatorname{Im} \zeta|)$ for $\zeta$ in $\mathscr{A}$ and $C(\zeta) \neq 0$ is a closed half line $\left[\gamma_{0},+\infty\right)$ with $\gamma_{0}$ rational and $\geqq 1$.

Lemma 2.1 is used to complete the proof of (2) implies (3). Since (2.6) implies for $\zeta \in \mathscr{A}$ and $C(\zeta)=0,|\zeta| \rightarrow+\infty$ implies $|\operatorname{Im} \zeta| \rightarrow+\infty$, one can use Lemma 2.1 to take the limit in (2.6) to obtain

$$
|\zeta|^{1 / d} \leqq M(1+|\operatorname{Im} \zeta|)
$$

for some $M>0$. This completes the proof.

We conclude this section with the proof of Lemma 2.1 which relies on the elimination theorem due to Seidenberg.

Proof of Lemma 2.1. One obviously sees that (2) implies (1). So we prove (1) implies (2). First note that there exist constants $C_{1}>0$ and $\gamma_{1}>0$ both positive such that $\mathscr{A}$ contains all $\zeta \in C^{n}$ such that

$$
\begin{equation*}
|\operatorname{Re} \zeta|^{1 / \tau_{1}} \leqq C_{1}(1+|\operatorname{Im} \zeta|) \tag{2.7}
\end{equation*}
$$

Indeed, let $\gamma_{1}$ and $C_{1}$ be as in Theorem (H). Let $\tau$ be real, then

$$
|\operatorname{Re}(\zeta, \tau)|^{1 / \gamma_{1}} \geqq|\operatorname{Re} \zeta|^{1 / \gamma_{1}} \geqq M(1+|\operatorname{Im} \zeta|)=M_{1}(1+|\operatorname{Im}(\zeta, \tau)|)
$$

This implies that $P(\zeta, \tau) \neq 0$. Thus $P(\zeta, \tau)=0$ has no real roots if (2.7) holds. Hence the number of roots of $P(\zeta, \tau)=0$ with positive imaginary parts in constant in each component of the set defined by 2.7 .

Now let $A$ be the set of point in a Euclidean space whose entries are respectively: $\operatorname{Re} \zeta, \operatorname{Im} \zeta, r, t, \operatorname{Re} \tau_{1}(\zeta), \cdots, \operatorname{Re} \tau_{\mu}(\zeta), \operatorname{Im} \tau_{1}(\zeta), \cdots$, $\operatorname{Im} \tau_{\mu}(\zeta)$, the real and imaginary parts of the coefficients of $k_{5}(\tau)$, $Q_{1}(\zeta, \tau), \cdots, Q_{\mu}(\zeta, \tau)$. The set of points $A$ satisfies the following set of polynomial equations and inequalities:

$$
\begin{gathered}
t>0,|\operatorname{Im} \zeta|^{2} \leqq \frac{1}{t^{2}}, r>0,|\operatorname{Re} \zeta|^{2}=\frac{1}{r^{2}} \\
P(\zeta, \tau)=\prod_{j=1}^{m}\left(\tau-\tau_{j}(\zeta)\right), \quad k_{\zeta}(\tau)=\prod_{i=1}^{\mu}\left(\tau-\tau_{i}(\zeta)\right) \\
\operatorname{Im} \tau_{1}(\zeta)>0, \cdots, \operatorname{Im} \tau_{\mu}(\zeta)>0, \operatorname{Im} \tau_{\mu+1}(\zeta)<0, \cdots, \operatorname{Im} \tau_{m}(\zeta) \\
C(\zeta)=0 .
\end{gathered}
$$

The set $A$ is thus a semi-algebraic set (see Treves [12]). To $A$ we apply the projection $p: x \in A \rightarrow(\operatorname{Re} \zeta, r, t, \operatorname{Im} \zeta)$. We obtain a set $B$ which is semi-algebraic (Seidenberg-Tarski theorem). In fact, the set $B$ satisfies the equations and inequalities

$$
|\operatorname{Re} \zeta|^{2}=\frac{1}{r^{2}}, \quad|\operatorname{Im} \zeta|^{2} \leqq \frac{1}{t^{2}}, t>0, r>0
$$

Assuming (1) in Lemma 2.1, there is a number $r_{0}>0$ such that on the sphere $|\operatorname{Re} \zeta|=1 / r, 0<r<r_{0}$, the function $|\operatorname{Im} \zeta|$ is positive. We set

$$
t(r)=\sup _{r|\operatorname{Re} \zeta|=1}|\operatorname{Im} \zeta|^{-1}, 0<r<r_{0}
$$

We apply to the set $B$ the projection

$$
(\operatorname{Re} \zeta, r, t, \operatorname{Im} \zeta) \longrightarrow(r, t)
$$

Again using the Seidenberg-Tarski theorem, its image, $C$, is semialgebraic. Now since $|\operatorname{Im} \zeta|^{-1}$ reaches its maximum on $r|\operatorname{Re} \zeta|=1$ for $0<r<r_{0}$, the point ( $r, t(r)$ ) belongs to $C$. In fact, for $0<r_{1}<r_{0}$, $t\left(r_{1}\right)$ is the maximum of $t$ on the intersection of $C$ with the "vertical" line $r=r_{1}$ in the $(r, t)$-plane. This shows that when $r$ varies in an open interval $\left(0, r_{0}\right)$ the point $(r, t(r))$ varies on the boundary of $C$. Observe also that $t(r)$ is a continuous function of $r$ in $\left(0, r_{0}\right)$. Now $C$ being semi-algebraic, is a finite union of sets $C_{j}, j=1, \cdots, k$, each one of these being defined by a finite set $E_{j}$ of polynomial equations and polynomial inequalities. Now for at least one $C_{j}$ containing $(r, t(r))$, the set of equations $E_{j}$ must be nonempty. Otherwise ( $r, t(r)$ ) couldn't lie on the boundary of $C$, but would lie in its interior. So, there is a finite number of polynomials $Q_{1}, \cdots, Q_{s}$ in two variables with real coefficients, such that for every $r$ in $\left(0, r_{0}\right)$ there is a least one index $i, 1 \leqq i \leqq s$, such that

$$
Q_{i}(r, t(r))=0 \quad \text { for } \quad 0<r<r_{0} .
$$

But the algebraic varieties of zeros $L_{1}, \cdots, L_{s}$ in $R^{2}$ of $Q_{1}, \cdots, Q_{s}$, respectively, can intersect only in a finite number of points (if one does not lie entirely upon the other, in which case we exclude). Since $r \rightarrow(r, t(r))$ is continuous there must be some $r_{0}^{\prime}$ such that $0<r_{0}^{\prime}<r_{0}$ and an index $i_{0}, 1 \leqq i_{0} \leqq s$, such that for $r \leqq r_{0}^{\prime}$ the points $(r, t(r))$ always lie on $L_{i_{0}}$,

$$
\text { i.e. } \quad Q_{i_{0}}(r, t(r))=0 \text { when } 0<r \leqq r_{0}^{\prime} \text {. }
$$

It follows that $t(r)$ has a converging Puiseux expansion in some neighborhood of theorig in in the complex $r$-plane (See Hörmander [8]):

$$
t(r)=a_{0}\left(r^{1 / q}\right)^{k_{0}}+a_{1}\left(r^{1 / q}\right)^{k_{1}}+\cdots
$$

where $q$ is an integer $>0, k_{j}>k_{j-1}$ (a priori $>0, r<0$ ). Since it may assumed $a_{0} \neq 0$ and one can choose the branch of $r^{1 / q}$ which is positive when $r>0$, then one can assume $a_{0}$ is real and positive. Now by hypothesis $r \rightarrow 0$ implies $t(r) \rightarrow 0$. This is possible only if $k_{0}>0$. Then near $r=0$

$$
t(r)=a_{0} r^{k_{0}^{\prime} q}\left(1+0\left(r^{1 / q}\right)\right)
$$

This implies

$$
\frac{t(r)}{a_{0} r^{k_{0}^{\prime} q}} \longrightarrow 1 \quad \text { as } \quad r \longrightarrow 0
$$

Hence

$$
\frac{t(r)}{a_{0} r^{k_{0} / q}}-1<\varepsilon \text { for } \varepsilon \text { small and } r \text { small }
$$

Hence $t(r)<(1+\varepsilon) \alpha_{0} r^{k_{0} / q}$ which implies that

$$
t(r) \leqq C r_{0}^{k_{0} / q} \quad \text { for } r \text { small }
$$

Taking $r=|\operatorname{Re} \zeta|^{-1}$ with $\zeta \in \mathscr{A}$ and $C(\zeta)=0$ we get

$$
|\operatorname{Re} \zeta| \leqq C|\operatorname{Im} \zeta|^{q^{\prime / k_{0}}}
$$

when $|\operatorname{Re} \zeta|$ is large. Hence for every $\zeta \in \mathscr{A}$ and $C(\zeta)=0$ we obtain

$$
|\operatorname{Re} \zeta| \leqq[M(1+|\operatorname{Im} \zeta|)]^{]^{/ / k_{0}}}
$$

where $M$ is a suitable constant. Letting $\gamma=\max \left(r_{1}, q / k_{0}\right)$, the assertion of the lemma is proved.
3. In this section that condition 3 in Theorem 1.1 implies 4 is shown.

Now in view of Theorem $(\mathrm{H})$, there exists a constant $M>0$ such that if $|\zeta|>M$ then $P(\zeta, \tau) \neq 0$. Hence one may define

$$
\begin{equation*}
G_{0}(\zeta, t)=(2 \pi)^{-1} \int_{-\infty}^{\infty} \frac{e^{i t \tau}}{P(\zeta, \tau)} d \tau,|\zeta|>M, t>0 \tag{3.1}
\end{equation*}
$$

We see immediately that $G_{0}(\zeta, t)$ satisfies

$$
P\left(\zeta, D_{t}\right) G_{0}(\zeta, t)=\delta
$$

That is, $G_{0}(\zeta, t)$ is a fundamental solution for the differential operator $P\left(\zeta, D_{t}\right)$ when $|\zeta|>M$. We modify $G_{0}(\zeta, t)$ to get a fundamental solution $G(\zeta, t)$ of $P\left(\zeta, D_{t}\right)$ which satisfies

$$
\begin{aligned}
& P\left(\zeta, D_{t}\right) G(\zeta, t)=\delta \\
& Q_{\nu}\left(\zeta, D_{t}\right) G(\zeta, 0)=0 \quad 1 \leqq \nu \leqq \mu
\end{aligned}
$$

If one chooses the constant $M>0$ such that $P(\zeta, \tau) \neq 0$ and $C(\zeta) \neq 0$ when $|\zeta|>M$ (which can be done by hypothesis), then using Theorem 1.2 of Hörmander [8] P. 232, $G(\zeta, t)$ is given by

$$
\begin{equation*}
G(\zeta, t)=G_{0}(\zeta, t)-\sum_{\nu=1}^{\mu}\left[Q_{\nu}\left(\zeta, D_{t}\right) G_{0}(\zeta, 0)\right] H_{\nu}(\zeta, t) \tag{3.2}
\end{equation*}
$$

where

$$
H_{\nu}(\zeta, t)=\frac{\begin{array}{c}
R\left(k ; Q_{1}\left(\zeta, \tau_{1}(\zeta)\right), \cdots, Q_{\nu-1}\left(\zeta, \tau_{\nu-1}(\zeta)\right)\right), e^{i t_{\nu}(\zeta) t}, \\
\left.\left.Q_{\nu+1}\left(\zeta, \tau_{\nu+1}(\zeta)\right), \cdots, Q_{\mu}\left(\zeta, \tau_{\mu}(\zeta)\right)\right)\right)
\end{array}}{C(\zeta)}
$$

and the numerator is the determinant of the $\mu \times \mu$ matrix obtained
from $\left(Q_{k}\left(\zeta, \tau_{j}(\zeta)\right)\right), k, j=1, \cdots, \mu$ by replacing the $\nu^{\text {th }}$ row by

$$
e^{i \tau_{1}(\zeta) t}, \cdots, e^{i \tau_{\mu}(\xi) t}
$$

We have the following lemma (see Hörmander [8] p. 233).

Lemma 3.1. If the zeros of $P(\zeta, \tau)$ satisfy the inequalities $|\tau(\zeta)| \leqq C_{0},|\operatorname{Im} \tau(\zeta)| \geqq 1+C_{1}, C_{1}>0$ then we have

$$
\left|D_{t}^{\beta} G_{0}(\zeta, t)\right| \leqq 2^{m+\beta} C_{0}^{\beta} e^{\sigma_{1} t}
$$

for all $t \geqq 0$ and $\beta \geqq 0$.
Lemma 3.2. Suppose that the set

$$
D=\left\{\zeta:|\operatorname{Re} \zeta|^{1^{\prime d}} \geqq M(1+|\operatorname{Im} \zeta|)\right\}
$$

is contained in $\mathscr{A}$ and $C(\zeta) \neq 0$ in $D$, then there are constants $M_{1}>0$ and $C_{1}>0$ such that

$$
\frac{1}{|C(\zeta)|} \leqq M_{1}|\zeta|^{c_{1}}, \quad \zeta \in D
$$

Proof. Let $E$ be the set of points $e$ in a real Euclidean space whose entries are: $\operatorname{Re} \zeta_{1}, \cdots, \operatorname{Re} \zeta_{n}, \operatorname{Im} \zeta_{1}, \cdots, \operatorname{Im} \zeta_{n}, r, t, \operatorname{Re} \tau_{1}, \cdots$, $\operatorname{Re} \tau_{m}, \operatorname{Im} \tau_{1}, \cdots, \operatorname{Im} \tau_{m}$, satisfying the following set of equations and inequalities:

$$
\begin{gathered}
P(\zeta, \tau)=\prod_{j=1}^{m}\left(\tau-\tau_{j}(\zeta)\right), \quad k_{\zeta}(\tau)=\prod_{j=1}^{\mu}\left(\tau-\tau_{j}(\zeta)\right) \\
t>0, r>0,\left||\operatorname{Re} \zeta|^{2}=\frac{1}{r^{2}}, \frac{1}{|C(\zeta)|} \leqq t\right. \\
|\operatorname{Re} \zeta|^{2} \geqq M^{2}(1+|\operatorname{Im} \zeta|)^{2 d} \\
\operatorname{Im} \tau_{1}>0, \cdots, \operatorname{Im} \tau_{\mu}>0 ; \operatorname{Im} \tau_{\mu_{+1}}<0, \cdots, \operatorname{Im} \tau_{m}<0 . \\
C(\zeta)=R\left(k_{\zeta} ; Q_{1}(\zeta, \tau(\zeta)), \cdots, Q_{\mu}(\zeta, \tau(\zeta))\right) .
\end{gathered}
$$

Since one can assume $d$ is rational, $E$ is a semi-algebraic set. (Treves [12]). Since $C(\zeta) \neq 0$ when $\zeta \in D$, there exists an $r_{0}>0$ such that on the sphere $|\operatorname{Re} \zeta|=1 / r$, where $0<r<r_{0}$, the function $1 /|C(\zeta)|$ is strictly positive. Let

$$
t(r)=\sup _{|r \mathrm{Re} \zeta|=1} 1 /|C(\zeta)|
$$

Now suppose $1 /|C(\zeta)|$ is bounded in $D$. There is nothing to prove in this case. So suppose it is unbounded in $D$, then $t(r) \rightarrow+\infty$ as $r \rightarrow 0$.

Applying the projection $E \rightarrow \boldsymbol{R}^{2}$ given by $x \in E \rightarrow(t, r)$, we get
a semi-algebraic set (Seidenberg-Tarski theorem). Since $r \rightarrow 0$ implies $t(r) \rightarrow \infty$ we proceed as in Lemma 2.1 to show that there exists a rational number $\varepsilon<0$ and a constant $b_{0}>0$ such that

$$
t(r)=b_{0} r^{\varepsilon}\left(1+0\left(r^{1 / q}\right)\right)
$$

where $q$ is a positive integer. This implies that there exist constants $M_{1}>0$ and $C_{1}>0$ such that

$$
\frac{1}{|C(\zeta)|}<M_{1}|\zeta|^{c_{1}} \quad \text { when } \quad \zeta \in D .
$$

Lemma 3.3. There are constants $C^{\prime}>0$ and $N>0$ such that all the zeros of $P(\zeta, \tau)$ satisfy

$$
|\tau(\zeta)| \leqq C^{\prime}\left(|\zeta|^{N}+1\right)
$$

Proof. $P(\zeta, \tau)=\tau^{m}+\alpha_{\mu_{-1}} \tau^{m-1}+\cdots+\alpha_{0}$, hence the coefficients $\alpha_{j}$ are polynomials in $\tau$ and the zeros satisfy

$$
|\tau(\zeta)| \leqq 1+\sum_{j=0}^{m-1} \alpha_{j}(\zeta) .
$$

Lemma 3.4. There are constants $M_{2}, C_{2}, \gamma_{2}$, all positive, such that the functions

$$
D_{t}^{\beta} G(\zeta, t) \text { and } D_{t}^{s} H_{\nu}(\zeta, t) \text { of } \zeta \text { are analytic }
$$

in the set $D$ and satisfy

$$
\begin{align*}
& \left|D_{t}^{\beta} G(\zeta, t)\right| \leqq\left. M_{2}|\zeta|\right|^{2} e^{-C_{2} t|\zeta|^{1 / d}}  \tag{3.4}\\
& \left|D_{t}^{\beta} H_{\nu}(\zeta, t)\right| \leqq M_{2}|\zeta|^{\gamma} e^{-\left.C_{2} t \zeta \zeta\right|^{1 / d}} \tag{3.5}
\end{align*}
$$

for $t \geqq 0,0 \leqq \beta \leqq \sigma-1, \zeta \in D$.
Proof. 1. Since $P$ is $d$-hypoelliptic

$$
|\operatorname{Re}(\zeta, \tau)| \geqq M^{d}(1+|\operatorname{Im}(\zeta, \tau)|)^{d} \geqq C\left(1+|\operatorname{Im}(\zeta, \tau)|^{d}\right)
$$

implies $P(\zeta, \tau) \neq 0$. If $\tau$ is a complex zero of $P(\zeta, \tau)=0$ then

$$
\begin{aligned}
|\operatorname{Re} \zeta| & \leqq|\operatorname{Re}(\zeta, \tau)| \leqq C\left(1+|\operatorname{Im}(\zeta, \tau)|^{d}\right) \\
& \leqq C_{3}\left(1+|\operatorname{Im} \zeta|^{d}+|\operatorname{Im} \tau|^{d}\right)
\end{aligned}
$$

Hence

$$
C_{3}|\operatorname{Im} \tau|^{d} \geqq|\operatorname{Re} \zeta|-C_{3}\left(1+|\operatorname{Im} \zeta|^{d}\right),
$$

so since one can assume that for all $\zeta \in D$

$$
|\operatorname{Re} \zeta| \geqq 2 C_{3}\left(1+|\operatorname{Im} \zeta|^{d}\right)
$$

for $\zeta \in D$ and $P(\zeta, \tau)=0$ we have

$$
|\operatorname{Im} \tau| \geqq C_{3}|\operatorname{Re} \zeta|^{1 / d} .
$$

Since $d \geqq 1$ this implies

$$
\begin{equation*}
|\operatorname{Im} \zeta| \geqq C_{3}|\zeta|^{1 / d} . \tag{3.6}
\end{equation*}
$$

2. Let $F_{1}, \cdots, F_{\mu}$ be analytic functions of a complex variable $\tau$ and define

$$
R\left(P ; F_{1}, \cdots, F_{\mu}\right)=\frac{\operatorname{det} F_{j}\left(\tau_{l}\right)}{\prod_{j<l}\left(\tau_{l}-\tau_{j}\right)},
$$

where $\tau_{1}, \cdots, \tau_{\mu}$ are the roots of $P(\tau, \zeta)$ with positive imaginary parts. It can be shown (Barros-Neto [4], [5], Hörmander [8]), that

$$
\begin{equation*}
\left|R\left(P ; F_{1}, \cdots, F_{\mu}\right)\right| \leqq \prod_{j=1}^{\mu}\left(\sum_{k=0}^{\mu-1} \sup _{x \in K} \frac{F_{j}^{(k)}(x)}{k!}\right) \tag{3.7}
\end{equation*}
$$

where $K$ denotes the convex hull of the zeros $\tau_{1}, \cdots, \tau_{\mu}$.
It follows from (3.3) that

$$
D_{t}^{\beta} H_{\nu}(\zeta, t)=\frac{R\left(k_{\zeta} ; Q_{1}(\zeta, \tau(\zeta)), \cdots,(i \tau(\zeta))^{j} e^{i t \tau(\zeta)}, \cdots, Q_{\mu}(\zeta, \tau(\zeta))\right.}{C(\zeta)}
$$

It follows from 3.7 that:
The numerator is not greater than the sum over $1 \leqq \sigma_{1}<\cdots<$ $\sigma_{\mu} \leqq \mu$ of a product of factors of the form

$$
\frac{d^{k}}{d \tau^{k}}\left((i \tau(\zeta))^{\beta} e^{i t-(\zeta)}\right) \quad 0 \leqq k \leqq \mu-1
$$

and

$$
Q_{\sigma_{j}}^{(r)}(\zeta, \tau(\zeta)), \quad 0 \leqq r \leqq \mu-1
$$

By using Leibnitz's formula, Lemmas 3.3 and 3.6, the first is bounded in absolute value by

$$
C|\zeta|^{C_{1}} e^{-t C_{2}}|\zeta|^{1 / d}
$$

where $C$ and $C_{1}$ and constants depending on $\sigma$.
By using Lemma 3.3 the second is easily bounded by a power of $|\zeta|$. Finally using Lemma 3.2 one gets 3.5 .

Inequality 3.4 is proved similarly, the only difference is the use of Lemma 3.1 to take care of the term $G_{0}(\zeta, t)$.

Let $\psi(\xi)$ be in $C_{0}^{\infty}\left(R^{n}\right)$ such that $\psi(\xi)=1$ when $|\xi|<M$ and zero
when $|\xi| \geqq M+1$. In view of Lemma 3.4 the functions

$$
(1-\psi(\xi)) G(\xi, t)
$$

and

$$
(1-\psi(\xi)) H_{\nu}(\xi, t)
$$

define tempered distributions. Hence we define

$$
\begin{align*}
& K_{0}(x, t)=\mathscr{F}_{\xi}^{-1}(1-\psi(\xi)) G(\xi, t)  \tag{3.8}\\
& K_{\nu}(x, t)=\mathscr{F}_{\xi}^{-1}(1-\psi(\xi)) H_{\nu}(\xi, t), \tag{3.9}
\end{align*}
$$

where $\mathscr{F}_{\xi}^{-1}$ denotes the inverse Fourier transformation wit hrespect to the $\xi$-variable only. It is a simple matter to verify that $K_{0}(x, t)$, $K_{\nu}(x, t)$ satisfy 1.3 and 1.4 in the sense of distributions.

To show $K_{\nu}(x, t) \in \Gamma^{d}\left(\overline{\boldsymbol{R}}_{+}^{n+1}-\{0\}\right)$, one needs the following lemmas.
Lemma 3.5. Let $D=\left\{\zeta \in \boldsymbol{C}^{n}:|\operatorname{Re} \zeta|^{1 / d} \geqq M(1+|\operatorname{Im} \zeta|)\right\}$. For all $\xi \in \boldsymbol{R}^{n}$ such that $|\xi|^{1 / d}>M+1$, there is a constant $C>0$ such that the sphere

$$
S=\left\{\zeta \in C^{n}:|\zeta-\xi|<\rho\right\}
$$

with $\rho=C|\xi|^{1 / d}$ is contained in $D$. Furthermore, there is a constant $C_{1}>0$ such that, for all $\zeta \in S$, we have $|\zeta| \leqq C_{1}|\xi|$.

Proof. For $\xi \in \boldsymbol{R}^{n}$ such that $|\xi|^{1 / d}>M+1$ let $d(\xi)$ be the distance between $\xi$ and $\partial D$, the boundary of $D$. Clearly, there is a constant $C_{0}>0$ such that $C_{0} \leqq d(\xi)<+\infty$ for all such $\xi$. Let $\zeta_{0}$ be in $\partial D$ such that $d(\xi)=\left|\xi-\zeta_{0}\right|$. Now

$$
\begin{aligned}
|\xi|^{1 / d} & \leqq\left|\zeta_{0}\right|^{1 / d}+\left|\xi-\zeta_{0}\right|^{1 / d} \\
& \leqq M\left(1+\left|\operatorname{Im} \zeta_{0}\right|\right)+\left|\xi-\zeta_{0}\right|^{1 / d} \\
& \leqq M(1+d(\xi))+(1+d(\xi)) \\
& \leqq C_{0}\left(1+\frac{1}{d(\xi)}\right) d(\xi) \leqq A d(\xi) .
\end{aligned}
$$

It suffices to take $C=A^{-1}$ to see $S \subset D$.
Next if $\zeta \in S$ we have:

$$
|\zeta| \leqq|\xi|+C|\xi|^{1 / d}=|\xi|\left(1+\frac{C|\xi|^{1 / d}}{|\xi|}\right) \leqq C_{1}|\xi|
$$

since $|\xi|$ is bounded below for all $\xi \in R^{n}$ such that $|\xi|^{1 / d} \geqq M+1$.
Lemma 3.7. Let $K(\zeta)$ be a such analytic in the set $D$ and satisfy

$$
\begin{equation*}
\left.|K(\zeta) \leqq A| \zeta\right|^{r} \tag{3.10}
\end{equation*}
$$

then there is a constant $B>0$ depending on $M$ and $d$ but independent of $A$ and $\gamma$ such that

$$
\begin{equation*}
\left|D_{\xi}^{q}\left(\xi^{\alpha} K(\xi)\right)\right| \leqq A B^{|\alpha|+|q|+\gamma}|q|!|\xi|^{\gamma+|\alpha|-|q| / d} \tag{3.11}
\end{equation*}
$$

for all $\alpha, q$, and real $\xi$ such that $|\xi| \geqq M+1$.
Proof. Since $\left|\xi^{\alpha} K(\xi)\right| \leqq A|\xi|^{\gamma+|\alpha|}$ it suffices to prove 3.10 when $\alpha=0$; for the general result follows when one applies this special case to $\zeta^{\alpha} K(\zeta)$.

It follows from Lemma 3.6 that there is a constant $C>0$ such that the sphere

$$
S=\{|\zeta-\xi| \leqq \rho\}, \quad \rho=C|\xi|^{1 / d}
$$

is contained in $D$ if $|\xi|>M+1$, and a constant $C_{1}>0$ such that for all $\zeta$ in $S,|\zeta|<C_{1}|\xi|$. Hence it follows from 3.11 that in $S$.

$$
|K(\zeta)| \leqq A C_{1}^{\gamma}|\xi|^{r}
$$

But then it follows from Cauchy's inequality for derivative of an analytic function in a sphere that

$$
\left|D_{\xi}^{q} K(\xi)\right| \leqq A C_{1}^{r}|\xi|^{r}|q|!\left(C|\xi|^{1 / d}\right)^{-|q|}
$$

Theorem 3.1. The kernels $K_{\nu}(x, t)(1 \leqq \nu \leqq \mu)$ belong to $\Gamma^{d}\left(\overline{\boldsymbol{R}}_{+}^{n+1}-\right.$ $\{0\}$ ).

Proof. One must show to every compact set $K \subset \overline{\boldsymbol{R}}_{+}^{n+1}-\{0\}$, there exists a constant $C\left(K, K_{\nu}\right)>0$ such that for every $p=\left(p_{1}, \cdots, p_{n}\right)$, $\beta=0,1,2$,

$$
\sup _{(x, t) \in K}\left|D_{x}^{p} D_{t}^{\beta} K_{\nu}(x, t)\right| \leqq C^{|p|+\beta+1}(|p|+\beta)!^{d}
$$

Let $q=\left(q_{1}, \cdots, q_{n}\right)$ be an $n$-tuple of nonnegative integers consider the integral:

$$
x^{q} D_{x}^{p} D_{t}^{\beta} K_{\nu}(x, t)=(2 \pi)^{-n} \int_{\boldsymbol{R}^{n}} e^{i\langle x, \xi\rangle} D_{\xi}^{d}\left[(1-\psi(\xi)) \xi^{p} D_{t}^{\beta} H_{\nu}(\xi, t)\right] d \xi
$$

This splits into the sum of the following integrals:

$$
\begin{gathered}
T_{0}=(2 \pi)^{-n} \int_{R^{n}} e^{i\langle x, \xi\rangle}[1-\psi(\xi)] D_{\xi}^{q}\left(\xi^{q} D_{t}^{\beta} H_{\nu}(\xi, t)\right) d \xi \\
T_{r, s}=(2 \pi)^{-n} \int_{R^{n}} e^{i\langle x, \xi\rangle} D^{r}(1-\psi(\xi)) D_{\xi}^{s}\left(\xi^{q} D_{t}^{\beta} H_{\nu}(\xi, t)\right) d \xi,
\end{gathered}
$$

where $r+s=q$ and $r>0$.

1. Estimate of $T_{0}$. In view of 3.5 and 3.11 there is a constant $C>0$ such that

$$
\left|D_{\xi}^{q}\left(\xi^{p} D_{t}^{\beta} H_{\nu}(\xi, t)\right)\right| \leqq|q|!C^{|p|+|q|+r_{2}}|\xi|^{r_{2}+|p|-|q| \mid d},
$$

hence

$$
\begin{equation*}
\left|T_{0}\right| \leqq(2 \pi)^{-n}|q|!C^{|p|+|q|+\gamma_{2}} \int_{R^{n}}|\xi|^{\gamma_{2}+|p|-|q| / d} d \xi . \tag{3.12}
\end{equation*}
$$

The last integral is absolutely convergent when

$$
\begin{equation*}
|q|>d\left(\gamma_{2}+|p|+n\right) \tag{3.13}
\end{equation*}
$$

Assuming $\gamma_{2}$ is an integer, as one may, and choosing $|q|^{*}$ such that

$$
\begin{equation*}
d\left(\gamma_{2}+|p|+n\right)<|q| \leqq d\left(\gamma_{2}+|p|+n\right)+1 \tag{3.14}
\end{equation*}
$$

one can use Euler's gamma function,

$$
\Gamma(x)=\int_{0}^{\infty} t^{x-1} e^{-t} d t
$$

to estimate $|q|$ ! Accordingly, to every $d \geqq 1$ and $x$ an integer and $a$ a constant, it is easy to prove that there is a constant $C>0$ such that

$$
\Gamma(d x+a+1) \leqq c^{|x|+1}(x!)^{d}
$$

with $C$ independent of $x$.
Using this fact and condition 3.14 on $|q|$ one obtains

$$
|q|!\leqq C_{1}^{\gamma_{2}+|p|+n+1}\left[\left(\gamma_{2}+|p|+n\right)!\right]^{d} .
$$

Since $(a+b)!\leqq 2^{a+b} a!b!$,

$$
\begin{equation*}
\left(\gamma_{2}+|p|+n\right)!\leqq C_{2}^{\beta+|p|+1}\left(\gamma_{2} \beta\right)!|p|! \tag{3.15}
\end{equation*}
$$

Using this one obtains a constant $C_{4}>0$ such that

$$
\begin{equation*}
|q|!\leqq C_{4}^{|p|+1}|p|!^{d} \tag{3.16}
\end{equation*}
$$

From 3.12 and 3.16 one gets the following estimate on $T_{0}$

$$
\begin{equation*}
\left|T_{0}\right| \leqq C_{5}^{|p|+1}(|p|)!^{d} \tag{3.17}
\end{equation*}
$$

2. Estimate of $T_{r, s^{*}}$ Using 3.11,

$$
\left|D_{\xi}^{s} \xi^{q} D_{t}^{\beta} H_{\nu}(\xi, t)\right| \leqq C^{|p|+s+\gamma_{2}} s!|\xi|^{\gamma_{2}+\left|p_{i}-|s|\right| d} .
$$

Since the support of $D^{r}(1-\psi(\xi))$, which is denoted by $H$, is contained in the set

$$
\{\xi: M \leqq|\xi| \leqq M+1\}
$$

one may let

$$
R=\sup _{\hat{\xi} \in I I}|\xi|
$$

Then

$$
\left|T_{r, s}\right| \leqq C_{⿺}^{1}{ }^{p+S+\gamma_{2}} R^{\gamma_{2}-i|p|-S \mid d} s!.
$$

Since $|s|<|q|$, and choosing $|q|$ as in 3.14, there is a constant $C_{6}>0$ such that

$$
\begin{equation*}
\left|T_{r, s}\right| \leqq C_{6}^{p \mid+1}(|p|)^{d} . \tag{3.18}
\end{equation*}
$$

The estimates 3.17 and 3.18 show that to every compact set $K \subset \overline{\boldsymbol{R}}^{n+1}$ there exists a constant $C\left(K, K_{\nu}\right)>0$ such that for every $n$-tuple $p=\left(p_{1}, \cdots, p_{n}\right), \beta=0,1, \cdots \sigma-1$ there exists $q=\left(q_{1}, \cdots, q_{n}\right)$ such that $|q| \leqq|p| \alpha+\beta$ where $\alpha$ and $\beta$ are independent of $p$ such that

$$
\sup _{(x, t) \in K}\left|x^{q} D_{x}^{p} D_{t}^{\beta} K_{\cdot}(x, t)\right| \leqq C^{|p|+1}(|p|)^{d} .
$$

That $K_{\nu}(x, t)$ belongs to $\Gamma\left(\overline{\boldsymbol{R}}_{+}^{n+1}-\{0\}\right)$ is a consequence of the following lemma.

Lemma 3.8. Let $K$ be a compact subset of $\bar{R}_{+}^{n+1} \backslash\{0\}$ and $K_{\nu}(x, t)$ a solution of $P\left(D, D_{t}\right) K_{2}(x, t)=0$ such that

$$
\sup _{(x, t) \in K}\left|D^{p} D^{\beta} K_{\cdot}(x, t)\right| \leqq C^{\mid p++1}(\mid p!!)^{d} \text { for all } p,
$$

and $0 \leqq \beta \leqq \sigma-1$, then $K_{\nu}(x, t)$ belongs to $\Gamma^{d}\left(\bar{R}_{+}^{n+1} \backslash\{0)\right.$.
Proof. Since one can write $P\left(D, D_{t}\right)=D_{t}^{\tau}+\sum_{j=1}^{q-1} P_{j}(D) D_{t}^{j}$ and $P\left(D, D_{t}\right) K_{\nu}(x, t)=0$ one gets

$$
\begin{equation*}
D_{t}^{\tau} K_{2}(x, t)=-\sum_{j=1}^{o-1} P_{j}(D) D_{t}^{\jmath} K_{2}(x, t), \text { where } P_{\jmath}(D) \tag{3.20}
\end{equation*}
$$

are polynomials in $D$ of degree $\sigma-j$. We shall prove that there exists positive constants $C, M$ such that for any compact subset

$$
\begin{equation*}
\sup _{(x, t) \in K}\left|D_{t}^{\beta} D^{p} K_{\nu}(x, t)\right| \leqq C^{|\beta|+|p|+1} M^{\beta}(|p|+\beta)!^{d}, \tag{3.21}
\end{equation*}
$$

for all $\beta$ and $p$, where $C$ and $M$ depend only on $K$ and $\sigma$ but not on $p$ and $\beta$. Note that (3.21) is obviously true for all $0 \leqq \beta \leqq \sigma-1$ in view of (3.19).

Now assume that (3.21) is true for all $\beta<\sigma+m$ where $m>0$. One must show it is true for $\beta=\sigma+m$. Differentiating (3.20) one obtains

$$
D^{p} D_{t}^{g+m} K_{\nu}(x, t)=-\sum_{j \leqq \sigma-j} P_{j}(D) D^{p} D_{t} K_{\nu}(x, t)
$$

Now

$$
P_{j}(D)=\sum_{|\mu| \leqq \sigma-j} a_{j \mu} D^{\mu} .
$$

Thus one must estimate terms of the form

$$
\begin{equation*}
\alpha_{j_{\mu}} D^{\mu+p} D_{t}^{m-\jmath} K_{\nu}(x, t), \quad \text { and then sum them } . \tag{3.22}
\end{equation*}
$$

In view of the induction hypothesis

$$
\begin{aligned}
& \left|a_{j_{\mu}} D^{\mu+p} D_{t}^{m+j} K_{\nu}(x, t)\right| \\
& \quad \leqq\left|a_{j_{\mu}}\right| C^{|\mu|+|p|+m+j+1} M^{m+j}(|\mu|+|p|+m+j)!^{d} .
\end{aligned}
$$

Since $j \leqq \sigma-1$ and $|\mu| \leqq \sigma-j$, the right side of the least inequality can be estimated by

$$
\left|a_{j \mu}\right| C^{\sigma+|p|+m+1} M^{m+\sigma-1}(\sigma+|p|+m)!^{d}
$$

Assuming $M$ is larger than $\sum_{\mu} \sum_{j}\left|a_{j \mu}\right|$ one has

$$
\sup _{(x, t) \in K} \mid D^{p}\left(D_{t}^{\sigma+m} K_{\nu}(x, t) \mid \leqq M C^{\sigma+|p|+m+1} M^{m+\sigma-1}(\sigma+|p|+m)!^{d}\right.
$$

This implies $K_{\nu}(x, t) \in \Gamma^{d} \bar{R}_{+}^{n+1} \backslash\{0\}$.
Note that $K_{0}(x, t) \in \Gamma^{d}\left(\bar{R}_{+}^{n+1} \backslash\{0\}\right)$ follows in a similar manner. One must consider an extra term which is analytic and theorefore doesn't affect the agrument.
4. We now show that (4) implies (1) in Theorem 1.1. To do so one needs the following lemma.

Lemma 4.1. Let $V$ be an open subset of $\boldsymbol{R}_{0}^{n}=\left\{(x, 0): x \in \boldsymbol{R}^{n}\right\}$, and $F$ a continuous function in $\boldsymbol{R}_{0}^{n}$ with compact support such that $F \in \Gamma^{d}(V)$, then $K_{\nu}(x, t)^{* \prime} F(x) \in \Gamma^{d}\left(V \times R_{+}\right)$, where ( $\left.{ }^{*}\right)^{\prime}$ denotes convolution with respect to the $x$-variable.

Proof. Let $\mathscr{C}$ be a compact subset of $V$ and let $\mathscr{C}_{1}$ be a relatively compact open subset such that $\mathscr{C} \subset \mathscr{C}_{1} \subset \overline{\mathscr{C}}_{1} \subset V$. Let $\alpha \in C_{0}^{\infty}(V)$ be such that $\alpha \equiv 1$ in $\overline{\mathscr{C}}_{1}$. Write

$$
\begin{equation*}
K_{\nu}^{*} F=K_{\nu}^{* \prime} \alpha F+K_{\nu}^{* \prime}(1-\alpha) F . \tag{4.1}
\end{equation*}
$$

For every $p=\left(p_{1}, \cdots, p_{n}\right), \beta=0,1,2, \cdots$, it follows by induction that

$$
\begin{align*}
& x_{x}^{p} D_{t}^{\beta}\left(K_{\nu}^{* \prime} \alpha F\right) \\
& \quad=D_{t}^{\beta} K_{\nu}^{* \prime} \alpha D^{p} F+\sum_{j=1}^{m} D_{0} \cdots D_{j-1} D_{t}^{\beta} K_{\nu}^{* \prime}\left(D_{j} \alpha\right)\left(D_{j+1} \cdots D_{m+1} F\right) \tag{4.2}
\end{align*}
$$

where $D_{0}=D_{m+1}=$ identity operator, $D^{p}=D_{0} D_{1} \cdots D_{m+1}$. Let

$$
\begin{aligned}
& T_{0}=D_{t}^{\beta} K_{\nu}^{* \prime} \alpha D^{p} F \\
& T_{j}=\sum_{j=1}^{m} D_{0} \cdots D_{j-1} D_{t}^{\beta} K_{\nu}^{* \prime}\left(D_{j} \alpha\right)\left(D_{j+1} \cdots D_{m+1} F\right) .
\end{aligned}
$$

Estimate of $T_{0}$ in $\mathscr{C}$. The support of $\alpha D^{p} F$ is some compact set $L$. The values of $K^{*} \alpha D^{p} F$ in $\mathscr{C}_{1}$ depend only on the values of $K_{\nu}$ on the bounded set $\mathscr{C}_{1}-L$, regarded as a distribution in $x$ depending smoothly on $t$. Hence $K_{\nu}$ equals a distribution of finite order, in $x$, in a neighborhood of $\mathscr{C}_{1}-L$. Then

$$
K_{\nu}=\sum_{|q| \leqq l} D^{q} F_{q}(x, t),
$$

where $F_{q}$ are continuous functions with compact support in a neighborhood of $\mathscr{C}_{1}-L \subset \boldsymbol{R}_{0}^{n}$, and belonging to $\Gamma^{d}\left(\overline{\boldsymbol{R}}_{+}\right)$in $t$. Then one can write:

$$
T_{0}=\sum_{|q|<l} \int_{V} D_{t}^{\beta} F_{q}(x-y, t) D^{q}\left(\alpha(y) D^{p} F(y)\right) d y
$$

Hence, after applying Leibnitz's formula,

$$
\sup _{\substack{x \in \in \\ 0 \leq \leq \subseteq O}}\left|D_{t}^{\beta} K_{\nu}^{* \prime} \alpha D^{p+q} F\right| \leqq C_{1}^{\beta+1}(\beta!)^{d} \sup _{y \in \mathscr{B}}\left|\alpha D^{p+q} F(y)\right|
$$

$\delta$ is a small number $>0$.
Since $F \in \Gamma^{d}(V)$ one gets

$$
\begin{align*}
\sup _{\substack{x \in \epsilon \in \\
0 \leq t \leq \delta}}\left|D_{t}^{\beta} K_{\nu}^{* \prime} \alpha D^{p+q} F\right| & \leqq C_{1}^{\beta+1}(\beta!)^{d} C_{2}^{|p|+|q|+1}(|p|+|q|)!^{d}  \tag{4.3}\\
& \leqq C^{\beta+|p|+1}(|p|+\beta)!^{d} .
\end{align*}
$$

Estimate of $T_{j}$ in $\mathscr{C}$. Since $\alpha \equiv 1$ in $\overline{\mathscr{C}}_{1}, D_{j} \alpha=0$ in $\overline{\mathscr{C}}_{1}$, hence the support of $\left(D_{j} \alpha\right)\left(D_{j+1} \cdots D_{m+1} F\right)$ is contained in
$\operatorname{Supp} \alpha \cap \overline{\mathscr{C}}_{1}^{C}$,
where $\overline{\mathscr{C}}_{1}^{c}$ denotes the complement of $\overline{\mathscr{C}}_{1}$ in $\boldsymbol{R}_{0}^{n}$. On the other hand, the values of $\left(D_{0} \cdots D_{j}\right) D_{t}^{\beta} K_{\nu}^{* \prime}\left(D_{j} \alpha\right)\left(D_{j+1} \cdots D_{m+1} f\right)$ in $\mathscr{C}_{1}$ depend on the values of $\left(D_{0} \cdots D_{j}\right) D_{t}^{\beta} K_{\nu}$ on $\mathscr{C}_{1}-\operatorname{supp} \alpha \cap \overline{\mathscr{C}}_{1}^{c}$, a subset of
$\boldsymbol{R}_{0}^{n}-\{0\}$. Since on this set $K_{\nu}$ belongs to $\Gamma^{d}$ we get

$$
\sup _{\substack{x \in 民_{1}^{1} \\ 0 \leqq t \leq \delta}}\left|D_{0} \cdots D_{j-1} D_{t}^{\beta} K_{\nu}(x, t)\right| \leqq C^{\beta+j}(j+\beta)!^{d}
$$

Since $F \in \Gamma^{d}(V)$ one has:

$$
\sup _{x \in \delta_{1}}\left|D_{j+1} \cdots D_{m+1} F(x)\right| \leqq C^{m-j+1}(m-j+\beta)!^{d}
$$

These last two inequalities yield:

$$
\begin{align*}
& \sup _{\substack{x \in \mathcal{Y}_{1} \\
0 \leqq t}} \mid\left(D_{0} \cdots D_{j-1} D_{t}^{\beta} K_{*}^{*}\left(D_{j} \alpha\right)\left(D_{j+1} \cdots D_{m+1} g\right)(x, t)\right.  \tag{4.4}\\
& \leqq C^{i p \mid+\beta+1}(|p|+\beta)!^{d} .
\end{align*}
$$

Since $\delta$ was arbitrary and $\mathscr{C}$ was an arbitrary compact set contained in $\boldsymbol{R}_{0}^{n} 4.3$ and 4.4 shows that the first term in 4.1 belongs to $\Gamma^{d}\left(V \times R_{+}\right)$. That $D_{t}^{\beta} D_{x}^{p}\left(K_{\dot{\nu}}^{* \prime}(1-\alpha) F\right)$ is in $\Gamma^{d}\left(V \times R_{+}\right)$is done in a similar manner.

Proof of Theorem 1.1. Let $\Omega_{1}$ be a relatively compact open subset of $\Omega$ with plane piece of boundary $\omega_{1} \subset \omega$ such that ${\bar{\Omega}{ }_{1} \cup \omega_{1}}_{\subset}$ $\Omega \cup \omega$. Let $\alpha \in C_{C}^{\infty}\left(\overline{\boldsymbol{R}}_{+}^{n+1}\right)$ be such that $\alpha \equiv 1$ in $\overline{\Omega_{1} \cup \omega_{1}}$ and its support is contained in $\Omega \cup \omega$. Let $u$ be a solution of 1.1. By using $\alpha$ as a cut off function we see that

$$
\begin{array}{lll}
P\left(D, D_{t}\right) U=g & \text { in } \Omega \cup \omega &  \tag{4.5}\\
Q_{\nu}\left(D, D_{t}\right) U=h_{\nu} & \text { in } \omega & 1 \leqq \nu \leqq \mu
\end{array}
$$

with $g$ in $\Gamma^{d}\left(\Omega_{1} \cup \omega_{1}\right)$, and $h_{\nu} \in \Gamma^{d}\left(\omega_{1}\right)$, and $g$ and $h_{\nu}$ are continuous with compact support in $\Omega \cup \omega, U=\alpha u$.

Consider

$$
\begin{equation*}
K_{0}^{*} g+\sum_{\nu=1}^{\mu} K_{\nu}{ }^{* \prime} h_{\nu} \tag{4.6}
\end{equation*}
$$

The problem

$$
\begin{align*}
& P\left(\xi, D_{t}\right) \hat{U}(\xi, t)=\hat{g}(\xi, t) \\
& Q_{\nu}\left(\xi, D_{t}\right) \hat{U}(\xi, 0)=h_{\nu}(\xi) \quad 1 \leqq \nu \leqq \mu \tag{4.5}
\end{align*}
$$

for sufficiently large $\xi$ (i.e. $|\xi| \geqq M$ ) has a unique solution given by:

$$
\begin{equation*}
\int_{0}^{\infty} \hat{K}_{0}(\xi, t-s) \hat{g}(\xi, s) d s+\sum_{\nu=1}^{\mu} \hat{K}_{\nu}(\xi, t) \hat{h}_{\nu}(\xi) \tag{4.6}
\end{equation*}
$$

Thus

$$
\begin{aligned}
\hat{U}(\xi, t)= & \psi(\hat{\xi}) \hat{U}(\xi, t)+(1-\psi(\xi)) \hat{U}(\xi, t) \\
= & \psi(\hat{\xi}) \hat{U}(\xi, t)+\int_{0}^{\infty}(1-\dot{\psi}(\xi)) \hat{K}_{0}(\xi, t-s) \hat{g}(\xi, s) d s \\
& +\sum_{i=1}^{m}(1-\psi(\xi)) \hat{K}_{v}(\xi, t) \hat{h_{v}}(\xi) .
\end{aligned}
$$

Taking back the Fourier transform and applying the PaleyWiener theorem one gets that

$$
U(x, t)=\beta(x)^{* \prime} U(x, t)+K_{0}^{*} g+\sum_{i=1}^{\prime \prime} K_{\nu}(x, t)^{* \prime} h_{\nu},
$$

with $\beta(x)$ analytic in $R^{n}$, as a solution to 4.5.
It follows from Lemma 4.1 that the last two terms belong to $\Gamma^{d}\left(\Omega_{1} \cup \omega_{1}\right)$. Since $\beta(x)$ is analytic the convolution $\beta(x)^{*^{\prime}} U(x, t)$ is analytic in $x$ and of class $C^{m}$ with respect to the transversal variable $t$. Finally since

$$
P\left(D, D_{t}\right) U=D_{t}^{m} U(x, t)+\cdots+a_{m}(D) U(x, t)=g
$$

and $g \in \Gamma^{d}\left(\Omega_{1} \cup \omega_{1}\right)$ it follows that $U \in \Gamma^{d}\left(\Omega_{1} \cup \omega_{1}\right)$. Finally since $\Omega_{1} \cup \omega_{1}$ was arbitrary it follows that

$$
u \in \Gamma^{d}(\Omega \cup \omega) .
$$
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