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GENERALIZATION OF LENTIN’S THEORY OF PRINCIPAL
SOLUTIONS OF WORD EQUATIONS IN FREE
SEMIGROUPS TO FREE PRODUCT OF
COPIES OF POSITIVE REALS
UNDER ADDITION

MoOHAN S. PuTcHA

Word equations in free semigroups have been studied by
many authors. However, word equations in geometrically
arising semigroups lead to word equations in free product
of copies of positive reals under addition (see “Word equa-
tions in some geometric semigroups’® by Putcha). In this
paper we generalize Lentin’s theory of word equations in
free semigroups to free product of copies of positive reals
under addition.

1. Preliminaries. Throughout this paper Z, Z%, Z, Q,, Q*, Q,
R, R*, R will denote the sets of nonnegative integers, positive in-
tegers, integers, nonnegative rational numbers, positive rational
numbers, rational numbers, nonnegative real numbers, positive real
numbers and reals, respectively. If S is a semigroup without an
identity element, then S* = S U{1} with obvious multiplication. If
a,be S, then a|/b (¢ is a final segment of b) if b = xa for some
xe S

If I' is a nonempty set, then let % = . (I') denote the free
semigroup on I'. If we. %, then let I(w) =length of w. Let
Fr = Fx(") denote the set of all nonempty finite sequences (also
called words) of the type w = A% -.. A% where ne Z*, a,, -+, @, €
R* A, ---,A,el and A,+ A, for ¢,7i+1e{l, ---,n}. We define
etw)=n and I(w)=a,+---+a,. Let w,w,e ;. Suppose w,=
A ..o A2 w, = B ... Bf», Then we define

A ... A2ntBBE ... Bfn if A, = B,

i, = (Ai'l «+- A=Bh...Bi» if A,#B,.

Now of course expressions of the type w = A% ... A%(ay, --+, @, €
R*; A, --.,A,el’) make sense even when A, = A4,,, for some 1,
1+ 1e{l, ---, n}. But note that if » = e(w), then 4, = A,,, for any
%+ 1e{l, ---,n}. In such a case we call A%r ... A%, the standard
form of w. Fr(I") is a semigroup and is just the free product of
|I'| copies of R* under addition (see for example [3; p.41l]). If
we Fg, then welet w’=1. Letl = {4%Aecl,acR*}. Ifu,vel,
define u ~ v if u = A% v = A? for some o, Be R*, AeI'. Let we F,
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w= A% ... A% in standard form. Then we say that w starts with
A, and ends with 4,. Let Ael’. Then A appears in w if A = A,
for some ¢e{l, ---,n}. A appears integrally in w if for each

1e€f{l, ---,n}, A, = A implies a,€ Z*. Otherwise A appears nonin-
tegrally in w. Note that if A does not appear in w, then A appears
integrally in w. A appears rationally in w if for eachie{l, ---, n},

A, = A implies @, € Q. Let F(I') = {w|lwe Fr(I"), A appears ration-
ally in w for each AeI'}). If ACT, then let FL([|4) = {wlwe F(I),
A appears integrally in w for each Ae4}. So FR(I'|I") =)
and FR(I'|Q) = Fx(). Also let Z (I'|A) = Fr(T AN F D).

Let A, ST, 4, ST, ¢: ', — Fr([,|4,) such that ¢(I"\4,) C I'\4,.
Then we can extend ¢ to a homomorphism @: Fx(I',|4,) — Fr(l,|4,)
by letting ¢(A%) = [¢(A)]* for Ae I'\4,, ac R*. We call  the natural
extension of ¢. Let : FR(\4,) — Fr(l\4,) be a homomorphism.
Let AeI'\4,. Then A and hence +(A) has nth roots for all ne Z*.
It follows that (A)eI\4,. We say that « is a mnatural homo-
morphism if (4% = (A)* for all Ael'\4, ac R*. In such a case
o = ¢ where ¢ is the restriction of 4 to I',. In this paper we only
consider natural homomorphisms.

DerFINITION 1.1. By a word equation in variables X, ---, X,
we mean {w, w,} where w, = w,(X, -+, X,), w, = wy(X,, ---, X,) €
Z (X, -+, X,)'. It is not necessary that each X, appears in w,w,.
Let S be a semigroup and a, ---,a,€S. Then (a, ---,a,) is a
solution of {w,, w,} if w(a,, -, a,) = wy(a,, - -, a,).

Detailed study of word equations leads to the concept of a gen-
eralized word equation defined below. This concept is similar but
not identical to the concept of a constrained word equation defined
in [5].

DEFINITION. By a generalized word equation in variables
X, -+, X, wemean %7 = {wn Wy Tty + -, Ts} where w, =w,(X,, -+, X,),
w, = wyX,, -+, X)eF (X, -, X,)* and T, ---, T, are pairwise
disjoint nonempty subsets of {X|, ---, X,}. (s =0 means that 97 is
the word equation {w, w,}.) Let Xe{X, ---, X,}. Then X is a con-
strained variable if Xe T, for some 4. Otherwise X is a free vari-
able of 7 .

Let %, ---, u,€ Fx(2). Then p = (u, ---,u,), is a solution of
w7 if Q) w(uy, ---, w,) = wy(Uy, -+, w,), (i) X; e T; implies e(u,;) =1,
and (iii) X;, X, T; implies u;,~u,. Let 2, = {A]Ae 2, A appears in
U, ---u,} and Q,={A|AeQ, A appears integrally in each u,
1=1,--.,m}. We define the symbol 2,|2, to be the alphabet of p.
If 2, = 02, we also write 2, instead of 2,|2,. Clearly w, ---, u,¢
F(2,12). In this paper we only consider solutions of (generalized)
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word equations in FR(I"), I’ a nonempty set.

DeFINITION 1.2. Let v = (a,, ---, a,), t = (b, ---, b,) be solutions
of a generalized word equation 97~ such that v has alphabet I',|4,
and g has alphabet I',)4,. Then vy < p (¢ follows from v) if there
exists a natural homomorphism «: FR([\|4,) — Fr(,|4,) such that
) =b,1=1,.--,mn. We write y:v < ¢ if we want to take into
account the corresponding homomorphism . u~y if g <y < .

REMARK 1.8. < is transitive in the class of all solutions of a
given generalized word equation %#°. When we restrict the above
definition to solutions in free semigroups of word equations, we are
led to Lentin’s concepts in [1] (some of the incorrect concepts in [1]
are corrected in [2]).

2. Principal solutions. We now generalize Lentin’s concept of
a principal solution [1, 2].

DerFINITION 2.1. Let # be a solution of a generalized word
equation %7°. Then g is a principal solution if for any solution v
of 77,y < it implies v ~ p.

Let =, ---,b,) be a solution of a word equation %~. Then
©reS” (as a solution of %77) if there exists a solution v = (a,, ---, a,)
of %7 such that the following properties are true:

(2.2) There exists a unique f:y < p.

(2.8) If ¢ is a solution of %7~ such that ¢ < g, then v < 4.

(2.4) Let I'\|I", be the alphabet of v. Then for each Ael,
there exists 1¢ {1, ---, n} such that a, ends with A.

REMARK 2.5. vy above is necessarily principal. We will show
(Theorem 2.19) that if g is a solution of any generalized word equa-
tion: then pe.&”. We will also show (Theorem 2.23) that any
principal solution v satisfies both (2.4) and its right-left dual.

In Lemmas 2.6-2.18 we develop the machinery for replacing the
solution of a given word equation with a simpler solution of a
related word equation.

LeMMA 2.6. Let % = {w, wy; T\, ---, T,} be a generalized word
equation in wvariables X, ---, X,,n >1. Suppose X, is a free
variable not appearing in w,w, Let p = (u, ---,u,) be a solution
of . Let %' = {w, w, T, ---, T,} considered as a generalized
word equation in variables X,, --+, X,. Then ¢’ = (u,, ---,u,) 18 a
solution of #™'. If ' e.S”, them peS”.
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Proof. Suppose g €.%”. Correspondingly there exists a solution
v of 7 satisfying (2.2),(2.3), (2.4). Let Vv = (v, ---,v,) with
alphabet I”|A’. There exists unique f:v' <. Let Ag¢l”, set
I'=rIr"U{d}, 4 =AU{A}. Let v,=A,v= (v, v, ---,v,). Then v is
a solution of 27" and has alphabet I'|4. Also f:v < p¢ where f is
an extension of f’ with f(4) = w,. Suppose g:y < p. Let g’ be the
restriction of g to FR(['|4"). Then g¢g:v' <. So f'=g'. Since
f(A) = fw) =9gWw,) =9g4),f=g¢g. Let BeIl'. If B= A, then u, ends
with A. Otherwise Bel” and some u,, ¢ > 1 ends with B. Finally
suppose ¢ is a solution of 7,0 <u. Let 6 =(a, ---,a,). Set
0’ =(ay, --+,a,). Then ¢ is a solution of %#’. So there exists
gV <¢'. ¢ extends to g:v <6 where g(4) = a,. This proves that
nes.

LeMMA 2.7. Let 77 = {uw, uww,;; T, ---, T,} be a generalized
word equation in variables X, --+, X,. Suppose p is a solution of
%". Then p is a solution of %" = {w, wy; T\, ---, T,} in variables
X, -, X,. If pe & as a solution of %77, then pe.S” as a solu-
tion of % .

Proof. This follows trivially since the solutions of 97 are ex-
actly the same as the solutions of 277'.

LEMMA 2.8. Let %7 = {w, w,; T, ---, T,} be a generalized word
equation in variables X, ---, X,. Suppose T, = {X,, ---, X,},
u,ve ¥ (T). Let =0, ---,b),y=~(a, -+, a, be solutions of
W ,v=p. Let ¢, =ub, -+, b)), ¢, =v(by, -+, by), d, = ula,, -+ -, a),
dy = v(ay, -+, a,). Then ¢, = ¢, if and only if d, = dy; l(e,) < U(e,) if
and only if U(d,) < l(d,).

Proof. Let fiy < p. Let I'l4 be the alphabet of v. There ex-
ists AerI such thata, ---,a,€A4. Soc,c,cA. Suppose l(c,) = l(c,).
Then ¢, = ¢, and so d, = fle,) = f(¢;) = d,. Next suppose I(c,) < I(cs).
Then ¢, = ¢,x for some x € Fx(I'|4). So d, = flc.) = fle)f(x) = d.f(x).
Thus I(d,) < l(d,). Similarly I(c,) < l(c;) implies I(d,) < I(d,). Since
these are mutually exclusive cases, we are done.

LeMMA 2.9, Let %7 = {uw, vw,; T, ---, T} be a generalized
word equation in variables X, -+, X, such that wve F (T). Sup-
pose = (b, ---,b,) 18 a solution of % such that wu(b, ---, b,)=
v(by, -+, b,). Then p is a solution of %' = {w, wy; T, ---, T} in
variables X, -+, X,. Moreover, if pc.S” as a solution of %', then
pre S as a solution of 7.
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Proof. Let .7 =y|y is a solution of %77, v < 4}, <& = {p|v is a
solution %7/, v < p}. It suffices to show that .o = &Z. First let
y=(a, -, a,) €. Then by Lemma 2.8, u(a,, - --, a,) = v(a,, -+, a,)
and so ye &#. Conversely if ve &, then the same argument shows
that ve .o

LEMMA 2.10. Let % = {uw, vX;w,; T, ---, T} be a general-
ized word equation in variables X, ---, X, such that wve & (1),
X;eT,, Let p= 0, ---,b,) be a solution of %  such that
(v, ---,b,) < lu(b,, --+,b,). Then p is a solution of %' = {uw,,
vXwe, T,U Ty, T, -+, T}, If peS” as a solution of %7, thenm
pre S as a solution of 27 .

Proof. Let ¢, = u, ---, b,), ¢ =v(b, +++, b,). Then ¢, ~ ¢,
l(ey) < lley), ¢, ---=eb; +-+ . Since X; is constrained, it follows that
e(b;) =1 and b; ~¢, ~b,. So for all X, €T, b, ~b; ~b,. It follows
that g is a solution of %#'. It is clear that every solution of %7~
is a solution of %#”. So it suffices to show that if v is a solution
%~ and vy <y, then v is a solution of 277'. Let v = (a, -, a,).
By Lemma 2.8, i(v(a,, ---, a,)) < l(u(a, ---, a,)) and the above argu-
ment shows that v is a solution of 277,

LEMMA 2.11. Let &7 = {w, w; T, ---, T\} be a generalized word
equation in variables X, -+, X,. Let pp=(u, ---,u,) be a solution
of 2. Then pe .

Proof. Since the solutions of 97 are the same as those of {1,
1, T, ---, T} we can assume without loss of generality that w = 1.
First assume s = 0. Then by Lemma 2.6, we can assume that » = 1.
Introducing a new symbol A we see that vy = (A4) is a solution of
%" and satisfies (2.2), (2.3), and (2.4).

Next assume s = 1. Then by Lemma 2.6, we can assume that
%" has no free variables. Let 2 ={4, ---, 4,} where 4, = A4, if
and only if X, X, lieinsame T;. We define a solutiony = (v,, + -+, v,)
of %7 as follows: Let T; = {Xj,, -+, X;»}. Let the alphabet of
¢ =TI, There exist Ael',r, ---,r,€ R" such that u;, = A".
We wish to distinguish two cases. First suppose there exists
deR* k, -+, k,€ Z* such that (v, ---, ) =d(k, ---, k). Then we
can assume k, ---, k, are relatively prime. Also, if 7, ---, r,€ Z%,
then de Z*. In such a case set v;, = C* where C = 4;,=---=
Ajp, 9(C) =A% 4 =1, ---, t. Next assume there is no such d. Then
set v;, = A%, ¢(4;0) = 4,1=1,---,t. Then v= (v, +--,v,) is a
solution of %7". Let 2, = {A,|A, appear integrally in each v;, j =1,
-+-,n}. Then ¢(2\Q)ST'\I,. Also if § is the natural extension of ¢
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to Fr(2|2), then ¢:v=<p. Since e(u;) =e(;) =1 for all 7, it is easy
to see that ¢ is unique. Also it is clear that for each Be 2 there
exists v, such that v, ends with B.

Now let 6 = (a, ---, a,) be a solution of %7, with alphabet
A4y, g:0 < pt. We wish to define 4:v <6. Let T; = (X4, -+, Xiuh
Uiy = Ari, Ay = Brig =1, ..., 1, Vi = C*, Ce Q. Let 4(C) = A,
g(B) = A*. Then dk, --+, k)= @y -+, 7) =q(p, --+, p,). Define
J(C) = B¥1, We must show that if Be 4, then d/ge Z*. So let
Bed, Then p, ---,p,€ Z*. Then by above, k,, ---, k,€ Z* and are
relatively prime. Also ok, =dlg,i =1, ---, t. There exist
Ty, «++, W, € Z such that =k, +---+7wk, =1. So d/q =7nkd/qg+---+
rkdlq =np+ - +Tp,€Z. So d/ge Z*. 1t is clear that if - is
the natural extension of « to #x(2]2,), then J: v < 4. So vy satisfies
(2.2), (2.8) and (2.4); proving the lemma.

LemmA 2.12. Let 7 = {w, wy; T, ---, T,} be a generalized
word equation in variables X, ---, X,. Suppose 77~ has mo free
variables and (= (b, -+, b,) 18 a solution of 77°. Then pe ..

Proof. We prove by induction on l(w,w,) +s. If w,=w,=1,
then we are done by Lemma 2.11. So assume w, # 1 (and hence
w, = 1). Without loss of generality we can assume that w, starts
with a letter in T,. We can write w, = w,u, such that u,e & (T),
l(w,) maximal. Similarly write w, = v,9, such that v, # (T)}, l(v,)
maximal. If w,(b, ---,b,) = v, --+,b,), then we are done by
Lemma 2.9 and the induction hypothesis. So by symmetry assume
l(vy(by, +++, b,)) < Uu,(by, -++,b,). Let w»,=Xw,, Without loss of
generality we can assume X,e€ T,. We are again done by the induc-
tion hypothesis and Lemma 2.10.

LeMMA 2.13. Let 27 = {uw,, vw,; T, ---, T} be a generalized
word equation in variables X, ---, X,. Let p= (b, ---,b,),
y=(a, *++, a,) be solutions of %7 ,v=p. Set c,=u(a,, ---, a,), .=
vay, c+-, a,), d, = ubd, ---,b,),d, = v, -+-,0b,). Then ¢, = ¢, if and
only if d, = dy; l(e) < l(e,) if and only if Ud) < U(d,).

Proof. Let fiv=<p. Then fle) =4d, flc.) =d,. Now ¢, ---=
e - . If l(e,) = I(c.), then ¢, = ¢, and d, = d,. If I(e,) < l(c,); then
¢, = ¢,¢, for some ¢, = 1 and so d, = d,d; where d; = f(c;) = 1. Hence
I(d) < l(dy). Similarly I(c,) < l(c,) implies I(d,) < I(d,). Since these are
mutually exclusive cases, we are done.

LEmMA 2.14. Let 7 = {uw, vXw,; T, ---, T} be a general-
ized word equation in variables X, ---, X, such that wve F (T,
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and X; is a free variable. Let pt = (b, -+, b,) be a solution of 27 .
Set ¢, = w(by, +++, b,), s = v(b,, -+, b,). Suppose l(c;b;) <l(e). Let
7 = {uw,, vX;w,; T, U{X}, Ty, -+, T} in  variables X, ---, X,.
Then p is a solution of %7'. If pe.s” as a solution of %', then
pre” as a solution of 27 .

Proof. l(eb;) < l(e) and ¢, -~ = ¢;b; ---, and so e(;) = 1, b;~c,.
It follows that ¢ is a solution of %7™'. It is also clear that every
solution of %™’ is a solution of %#°. We need only show that if v
is a solution of %7 and v < g, then v is a solution of 277'. So let
V= (a’n D) an) = H. Let dl = u(an ) a’n), d, = 'v(alr ) a’n)- Then
by Lemma 2.13, l(d.a;) < l(a;). So by the above argument v is a
solution of 277'.

LEmMMA 2.15. Let %7 = {uw, vXw,; T, ---, T} be a general-
ized word equation in variables X, ---, X, such that wve F (1)
and X; 18 a free variable. Let pt = (b, ---,b,) be a solution of %7 .
Set ¢, = u(by, <+, b,), €. = v(b, +-+,b,). Suppose l(c;b;) > l(e,) > Ue,).
Then there exist b,,, b; =1 such that b,,, ~ ¢, ~ ¢, b; = b,.,b; and
¢, = Cb,.,. Introduce new wvariables X;, X,.,. Set T, =T, U{X,..}.
Let w;, w, be the words obtained by replacing X; by X, X; in w,, w,
respectively. Let 777 be the gemeralized word equation {w;, Xjw,;
T, Ty, ---, T} in variables X,, ---X;_ ., Xj, X;44y =+, X,y Xorse Then
Wo=(by +++, b;_y, b} by, <+, b,, b)) 8 a solution 77'. Moreover,
of eS”, then pe .

Proof. Now ¢, --+ = cb; --- and so the existence of b,,,, b; fol-
lows. It isclear that ¢ is a solution of 277/, Suppose ¢'€.%”. Then
there exists a solution Y = (a,, ++-, a;_y, @}, @iy, ***, Qp, Auy,) Of 77,
fiv < ¢ such that (2.2), (2.3), (2.4) are true. Let a; = a,..aj, v=
(@, =+, Qj_y, @j, Qjyyy +*+, a,). By Lemma 2.8, is a solution of the
word equation {u, vX,,,}. It now follows easily that v is a solution
of 97°. Let I'|l4 = alphabet of V. Then alphabet of y=1|4 and
fiv=sp If giy < p, then by Lemma 2.13 g:v < ¢/ and so g = f.
Let Ael'. If a,., ends with A, then so does a, where X, e T,. If q;]
ends with A, then so does a;. It follows that v satisfies (2.4). Finally
leto =, ---, d,) beasolutionof %77, h: 0 < pt. Lete; = u(d,, -+ -, d,),
¢, = v(d, ---,d,). By Lemma 2.13, l(cd;) > l(c;) > l(c,). As above
there exist d,.,, d, # 1, such that d,,,~¢c;~c¢,, d; = d,..d}, ¢; = ¢, d,,.
It follows that o' =(d, ---, d;_, dj, dj1y, +++, d,, d,,y) IS a solution
%', It is also easily seen that h: 9’ <t/. So there exist h:y' <.
It follows as above that h,:v < 4. Thus pe.$”, proving the lemma.

LEMMA 2.16. Let % ={w, w; T, ---, T,} be a generalized
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word equation in variables X, +-+, X,. Suppose X; is a free vari-
able of %°. Let pt = (b, ---,b,) be a solution %7  such that for any
solution v = (a,, *++, a,) of 7, v < pt implies e(a;) = 1. Let %7 be
the gemeralized word equation {w, wy; T, ---T, {X;}} in variables
X, +++, X,. Then p is a solution of 277'. If pe.S” as a solution
of 277, then pe.%” as a solution of 27 .

Proof. Clearly, every solution of %7 is a solution of %7°. Let
y be a solution of 97 such that v < ¢. Then by hypothesis v is a
solution %”’. Then lemma now follows trivially.

LEMMA 2.17. Let % = {Xw, X;w,; T, «+-+, T} be a general-
ized word equation in variable X, ---, X, such that X; is a free
variable. Let p= (b, -++,b,) be a solution of %  such that
I(b,) < U(b;). Then there exist b; + 1 such that b; = b,b;. Introduce
a new variable X; and let w;, w; be the words obtained by replacing
X; by X, X;. Let 7' = {wi, Xjwy; T, ---, T} in variables X, ---, X,.
Then p = (b, =+, bj_y, b}, b1y, <=+, b,) s a solution of %#'. Let
7 = {v|y 18 a solution of ¥ ,yv < p}, & = |V is a solution of
'Y Sy Let v=(a, -+, a,)€ . Then there exists a;+ 1
such that a; = a,a;. If @) is obtained by replacing a; by a) in v,
then O(V)e &. If fiv=p, then f:0m) <. Let Vv = (ay, -+, a),
ces,a,)€ P, If T(V) is obtained by replacing a; by a; = a,a}, then
e .. If fiv =, then fUQ)=Zp.  Moreover ¥ =007,
Finally e if and only iof p'e.&”.

Proof. Supposey = (a, -+, a,) € . ByLemma 2.13, l(a,)<l(a;)
and so there exists a; * 1 such that a; = a,a;. So @ makes sense.
Let v = @(¥). It is clear that v satisfies (2.4) if and only if v does.
Rest of the assertions are now fairly obvious.

LemMA 2.18. Let %7 = {Xw, Xw,; T, --+, T,} be a general-
ized word equation in variables X, ---, X, such that X,, X, are free
variables. Suppose p = (b, -+, b,) is a solution of %7 . Suppose
b, = b,. Let w;, w, be obtained by replacing X, by X, in w,, w,, re-
spectively. Let 777’ be the generalized word equation {wi, wy;
T, -+, T} in variables X,, +++, X,. Then ¢ = (b, -++, b,) 18 a solu-
tion of %77'. Moreover, if (€., then pe .

Proof. Let .o = {v|v is a solution of % ,v <y}, & = |y is
a solution of ', v =< '}, If v=(ay, ---, a,) €., then by Lemma
213,a, =a,. So O =(a, ++-,a,)€Z. Also, f:y < pu implies
00 £0(w) = /. It is also clear that v satisfies (2.4) if and only
if @) does. If v =(a, ---, a,) € &, then let OY)=v=(a,, as, ***, 0,).
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It is clear that ve.o. Also g:v < ¢ implies ¢g:y < p. Finally, it
is obvious that @7, ¥® are identity maps of <Z, .7 respectively.
So ¥ = @', This correspondence yields the result.

THEOREM 2.19. Let % = {w, wy; T, ---, T,} be a generalized
word equation tn variables X,, ---, X, and let gt = (b, ---,b,) be a
solution of %°. Then pre .&”.

Proof. Let d denote the number of free variables of %#°. We
prove by induction on d. If d =0, we are done by Lemma 2.12.
So assume d > 0. We now (for a given d) proceed by induction on
s. If w, = w,, we are done by Lemma 2.11. So assume w, #* W,.
Let w, start with X, w, start with X;. By Lemma 2.7, we can
assume that X; # X;. Next suppose X, X; are both constrained,
X.eT,. If X;¢T, we are done by Lemma 2.10 and our induction
hypothesis on s. So let X;e T,. Now w, = uw,, w, = vw, such that
u, v & (T,), l(uv) maximal. Let ¢, = u(b, ---, b,), ¢, = v(b, + -, b,).
By Lemma 2.9 and an easy induction on I(w,w,), we can assume that
l(e,) # l(e,). By symmetry assume Il(c,) < l(¢c,). If w, starts with a
constrained variables we are done by Lemma 2.10 and our induction
hypothesis on s. So assume w, starts with a free variable. Thus
by Lemmas 2.14 and 2.15, we can assume, without loss of generality,
that either X, or X; is free. By Lemma 2.6 and our induction hy-
pothesis on d, we can assume that each free variable occurs in w,w,.

We now assume ue.$” and obtain a contradiction. Let &=
{r|X,e T, for some ¢}. Let @ = £, b =b,,r =1, ---, m, 7" =9,
w =w, w® =w, X=X, r=1,---,n. Also let 29 ={pP=
(@ «--, a2%)|a € 2} denote the class of all solutions of 27" such that
y=pu Let v =ww,(X, ---, X,), m?® the number of times X, ap-
pears in 42, Then m® >0 for r¢%. Let b =40, ---,b,) and
for ac 2, let a, = u"@?’, ---, ay’). We will construct a sequence
of generalized word equations %Z”*® with particular solutions p* =
®®, «-+, b)) such that the following conditions are true for all
ke Z. Intuitively we are looking at the sequence of word equations
obtained by always truncating on the left.

O e ={w® wk;, T, ---, T,} in variables X*, ..., X,® such
that X» = X, for re &.

an w®, w® start with different variables, at least one of
whieh is free.

(III) The class of solutions v of 27°* such that vy < u* can be
written as 27® = PP = (af*, ---, a2)|a e 2}.

(IV) There  exists u®es# (X, .-, X,) such that b=
OB, oo, b)), a, = uP(aPk, -+, a2®) for all e 2. Let m® denote
the number of times X, appears in »*®. If £ > 0, then m®=m*™,
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r=1,---,n and D2, m® > > mE,

(V) If k> 0, then there exist u{®, --., u{® ¢ &# (X,, ---, X,) such
that B~ = uP®, --o, b, art = wPart, o, 05, r =1, 0o, m,
ae .

(VI) Suppose k& > 0. Then there exists ge {1, ---, n}q ¢ &, such
that X® = X/* and X® = X*™ for all re{l, ---, n}, r # q. Also
there exists te {1, 2} such that w® starts with X,/* and w{*™ starts
with X7, If wiV starts with X*™, then m{’ > m{F.

(VII) Suppose k£>0,re{l, ---,n}. If X® =X%"1  then
b = p1 g% = q2¥ ! for all ¢ Q. If X® = X* ™, then b |b% ",
a?*;az*t for all ae L.

(VIII) pPe¢ &~

Clearly 777 satisfies (I) to (VIII). We proceed by induction.
So, having constructed 277, ..., %% satisfying (I) to (VIII), we
proceed to construct 77 ¥+, Let w® = X®Pwi, w® = XPw,. Then
p #* ¢ and either X or X/ is free. u® = (b®, ---, b") is a solu-
tion of 77", If I(B) = I(b¥) then b{¥ = b{® and by Lemmas 2.14
and 2.18, p*®e.9”, contradicting (VIII). By symmetry assume
¥y < 1(b™). By Lemma 2.14, X is free. Also b = b®pl?
for some b{**" = 1. Introduce a new variable X, %" and set X**"=
X forr == q. Also let 8% = b for r = q, p** = (b**, - .-, bFM).
Let w**" be the word obtained by replacing X/ by X ®X** in
w; and wltY = X *+yw where w, is the word obtained by replacing
X® by XPXE in w;. Then w*™ does not start with X/*+V. Let
D = fgpFF0 qpkths T ... T} be the generalized word equation in
variables X**, ... X%+ So (I), (II) are satisfied. By Lemma 2.17,
p* is a solution %77**Y and p**¢ &7, So (VIII) is satisfied. If
a€ 2, then by Lemma 2.17, ai*=a%*=af*a2** for some a¥*"'=1. Set
a®*=qa%*** for r+q, vFV =(aP*, - - -, aP**Y). Let 27% 0 ={pl | a e 2}.
That 227%™ satisfies (III) follows from Lemma 2.17. Let u®*" be
the word obtained by replacing X, by X,X, in u®. Let m{®™
denote the number of times X{® appears in u**", » =1, --., n. Then
m® = m&ED for r #p and mPFM =mP + mP = mP + m® > mP.
It is now easy to see that (IV), (VI), (VII) are satisfied. Let u{+'=
X, for r = q, u{*™" = X, X,. It is then clear that (V) is satisfied.
This completes the construction.

Let & = {rm® — ~ as k— «}. By (IV), Dir_, m{® — « and
so & #+ @. Let & = {r| for any ke Z*, there exists k' > k such
that X*" = X*+}, We claim that <& = .o, First assume re¢ <&.
It follows from (IV) that I(6") — 0 as k— . It then follows from
(VII) that re€ .o7. Hence &#<.%”. Conversely let r€ .. Suppose
r¢ <. Then there exists ke Z* such that m® = m{*" for all ¥’ > k.
There exists m > k such that X™ =% X™, There exists we Z.
So 7w == » and by above, we .. So there exists ¢ Z*, 6 > m such
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that X© = X, By (VI) X = X¥*, Choose j > m, minimal so
that X2 = X9+, Then XY™ # X, By (VI), there exists t € {1, 2}
such that w{® starts with X. It then follows again by (VI) that
mE > ¥, a contradiction. So re <# and v = <#. It follows
that Z N% = @.

Since & = &, it follows from (VII) that there exists eéc R*
such that 1(b{?) = ¢ for all ke Z*,re {1, ---, n}\Z. By (AV), it fol-
lows that I(3¥) — 0 for all re€ <#. Since <& is finite, there exists
Me Z* such that I(b¥") < ¢ for all re &&. Let m > M. Repeated
application (V) shows that there exist »™, ..., v™e ¥ (X, ---, X,)
such that ao%" =v™(a®™, ---,a0™),r=1,+---,n,ac and b=
MOBM™, e, b)), r =1, ---, n. The choice of M implies that for
re &, v™ does not involve X, for any t¢ <. Thus for re Z,
v™ is a word in X,(tc <#). Let aef,re#. We will show that
e(ar™) = 1. Since % = <&, we see by (VI) that there exists N> M
such that for any & > N, w{®, w{ do not start with X for any
je <#. It follows from (IV) that there exists L > N such that for
any 0 = L, te &Z, e(a??) = 1. Since r € .97, there exists P > N such
that X! = XF* So by (VI), there exists 7 e {1, 2}, such that w®
starts with X’. Suppose wi’, starts with X;©. Then by above
je #. So e(ar?) =e(@??) =1 and so a?T~ a®?. We claim that for
any p = P, if either w{® or w)® starts with X, then af? ~ a%?®.
We prove the above property for » + 1, assuming it to be true for
p. By symmetry, let w® start with X, X{» = X{**". Then by
(VD) w™ starts with X and by (VII), af?* ~ af? ~ a®?. If
wPt gtarts with XY, then clearly ay?™ ~ af** ~ q%f. Thus the
asserted claim is true. Now let t€ <. Then since te .Y, there
exists p > P such that X =+ X/». So by (VI), either w or w{®
starts with X/». By above, ai? ~ a®?. Since p > L and e(ai?) =1,
we see by (VII) that a?® ~ a2®. Now a%¥ = v (ad? «--, a®™).
Since X, does not appear in v* for t¢ <&, we see by the above
that e(a®¥) = 1. Since M is independent of «, we see by Lemma
2.16 (and our induction hypothesis on d) that p“ e ., contradicting
(VIII). This contradiction proves the theorem.

COROLLARY 2.20. Let 77 be a generalized word equation and
L, Yy, Y, solutions of 77 such that v, < ¢, v, < pt. Then there exists
a solution v of %~ such that vy <y, and v <vy,. In particular, if
v, Y, are principal, then v, ~ v,.

LEMMA 2.21. Let % be a generalized word equation, f a
principal solution of 7 such that pt satisfies (2.4). Then p satis-
fies the right-left dual of (2.4).

Proof. By the dual of Theorem 2.19, there exists a principal
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solution v of %7~ satisfying the dual of (2.4) such that v < p. Since
tt is principal, v ~ p2. There exist f:v < g, g: £ < v. Let the alph-
abet of p =TrI,|4,, alphabet of v = I,|4,. Then f(I'\4,)< I'\4,
g \) S T\ 4, Let v =(ay, -+, @), ft = (b, -++,b,). Let Aed,.
Then there exists 1e€{l, ---, n}, be . Fr({"|4,)' such that b, =bA. So
a; = g(b;) = ag(A) where a = g(b). Let g¢g(b,) end with Bel,. We
claim that Be 4,. Suppose not. Now g(4) = ¢B" for some re¢ RY,
ce Fn(ly4,)'. Since BeI')\4, f(B)eT\4,. Let f(B) = D', DeI'\4,,
teR*. But bA =0, = f(a) = fla)fg(4) = f(a)f(e)D", a contra-
diction since Ae 4, D¢ 4,. Thus Be 4, and we can assume that
g(A) = ¢B for some ce Fx([,|4,)'. Now bA = b, = f(a;) = flac)f(B).
So f(B) = dA for some de ZR([",]4,)'. Also the dual of the above
argument, applied to B, shows that there exist je{l, ---, n}, 2, ¥y <€
Fr([|A), ze Fr(]4), Ce 4, such that a; = Bz, f(B) = Cz, g(C)= By.
We claim that C = A. Suppose not. Then since Cz = f(B) = dA4,
we see that f(B) = Cud for some we 5x(l,|4,)'. Then ¢f(B)=
g(C)g(uw)g(A) = Byg(u)eB. Thus B appears at least twice in gf(B).
An easy induction shows that B appear at least 2¢ times in (gf)*(B).
In particular I((¢gf)'(B)) — « as ©-—> . However a; = (gf)(a;)=
@H(B)gf)i(x) for all ©. This contradiction shows that A =C. So
b; = f(a;) = f(B)f(x) = Czf(x) = Azf(x) and b; starts with A.

Next suppose Ael'\4,. There exists 1€({1, ---, n} such that b,
ends with A. So there exists » € R*, be Zx(I",\4))"' such that b, = bA".
Now g(A) e I';\4,. So there exists ke R*, Be I';,\4, such that g(4) = B*.
Now f(B)eI'\4,. So there exist te R*, CeI'\4, such that f(B)=C".
Thus

bA" = b, = fla,) = fg(b) = fg(b)C™* .

It follows that C = A. There exists je{l, ---, n} such that a;
starts with B. Since f(B) = A%, b; = f(a;) starts with A. This com-
pletes the proof.

LEMMA 2.22. Let 77 be a generalized word equation with
solutions vy = (a, ---, a,), ¢t = (b;, -+, b,) having alphabets I',|A,, I';| 4,,
respectively. Suppose v satisfies (2.4) and its dual, and fiy = 1,
g =v. Then g = f'and f, g are unique. If f, f;: are restrictions
of f to A, and T,JA, respectively, them fi: A, — A, and f,: TJ4,—
T,J4, are bijections.

Proof. Now f(I'\4,) € I'\4;,, (' \4) ST \4,. Let Aed,. Then
thereexist i, je {1, - -+, m}, ¢, d € Fr(I"\4,)" such that a, = AC, a; = dA.
So Ac = a, = gf(a;) = gf(A)gf(c). Similarly dA = gf(d)gf(4). Thus
gf(A) starts and ends with A. Let f(4) start with B, end with C.
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If BeTI'\4,, then (B)eI'\4, contradicting the fact that gf(4) starts
with A. So Be 4,. Similarly Ce 4,. So f(A)=Bx=yC for some x, y €
Fr([5|4,)'. Also gf(A) = g(B)g(x) = g(¥)9(C). So g(B) starts with 4
and ¢g(C) ends with A. So there exist a, b € F¢(I",|4,)! such that g(B)=
Aa, g(C) =bA. We claim that f(4) = B. Otherwise there exists
2€ Fr(ly| 4,)' such that f(A) = BzC. So gf(A) = AazbA. An easy
induction shows that A appears at least 2¢*' times in (gf)*(4) for all
ke Z*. In particular I(gf)*(A) — . But a, = (gf)*a’) = (9f)*(A)c
for all ke Z*. This contradiction shows that f(4) = B. Now g(B)=
Aa = bA. We claim that A = g(B). Otherwise there exists a,¢€
Fr(,|4)* such that g(B) = Aa,A. So fg(B) = Bf(a,)B. As above,
this implies that I((fg)*(B)) — « as k— c. This contradicts the
fact that (fg¢)*(B) is a segment of (fg)*(b,) = b, for all ke Z*. So
A = g(B). Thus f(4,) S 4, and gf is the identity map on 4,. So f
is 1-1 on 4,. Let De4,. There exists je{l, ---, n} such that D
appears in b;. Now f(I'\4,) S I';\4,. Since b; = f(a;) it follows that
b; and hence D lie in the semigroup generated by I5;\4, and f(4,).
Hence De f(4,). So f(4,) = 4,. Let f, be the restriction of f to 4,.
fii A, — 4, is a bijection.

Now let Ael'\4,. There exists ie{l, ---, n} such that a, starts
with A. So there exist a e zx(I\|4)', r€ R*, such that a, = A"a
and a does not start with A. Then f(A)el\4,. So there exists
Berl\,,te Rt such that f(4)= B Now A"a=a,=gfla,)=
g(B)gf(a). So g(B)e A. Thus gf(A)e A for all Ael'\4,. It fol-
lows that f is 1-1 on I'\4,. Since gf(4,) = 4,, it also follows that
in the above instance, gf(a) does not start with 4. So g(B™) = A".
Hence g(B) = A" and gf is the identity map on I'\4,. Let DeI')\4,
Then D appears in b; for some je{l,---,n}. Since fla;) =b; it
follows that b, and hence D is an element of the semigroup generat-
ed by f(I'\4) and 4,. So Def(I'\4). Hence f(F\1) = I'\4,. So
if f, is the restriction of f to I'\4,, then f,: T\4, — I',)\4, is a bijec-
tion. Also, it now follows that f: FR([",|4) — Fr(.|4,) is a bijec-
tion. Since gf is the identity map on 4, and I',\4,, it is the identity
map on Fx(I',|4). So g=f. 1If ¢g’: p <v, then the above argu-
ment shows that ¢’ = f™* =g¢. So g is unique. Similarly f is uni-
que.

THEOREM 2.23. Let %/  be a generalized word equation and
¢ = (b, ---,b,) a principal solution of % with alphabet I'|A. Then
for each AecT, there exist i,je{l, ---, n} such that b, starts with
A and b; ends with A.

Proof. By Theorem 2.19, there exists a principal solution v of
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%" satisfying (2.4) such that f:vy < ¢ for some f. By Lemma 2.21,
vy satisfies the dual of (2.4). Since g is principal, there exists
g: ¢ =v. Thus f has the structure given by Lemma 2.22. It im-
mediately follows that g satisfies (2.4) and its dual.

Lemma 2.22 and Theorem 2.23 imply the following.

THEOREM 2.24. Let %/  be a generalized word equation with
principal solutions v, p# having alphabets I',|A,, I';|4,, respectively.
Suppose fiv < p.  Then f: Fo([}|A,) = Fr([,| 4;) is a natural iso-
morphism. Moreover f is unique and fhp=<v. If f,f. are the
restrictions of f to A, amd T\A, respectively, them f: A, — A,
fo T\, — T\4, are bijections.

REMARK 2.25. Let v, ¢ be solutions of a generalized word
equation %7° such that I',|4,, I',|4, are the alphabets of v, y, re-
spectively. Suppose fiy <, 9: ¢t <v. In free semigroups (i.e., if
I' = A, T, = 4,) this implies that f, ¢ are unique and g = f'. How-
ever, this is not true in general. In fact consider the word equa-
tion {X, X}. Let ¢ = (AB"Y?) with alphabet {4, B}|{4}. Then f: u<p
where f(A) = AB”* and f(B) = B"®.. Also I:)t < ¢t where I(A) = A
and I(B) = B.

THEOREM 2.26. Let p,v be solutions of a generalized word
equation %7 . Suppose v is principal and g:vy < p. Then g is
uniQue.

Proof. By Theorem 2.19 there exists a principal solution ¢ of
¥, 20 < ¢ such that f is unique and de.5”. Since 6€.% and v
is principal, vy~ ¢#. By Theorem 2.25, there exists A such that
hid <y,h:y=<04. Tnen gh:0 < . By uniqueness of f, gh =f. So
g = fh™. Similarly if ¢":v <y, then ¢’ = fh™'. So ¢ is unique.

ExampPLE 2.27. Theorem 2.26 is not true without the assump-
tion that v is principal. To see this let %7 = {X, X}. Let v = (4B),
¢ = (AB® in alphabet {4, B}. Let f: . (4, B)—.% (A, B) be given
by f(A) = AB,f(B)=B. Let ¢: < (4, B)— . % (A, B) be given
by g(4) = A, g(B) = B®. Then fiv <y, g:v <, but f=-g.

DEFINITION 2.28. Let %7~ be a generalized word equation and
p=(b,--+,b,) a solution of %7°. Then g is integral if b, ---, b, €
Z(I') for some I'. p is rational if b, -+, b, € F ") for some I'.

OBSERVATION 2.29. Let g, v be solutions of a generalized word
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equation %~ such that v < g and g is integral. Then v is integral.

THEOREM 2.30. Let p,v be solutions of a gemeralized word
equation 77  such that v < p, p is rational and v is principal.
Then v s integral.

Proof. Let gt = (b, ---,b,) with alphabet I'|{4. Thenbd, -+, b, ¢
Fol). It follows that there exists a natural automorphism ¢ of
Fr(I'|A) such that ¢ restricted to & (4) is the identity map, and
(b)), +++, (b, ) e F (4). Let a;,=¢0b),1=1,---,n. Then p=
(ay, -+, a,) is an integral solution of 7% and ¢ g, <p. By
Theorem 2.19, there exists a principal solution vy, of % such that
y, =< p¢. By Observation 2.29, y, is integral. Since v, <y, v <y,
Corollary 2.20 implies that v~ y,. Again by Observation 2.29, v is
integral.

COROLLARY 2.31. Let ¢ be a rational, principal solution of a
generalized word equation 77°. Then tt is integral.

3. Rank of a word equation. We now study the maximum
of the cardinalities of the alphabets of the principal solutions of a
generalized word equation. For word equations in free semigroups,
this number has been studied in some detail by Lentin [2] and
others.

DEFINITION 3.1. Let %%~ be a generalized word equation and
let ¢ be a solution of 77 having alphabet I'|4. Then rank of
¢, R(p) = |I'|, the number of elements in I". Rank of %7, R(%7 )=
Sup. {R()|y is a principal solution of 9#°}. The integral rank of
7", I.R(%") = Sup. {R()|v is an integral principal solution of %7}.
We take Sup. @ to mean 0.

Let % be a generalized word equation and g a principal solu-
tion of %#°. Consider the following property of p:

(8.2) There exists an integral principal solution v of %  such
that R(v) = R(y).

Following a procedure similar to that of §2 one can show that
every principal solution of a generalized word equation satisfies
(3.2). The following theorem then follows,

THEOREM 3.3. Let 77  be a generalized word equation. Then
R(») =I-R(¥#).
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The following theorems can also be proved in a similar manner.

THEOREM 3.4. Let % = {ww,; T, ---, T} be a generalized word
equation with r free variables. Then R(%) < r + s.

THEOREM 3.5. Let % = {w, wy; T, ---, T} be a generalized

word equation in wvariables X, ---, X, such that w,#* w,. Then
R(7)<mn—1.
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