
PACIFIC JOURNAL OF MATHEMATICS

Vol. 97, No. 2, 1981

AN ANALOGUE OF KOLMOGOROV'S INEQUALITY
FOR A CLASS OF ADDITIVE ARITHMETIC

FUNCTIONS

JOSEPH E. COLLISON

Let / be a complex valued additive number theoretic
function (i.e., f(mri)—f(m)-\-f{ri) if m and n are relatively
prime). This paper shows that Σ D2(pa)p~a = 0{D\n)) or
Σ 1 f(pa)\p~a=zO(D(n)) (where the summations are over those
pa g n, pa being a prime raised to a power) is sufficient to
guarantee that the following analogue of Kolmogorov's in-
equality holds:

J \Um)-A{k)\ >tD(n)\=O(r2)
)

where, if pa\\m denotes the fact that #>α divides m but pa+1

does not (i.e., pa exactly divides m), then

A(n)= Σ f(p")p-a ,

D2(n)= Σ \f(pa)\2p-a ,
Pa£n

Λ(m)= Σ f(pa) ,
Paύk
P«\\m

and

n-1 Σ 1

for any set ^ .

It is known that

Σ l/(w) - A(n)\2 ^

holds for all additive functions for some absolute constant c0. This
implies the analogue of Chebyshev's inequality. Hence it is of in-
terest to determine whether the analogue of Kolmogorov's inequality
also holds for all such functions. The author could not do this for
all additive functions, but did find various sufficient conditions to
guarantee the result. The two which were most general and veri-
fiable for specific functions are stated in the opening paragraph.

The author proved his result in two stages. First he determin-
ed in Theorem 1 necessary and sufficient conditions for

Σ Max |/fc(m) - A(k)\2 ^ cnD\n)

to hold (which implies the analogue of Kolmogorov's inequality).
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The more manageable problem that resulted provided the basis for
proving the result stated in the opening paragraph as well as an
approach that might eventually help lead to the full solution of the
problem.

l Preliminaries* Let pa and qβ represent primes raised to a
power. Given an integer m, let L(m) be the largest pa such that
pa\\m and let S(m) be the smallest such pa. If qβ\\m with qβ > S(m),
we shall denote by rr(m, qβ) the largest exact prime-power divisor
of m which is less than qβ.

The following well known facts are freely used in this article:

Σ P~~a log pa = O(log n)

and

Σ p~a = log log n + B +

where B is an absolute constant. The next lemma represents an
extension of a known result of sieve methods.

LEMMA. Given 1.9 <: b ^ c <; n, let 6^ = *9*(n, c, b) be the set
of those m, m ^ ny such that pa\\m implies either pa <L b or pa *ϊ> c.
Then there exists an absolute constant cx such that

(1.1) ΣUci

Proof. If for any ^ 2 we let

<%/ = {p: p < z and p <̂  b or p ^ c}

and c$^' = {m: m ^ n and 2>|m if b <p <min(c, «)}, then it is known
[1, p. 104] that

Since

I Π (1 - P"1) - ^~r log-1^! < e~r log~3x

for x > 1 where 7 is Euler's constant [3, p. 70], it follows that if
we choose z — nm log~1/2w and assume 3 ^ b ^ c ^ z, then

log^ (2/3) (1 — log"2 3)2 logc

For the cases where 1.9 5 Ξ δ < 3 o r 2 < c < Ξ w oτ z ^ b ^ c ^ n, note
that it follows from the last result that
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i < 168w(log 6)(log 3)(log n)
(log 1.9)(log^)(logc) = logc

Now if we let <9*" be the set of m, m ^ n, such that there exists
a pa\\m for which b < p < c and pa ^ c, then

Since

^ J -1- = ^ J ,ZJ .ZJ -1-
m e ^ " b<p<c log c/log pgαi log w/log 3? m^w

^ n Σ Σ 2>"α

6<p<c α^log c/log p

C
c V logc /log 1.9

we see that choosing cλ = 914 yields (1.1). This completes the proof.

2* General necessary and sufficient conditions* The next
theorem is of theoretical significance. However, since it is not easy
to apply the results to specific functions it is not very practical.

THEOREM 1. Given an additive complex valued arithmetic func-
tion f, necessary and sufficient conditions for

(2.1) Σ Max \fk(m) - A(k)\2 ^ c2nD\n)

to hold for some constant c2 are:

(2.2) Σ Max \fqβ(m) - A(g')Γ ^ csnD\n)
m^n qβ\\m

and

(2.3) Σ Max Max \A{h) - A(rψ ^ cznD\n)
i β\\ 7(β)^k<β

for some constant c8. Similarly, necessary and sufficient conditions
for

(2.4) lUMax \fk(m) - A(k)\ > tD{n)} ^ c2t~>,

the analogue of Kolmogorov's inequality, to hold for all real t > 0
and for some constant c2 are:

(2.5) vw{Max \fqβ(m) - A(q>)\ > tD(n)} ^
qβ\\ΊΛ

and
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(2.6) vn{ Max Max \A(k) - A(rr)\ > tD(n)} ^ cst~
2

qβ\ |m rΐ{m,qβ)^k<qβ
S{m)<qβ<L{m)

for some constant c3. Note that (2.2) and (2.3) imply (2.5) and (2.6).
Also, c2 depends only on c3 (which may depend on / ) .

Proof Let T = T(n, m) = MaxfcSίt \fk(m) - A(k)\. Then

T ^ Max(Γlf Γ2, Γ8) + Γ4 + T5

where

Γx = Max |A(λO|

Γ2 = Max |A(fc) - A(L(m))\

Max

9^||m

and

T5 = Max Max |A(&) - A(rr)\ .
S{Ίn)<qβ<L{in)

Using Schwarz's inequality and the lemma we see that

and

3k τι - S ̂ ^w)
^ D2(%) Σ P

= O(nD\n))

Σ 21 ̂  D2(w) Σ

^ D\n) Σ P"

= O(nD\n)) .

Σ 21 ̂  DHn)

Σ p-

me .

ί l 9)

Σ

Σ
5* {n,p

Σ
n,n,pa

Σj

α

^>~α l o g " 1 ^

1
;)
t)~α l o g * p α

Σ
Also,

Σ ϊ l ^ D2( )̂ Σ Σ
rϊ{m,,L{m))<p<x<U.m)

where

= Σ P~a Σ l = 0(w)

and where (noting that there are no exact divisors of m larger
than pa once m is divided by L(m) in the sum)
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= Σ P" Σ Σ 1
2 β - a m e ̂  (nq-β,%q-? ,pa)

^ βiW Σ («' log nq-β)-χ Σ P~α log p"
qβ^n paSM.ίn(qβ,nq~~h

= O(n) + O(n Σ (logqηiqnognq-η-1)
qβ<»ί/2

O[nlog-*n Σ fl"" log ?*]
k i 2

and

3 — 2-ι P ΣJ

Σ p-*iogΊ

 l o g n Ί
< I.2 log np~a J

log n

log ί>α]

Hence

Γί, T|) ̂  c,nΏ\n)

where c4 is absolute and does not depend on /. Prom this it also
follows that

^{Max(Γlf T2, Γ8) > tD{n)} ^ c,t~2

for all real t > 0. This establishes the sufficiency of the conditions.
The fact that T ̂  Γ4 establishes the necessity of (2.2) and (2.5).

The necessity of (2.2) and (2.5) together with T ̂  Γ5 - Γ4 establishes
the necessity of (2.3) and (2.6). This completes the proof.

3* A practical sufficient condition* The next theorem pro-
vides an easily verifiable sufficient condition for (2.1) and (2.4) to
hold.

THEOREM 2. Given an additive complex valued arithmetic func-
tion /, a sufficient condition for (2.1) and (2.4) to hold is

(3.1) Σ W)<Γ' = 0{D\n))

or

(3.2) Σ \f(Pa)\p~a - 0(D(n)) .
p«<ίn

Proof. It is known [2, p. 31] that there exists an absolute con-
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stant c0 such that for any complex valued additive function g

Σ \g(m) - A(n)\> ^ cJD\n) .

Hence if (3.1) holds then

Σ Max \Mm)-A(q>)\*
S P\\

Σ
^ 2co» Σ D2(qβ)q~β + 2nD\n)

= O(nD\n))

which guarantees that (2.2) holds. Noting that for m ίS n, qβ\\m
and qβ < L(m), we must have qβ ^ nm, it follows from Schwarz's
inequality and the lemma that

Σ Max Max
^n qβ\\m rT(τn,qβ)^k<qβ

S(m)<qβ<L(m)

m^n qβ\\m
&* (m)<qβ<L(m)

^ ^ ^V) Σ
^ C ln Σ D'Cί^Cί'

= 0(n Σ -D2(9f)^

= OinDHn))

\A(M -

! log q>)

- A{rr)\*

Σ
S* (nq~β,qβ

-1 Σ ?
Pa<qβ

p~«
Zqβ

1
],Pa)

ra log j)

which guarantees that (2.3) holds. Hence (2.1) and (2.4) hold ac-
cording to Theorem 1.

Now suppose that (3.2) is true and define the additive function
9 by 9(Pa) = \f(Pa)\- To avoid confusion let Ά(ri) = Σ g(pa)p~a where
the sum is over those pa ^ n; A(n) is thus reserved for /. Note
that D\n) is the same for both / and g. We see that

^ 2 Σ (A\n) +

= 2 Σ (flf(w) - A(n)Y + AA(n)

Σ g(qβ) Σ
βqβ£n m^n

qβ\\m

^ 2c0nD\n) + 4w[ Σ \f(Pa)\p-"]2

= 0{nD\n)) .

This completes the proof.
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Examples of functions which satisfy (3.1) and (3.2) are the ad-
ditive functions determined by f(pa) = log pa and f{pa) = pa. An ex-
ample of a function that satisfies neither (3.1) nor (3.2) is the one
determined by f(pa) = 1. Any nontrivial function / such as f(pa) =
log-y for which Σ \f(Pa)\P'a and D\n) are bounded satisfies (3.2)
but not (3.1).
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